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Abstract

The electronic conductivity, at the multiscale, of lithium-ion positive composite electrodes based on
LiNi; 3Mn; ;3Co0;,302 and/or carbon-coated LiFePQy, carbon black and poly(vinylidene fluoride) mix-
ture is modelled. The electrode microstructures are acquired numerically in 3D by X-ray tomography
and FIB/SEM nanotomography and numerically segmented to perform electrostatic simulations using
Fast Fourier Transform (FFT) method. Such simulations are easy and quick to perform because they are
directly computed on the grid represented by the voxels in the 3D volumes. Numerical results are com-
pared with experimental measurements of the multiscale electronic conductivity by broadband dielectric
spectroscopy (BDS). A good prediction is realised for the bulk conductivities of the C/LiFePQ,4 phase and
the CB/PVdF mixture. The combination of X-ray and FIB/SEM tomography, FFT simulation method,
and BDS is thus well adapted to understand the influence of the electrode composition and microstructure

on its electronic conductivity.
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1 Introduction

Lithium-ion batteries (LiB) are nowadays widely used to store energy in nomad devices such as laptops and
smartphones. Another field of application for LiB is the automotive industry, including electric cars, hybrid
electric vehicle, plug-in hybrid electric vehicles [1, 2]. In those cases, both high power and high energy density

LiB are required to extend the vehicles autonomy range and to reduce the charge duration.

Electrodes for LiB are complex composite materials obtained by mixing the active material (AM) pow-
der with an electronic conductive additive and a polymeric binder in a solvent. The electrode slurry is then
coated on a metallic foil that will serve as current collector. After solvent evaporation, the electrode films
are pressed and assembled with a separator to form a battery cell. The electrodes and separator porosity
are impregnated by a liquid electrolyte to allow the battery cell to work. It is well established that battery
performance depends significantly on the electrons and ions transport properties of the composite electrodes,
which are critically affected by their nano-, meso- and macrostructure through the interfacial areas, material

connectivities, and the transport length scales [3, 4, 5, 6, 7, §|.

In the past years, implementation of X-ray computed tomography (XRCT) and focused ion beam
combined with scanning electron microscopy (FIB-SEM) techniques has enabled the quantification of the
composite electrodes architecture. These novel three dimensional characterisation methods allow one to
interpret transport properties and eventually assess the limiting factors in electrochemical performance
[9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. The reconstructed 3D geometries, obtained with these imaging
methods, can subsequently be used as inputs to model the electrochemical behaviour at the microstruc-
ture scale [19, 20, 21, 22, 23]. Combined with experiments, these methods reduce the time and cost resources
needed to design new batteries, when compared to empirical approaches. The present work focuses on the
modelling of electronic transport properties, which are crucial with respect to electrochemical performance
[24, 25, 26, 27, 6, 28, 29], and are often less studied than ionic mass transport properties. Indeed, it is often
assumed ionic transport is a limiting factor, especially under fast charge, while electronic transport is not,

due to the presence of conductive additive.

Simulation methods, on this topic, have evolved from numerically-generated microstructures (ideal par-
ticle geometries as in Chen et al. [30] or Awarke et al. [31], to actual microstructures acquired by XRCT or
FIB/SEM. For computation at the particle scale, Chen et al. and Awarke et al. used packings of spherical or
ellipsoidal elements to generate a finite element mesh representing the electrode microstructure. Chen et al.

accounted for the presence of the mixture of carbon black and polymer binder by including a uniform coat-



ing surrounding active material particles. In Awarke et al., the active and the conductive additive particles
were randomly mixed; while the binder phase was not modelled. However, its volume was accounted for by
varying the void volume fractions [32]. Both studies aimed at calculating the percolation transition. Above
the percolation threshold an electrically connected continuous conductive network is formed and an abrupt
change leading to a much enhanced transport behaviour occurs. For Awarke et al., percolation threshold
is between 7.81 and 11.31% (volume fraction) depending on the AM particle size. According to Chen et
al., the percolation is dependent on the AM volume fractions as these authors are using a uniform coating
on the AM particle. As AM volume fraction is over 30% (theoretical threshold of 29% for spheres) per-
colation is achieved. They also have tried ellipsoidal graphite fibers and platelets and they have found a
percolation threshold ranging from 7.5% to 10% (volume fraction). Both studies gave interesting trends to
be followed for optimising the effective conductivity of composite electrodes with respect to the particle size
ratio or shape factor. However, they fell short in taking into account the actual distribution of the mixture
of conductive additive and binder that critically depends on the electrode processing route [33, 6]. Recently,
Usseglio-Viretta et al. [34] have quantified the percolation of the Carbon binder additive domain for positive
NMC and negative graphite electrodes, based upon a physics-based numerical generation of the additive
domain, within real three-dimensional electrode geometries reconstructed from X-ray computed tomography,
described in [35]. While no percolation path has been found for the carbon-binder embedded within the
graphite (4.6-6.0vol% carbon-binder), the authors found a connected cluster for the NMC electrode (10.6-
14.6%vol carbon-binder). When compared to Awarke et al. and Chen et al. the threshold values are are
different because the latter studies used numerically generated microstructures with ideal particle shapes on

the contrary to [34], and also because different AM particle sizes and shapes were considered.

Imaging techniques in 3D provide a wealth of information on the microstructure. One of the main difficul-
ties, nevertheless, is to account for the presence of widely separated length scales. The development of XRCT
allows one to obtain 3D maps of actual microstructures but only of the active material (AM) phase. This is
because, with this technique, the mixture of the binder with the conductive additive particles (referred to as
the conducting mixture for simplicity in the following) is difficult to separate from the porosity in terms of
attenuation contrast. XRCT based simulation was used to calculate conductivity using the thermal/electric
analogy and finite element method in Cooper et al. [18]. This kind of simulations provides a fairly good
insight on the conductivity in the active material phase but ignores the role of the conducting mixture,
which is a strong approximation as it is the main electron conducting phase. Grillet et al. [25] used XRCT
as a basis to generate realistic AM microstructures and, in their simulations, assumed that the conducting

mixture uniformly coated the surface of the AM particles. The authors also investigated the effect of the



deterioration of the conduction of this conducting mixture upon ageing on the variation of the electrode
effective conductivity upon cycling. However, such uniform coating assumption may not be representative
of the actual mixture spatial distribution, as it may form some aggregates of various size and shape more
or less randomly spatially distributed as well as some dendritic, fractal-like, structures constituting a 3D
connected (or not) network through the electrode thickness. For instance, different carbon-binder mixture
morphology, ranging from filmlike to tentaclelike, can be generated through a physics-based process related
with interfacial energy [35]. Kashkooli et al. [20] tried to account for this morphological characteristic of
the conducting mixture, which however was not considered separately from the active material phase, but
rather as random bridges between neighbouring active particles. An electrical conductivity was accordingly
postulated for the obtained reconstructed microstructure and used to simulate the electrochemical (charge
and discharge) behaviour. Wieser et al. [36] used the higher resolution of FIB/SEM to image in 3D the
conducting mixture. The authors studied the contribution of this nanoporous phase in the mass transport
restriction of the electrolyte salt species within the electrode. Inoue et al. [37] studied realistic LiCoOy and
graphite electrode microstructures obtained from FIB/SEM reconstructions and evaluated their electronic
conductivities. The electronic conductivity was calculated assuming that the electron transport through the
electrode could be modelled with homogenisation theory. This simply allowed them to calculate the effec-
tive electronic conductivity of a composite from the bulk conductivity in the different phases, their volume

fractions and the tortuosity of the transport path, which were all obtained from the FIB/SEM reconstructions.

The electronic conductivity of composite electrodes for lithium batteries has also been predicted using
full-field numerical computations with finite element method [38, 39] or else [40]. Contrarily to effective
medium theories, this approach allows one to estimate the fields at the local scale in the microstructure
while taking into account the “exact” morphology of the electrode. In the present paper, electrode microstruc-
tures designed for electric vehicle application, including LiNi; 3Mn; /3Co01 /302 (NMC) and/or carbon coated
LiFePO,4 (LFP) as active material, carbon black (CB) as electronic conductive additive and poly(vinylidene
fluoride) (PVAF/CB) as binder, were acquired by XRCT and FIB/SEM, and numerically segmented to
perform electrostatic simulations using Fast Fourier Transform (FFT) methods. Simulations are computed
directly on the regular grid represented by the voxels in the 3D volumes without meshing. This approach
was originally developed for mechanics [41] and extended to conductivity [42, 43|. This method is applied
here for the first time to Lithium-ion battery composite electrodes. The simulation results are compared
to experimental measurements of the electronic conductivity done on the same electrodes or on the con-
stituents taken separately. This allows us to establish relationships between the electronic conductivity of

the different phases in the composite electrode, its actual architecture and its effective electronic conductivity.



2 Digitalisation of the electrode microstructure

The electrodes considered in the present article have been studied in previous works. Two electrodes denoted
F and H are based on a blend of LFP and NMC, while a third one, denoted J, is solely based on LFP. The
names F, H and J are the same as those used in [3, 12|. The electrode volumes were acquired using the porous
non-impregnated electrodes with XRCT and FIB/SEM techniques at a voxel resolution of 320x320x320nm?

and 10x10x10nm? respectively, as described in [12].

XRCT volumes were acquired in phase contrast mode in order to be able to separate the NMC clusters
from the other components in the electrodes. At this scale (~ scale 1), the electrode thickness is entirely
included in the field of view. A simple segmentation process, based on grey level thresholding, allows us
to obtain segmented volumes (c¢f. Figure 3) and thus the NMC volume fractions in these volumes (Table
1). X-Ray tomography volumes were segmented using a combination of simple grey level thresholdings.
First the NMC particles were extracted by thresolding. Then another thresholding allowed us to extract the
homogenised phase. The combination of these two thresholds enables the volume reconstructions. Internal
porosity (along with some cracks created by the sample preparation method) is the complementary part of
these two solid phases. No artificial intermediate layer has been noticed through volume inspection. In order
to get segmented volumes without cracks, we used the same first threshold to obtain NMC particles. The
complementary being the homogenised phase with internal NMC porosity. To distinguish both features, the
internal NMC porosities are detected with a “fill holes” type algortihm (Fiji software) on the NMC phase
and the difference with the non filled phase. This gives a good result only because the NMC clusters are
quite well separated, thus only internal porosities are closed and not possible closed spaces between NMC

clusters. This last part was verified by careful eye inspection of the NMC-filled volumes.

For FIB/SEM volumes, after acquisition, the image processing was performed with a home-made Fiji
macro [12] which is based on the algorithm developed in [44] for the shine through artefact correction of
FIB/SEM images. Briefly, the shine through artefacts stem from the fact that SEM imaging retrieves data
from inside the pores. This creates a gradient, by adding data from matter below the current observation
plane, that is perturbing grey levels commonly used for segmentation. This is discussed and explained further
in [12, 44]. As explained in [12], the Fiji macro is used to distinguish the solid phase from porosity. Then,
active materials (NMC and LFP) and PVAF/CB mixture were clearly identified by thresholding the grey

levels of BSE data. This methodology is illustrated in the Supporting Information. FIB-SEM reconstructions



of electrodes F, H and J are shown in Figure 1 together with an example of an X-Ray volume reconstruc-

tion for sample F. The raw data are available upon request to the authors for researchers eventually interested.

Figure 1: 3D entire segmented volumes acquired by FIB/SEM a), b) and ¢) and X-Ray tomography (d)
and used in simulations, a) Sample H, b) and d) Sample F, ¢) Sample J. For FIB/SEM samples, white is
LFP, light grey is NMC, dark grey is the CB/PVdF mixture and the porosity is transparent for all three
volumes. For X-Ray samples light grey is also the NMC clusters and the off-white/lighter grey colour is the
homogenised phase (LFP, CB/PVdF, and porosity). Dimensions reported on the different axes are in pum.

LFP (in white) presents the shape of nanometric particles, from few tens of nanometres to around 800nm,
with some of them aggregated as clusters of particles of a few micrometers. LiFePO,4 particles are covered
by a nanometre thin layer of amorphous carbon, which is invisible at the FIB/SEM resolution. The carbon
content is about 2wt% in the LEP active material. NMC (in light grey) is in the form of large quasi-spherical
clusters (~10um) of smaller grains. Particle size distribution for NMC and LFP phases composing the elec-
trodes studied here have been previously reported in [12]. The PVdF and CB appear as one indiscernible
mixture (in dark grey). CB is a fine graphite powder with high degree of crystallinity. The elementary
particles are spheres made up of the stacking of broken, quasi-graphitic, layers. These elementary particles
(mean diameter ~40nm) are fused together by chemical bounds in various forms of aggregations, called
primary aggregates with average diameter of 100-300nm [45]. Attractive interactions between CB and the
PVAF in the electrolyte slurry favour their coagulation [46, 47]. Thus, in composite electrodes PVdF and CB
are generally intimately mixed and associated into one indiscernible PVdF/CB conducting phase [48]. We

believe that, with our 10nm voxel size, we can access pores of size above 20nm. Therefore, the smaller pores



within the PVdF /CB mixture might be invisible for us. Vierrath et al. [49] used FIB-SEM tomography to
reconstruct the carbon-binder domain of a LiCoOs electrode with contrast enhancement by ZnO infiltration
via atomic layer deposition. They found the porosity inside the carbon domain is about 58% with the pore-
size distribution centred at 64nm. According to their results, we should have access to around 75% of the
pores within the PVdF-CB domains. The last phase present in the studied samples is a mostly open porosity
(intraconnectivity above 96% in all cases), which is filled with a liquid electrolyte in functional conditions to

conduct the lithium ions.

Table 1 gives the volume fraction ¢, (%) of the LEP, NMC, PVdF/CB and porosity phases, and intracon-
nectivity of the LFP and PVdF/CB phases, at various electrode scales. These different scales are depicted
in Figure 2. Scale 0 is the entire macroscopic electrode. The values reported in the table for this scale are
average values measured macroscopically from the electrode thicknesses, areas, weights and the material den-
sities. Scale 1 is the XRCT volume and scale 2 is the FIB/SEM volume for which the values were measured
in [12] using standard 3D image analysis. Scale 3 represents a small subdomain within the FIB/SEM volume.
The peculiarity of this sub-volume is that it does not contain the large NMC particles. Such subdomains
will be used in the multiscale simulations discussed in this work. Simulation results are shown in section 5.
Starting from the experimentally measured electronic conductivity for each electrodes, the effective conduc-
tivity of the LFP/PVdF /CB/porosity homogenised phase will be determined with the XRCT volumes. Then
this conductivity will be considered as the effective one for the FIB/SEM volumes, and the conductivity of

the LFP and the PVAF /CB phases will be then determined. These ones will be compared to reference values.

In Table 1, we quantify the intraconnectivity as the volume fraction of the most voluminous cluster of
one material/phase in the analysed volume. A value of 100% of this parameter means that all voxels of
this material /phase are part of a same unique percolated object in the analysed volume. F and H are made
with NMC/LFP (50:50 mass ratio) as active material and J only contains LFP. The PVdF/CB phase vol-
ume fractions in electrodes F, H and J are respectively 16.4, 11 and 9.1%. The PVdF/CB phase is quasi
fully percolated within the FIB/SEM volumes of F and H (intraconnectivity at scale 3 equals to 97% and
96% respectively), while it is rather not in J (intraconnectivity at scale 3 equals to 22%). The LFP phase
fully percolates within the FIB/SEM volumes. One can notice some differences between volume fractions
measured from tomographic data and standard measurements (scale 0). These differences can come from a
representativity issue (as will be discussed after) and have also been addressed in [12]| from a manufacturing

point of view.



The tortuosities given in Table 1 are geometric ones and these are measured along the y axis of Figure
1 (through the electrode thickness) to comply with the direction of the imposed potential difference used
in the simulation developed in Sections 4 and 5. By definition, the geometric tortuosity is the length of
the shortest path between two locations, going only through the phase of interest, divided by the straight

distance between these two locations.

shortest path length

T= (1)

straight distance

It is then always superior to 1. In this work, the tortuosity is calculated by the following procedure. A
seed plane is initially defined in the middle of the binarised tomographic volume, perpendicular to the y
axis. Then, a front is propagated (~pixel agglomeration through dilation) only in the phase of interest,
materialising the length of the tortuous path. Then, at the end of the propagation procedure, each reachable
voxel in the phase of interest is labelled with its distance from the seed plane. A measurement of the average
distance from the seed plane can then easily be calculated in each plane perpendicular to the seed plane. The
so-calculated distance is however not equal to the true euclidean distance and depends on the criterion used
to propagate the front. A criterion based on six neighbours (the voxel is added if it shares a common face
with one of the front voxels) overestimates the distance while a criterion based on 26 neighbours (the voxel
is agglomerated if it shares a common face, edge, or summit with one of the front voxels) underestimates
the distance. In the present study, we make the calculation twice (with 6 and 26 neighbours). Then, with
respects to the straight distance from the seed plane, a linear interpolation allows us to calculate a mean
tortuosity in the phase (one for 6 neighbours and one for 26 neighbours). And, as mentioned, we estimate

the geometrical tortuosity as the average of both measurements.



Table 1: Properties of the volumes used for the simulation.

¢, stands for volume fraction.

Source 0

corresponds to (real) macroscopic properties from the manufacturer. Other sources refer to the imaging
techniques used to acquire the volume. Corresponding dimensions in pm are reported in the Size column
which has been formatted like AxBxC with C the dimension along the electrode thickness

Intraconnectivity (%) /
Volume fraction ¢, (%)
Sample | Source Size (um?)x Geometric tortuosity
NMC LFP PVAF/CB| Pores LFP PVdF/CB
0 - 24 30.6 16.4 29 - -

P XRCT 128x160x72 18.5 81.5 - -
FIB/SEM 10x4x7 204 36.1 10.0 33.5 99.8 / 1.17 87 /1.25
FIB/SEM| 2.3x2.3x2.3 - 37.8 18.5 43.7 98.5 / 1.36 96 / 1.35

0 — 25.5 32.5 11 31 — —

" XRCT | 128x160x67.8 21.1 78.9 - -
FIB/SEM| 10x6x5.4 154 494 10.6 24.6 99.7 / 1.11 90.8 / 1.39
FIB/SEM 4x4x4 - 04.3 16.3 37 99.6 / 1.1 95 / 1.34

0 - - 53.9 9.1 37.0 - -
J | FIB/SEM| 10x8x5.5 - 58.5 8.1 33.4 99.8 / 1.09 23 / -
176 / -
FIB/SEM dXDXD - 64.9 4.7 30.4 99.9 / 1.08

+x F, H and J thickness are respectively 77.5, 72 and 91.5 um (including the current collector).

One can notice that no more NMC enter the composition of F and H volumes for the last source from

FIB/SEM. This is explained in Figure 2 and serves the purpose of multiscale simulation discussed in this

work.

The sign — means that the property is not measurable.
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Figure 2: Multiscale view for the microstructures studied. The homogenised phase in the X-Ray tomography
picture is composed of the PVAF/CB, LFP and porosity phases.

3 Electrical conductivity measurements

The electronic conduction properties were acquired with Broadband dielectric spectroscopy (BDS). The theo-
retical background and experimental setup to implement this technique are well described in previous papers.
See for example Badot et al. [50]. With the BDS technique, it is possible to measure the electrical properties
at different scales (sample, cluster, particle and atom) of an electrode material. When a time-dependent elec-
tric field is applied to the material, polarisations (charge-density fluctuations) are produced. The timescale
(or relaxation time) of the polarisation depends on the scale at which it occurs and on the conductivity
at this scale. In electronic conductors, different relaxation mechanisms generally result from their crystal
structure, nanostructure and microstructure. Because they have distinct characteristic frequencies, they can
be separated and treated individually. All details about the BDS measurements are given in the Supporting
Information as most of them are already published elsewhere. Results for the conductivity measurements are
thus summarised in Table 2 and discussed hereafter. The interested reader is encouraged to refer to section

5.4 for comparisons of conductivity values with analytical estimates.
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Table 2: Room temperature conductivity at different scales for NMC and LFP powders (pressed pellets),

PVdF /CB mixture, electrodes F, H and J.

Volume fractions (%)

Material Conductivity (S.m™1) Reference
NMC LFP PVdF/CB
Sample 0.000035
NMC pellet 0.0001
74 - - Cluster [53]
(7% PVAF) (effective)
Grain in a 0.2
cluster (effective)
19
Interatomic
(effective)
Sample 0.26
LFP pellet
0.4 This work
(2% PVdF) - 65 — Coating
(effective)
Intra sp? > 20
domains (effective)
PVdAF/CB
- - 100 Sample 50 to 400 [55]
films
Sample 4
Electrode F [3] and this work
PVdF/CB 9.1
24 30.6 16.4
clusters (effective)
Sample 2.94
Electrode H [3] and this work
PVdF/CB 4.26
25.5 32.5 11
clusters (effective)
Sample 0.3
Electrode J [3] and this work
PVAF/CB 4.1
- 53.9 9.1
clusters (effective)

The bare LiFePO4 compound has very low intrinsic conductivity. The conductivity of the carbon coated

compound is an effect of the carbon coating in which LiFePQ, particles are embedded. It contains short-order

sp2-coordinated carbon domains (graphite nanocrystallites) bonded by sp3-coordinated carbon atoms. At
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the microscopic (particle) scale, the electrical conductivity is due to electrons hopping between sp? domains
within the carbon coating around the LiFePO, particle. At the macroscopic (sample) scale, the electrical
conductivity within this phase depends on the contact resistance between the LFP particles and on the void
volume fraction [51]. The conductivity at the different scales of the LFP phase is given in Table 2. It is
very important to note that the measured values are effective. True conductivity could only be measured for
dense, non-porous samples. For example, the conductivity of graphite is about 10°S.m~! [52|. The effective
conductivity measured for graphite nanocrystallites in the carbon coating of C-LFP is measured to be in the
20-100S.m ™! range, because the carbon volume fraction in the sample is very low, about 3.8% in C-LFP and

2.5% in the porous pellet.

The conductivity of the NMC compound stems from the presence of Ni*>T ions, which are balanced by
negatively charged M vacancies. This enables a hole 2D conduction in the nickel layer. The conductivity
within the NMC clusters is however limited due to blockage of the charge carriers (holes) at the interstitial
grain-boundary amorphous region between NMC crystallites (grains). Furthermore, at the macroscopic (sam-

ple) scale, the electrical conductivity is hindered due to a constriction resistance at inter-clusters contacts [53].

The conductivity of the PVAF /CB phase is provided by the carbon black nanoparticles. In this mixture,
CB aggregates are generally not in direct contact but are separated by an interfacial PVAF layer. The combi-
nation of percolation theory and interparticle tunnelling conduction accounts well for the electrical behaviour
of such polymer/CB mixture [54, 26]. At the microscopic scale (a few aggregates), the electrical conductivity
is due to the tunnelling of electrons through the thin polymer layers adsorbed between the CB aggregates.
This tunnel resistivity increases exponentially with the polymer gap thickness. At the macroscopic (sample)
scale, an electrical conductivity is only observed if the CB aggregates percolates through the PVAF matrix.
This condition is fulfilled for the PVAF to CB mass ratios (5:1 to 1:1) typically used in composite electrodes
[48]. The typical conductivity of PVAF/CB mixture was measured in [55] on dense PVAF/CB films. The

conductivity values range from 50 to 400S.m~! for PVAF to CB ratios from 5:1 to 5:4.

The conductivity of the three electrodes studied here was measured by BDS and some values were already
reported in [3]. These values however were here refined. Resistivity Nyquist plots for the three electrodes are
given and interpreted in the Supporting Information. By having a second look at these data, it was possible
to measure three parameters: (i) the contact resistance at the electrode/aluminium current collector, R¢, (ii)
the electrode layer conductivity, here named sample conductivity, og, and (iii) the effective conductivity of

the PVAF /CB clusters at high frequency (in the 1-100 MHz range), o¢. The sample conductivity of J is close

12



to that of a pressed LFP pellet, 0.3 and 0.26S.m~!, respectively. These two conductivities show Arrhenius-
like temperature dependence with similar activation energy, 0.07 and 0.09e¢V. These comparisons strongly
suggest that the electrode layer conductivity of J is dominated by the contribution of the LFP phase, this one
being percolated contrarily to the PVdF/CB mixture. The sample conductivity of J is however higher and
its activation energy is lower than that of a pure LFP pellet as J contains isolated PVAF /CB clusters, which
temperature independent effective conductivity could be determined to be equal to 4.1S.m™! as explained in
the Supporting Information (Figure S2). The temperature independence of this high frequency conductivity,
which is typical of the tunnelling mechanism, allows its unambiguous attribution to the PVdF/CB unperco-

lated clusters.

The sample conductivity of F and H is one order of magnitude higher than that of J. According to
FIB/SEM reconstructions, these high conductivities can be explained by the percolation of the PVdF/CB
mixture that likely short-circuits the less conductive LFP and NMC particles in the electrode. The effective
conductivity of the PVAF /CB clusters is higher in F than in H, while it is similar in H and J, depending on

their different volume fractions.

4 Modelling and computer simulation

The simulations described here use the FFT method by solving the electrostatic equations with the Mor-
phhom software, making use of the “discrete” Green operator introduced in [43]. This software has already
been used to perform simulations on the electrical conductivity of fuel cells [40] and for the homogenisation
of mechanical properties [56, 57| or optical response [58]. The interest of this method is that simulations are
computed directly on the regular grid represented by the voxels in the 3D reconstructed FIB/SEM volumes.

The electrostatic equations solved here are:

div(J(Z)) =0, E(Z) = —grad(¢), J(Z) = 0 E(Z) (2)

Where ¢ is the electric potential, E the electric field, J the current field and o is the local conductivity
at point 7. A strong hypothesis is that all contacts are supposed to be perfect, i.e. no contact resistance
nor constriction resistance between the different phases are considered. Phase continuity is assumed to occur
when two voxels pertaining to the same phase are touching by their faces. The impact of the microstructure

is then essentially reflected in the phase volume fraction, intraconnectivity (or extent of percolation) and

13



tortuosity.

5 Results and discussion

5.1 Simulations based on X-Ray tomography volumes

In this subsection, we focus on the first simulation scale performed on X-Ray tomography volumes.

One can observe in Figure 3a) and f) that some cracks are present in the X-Ray volumes. These cracks
are most certainly due to the sample preparation for tomography. In order to be imaged at such a small
resolution, the sample has to be very thin (around 0.8 or Imm thick). Thus, cutting from the mother elec-
trode is very likely to induce cracks in these fragile samples. The X-Ray samples, for H and F, were then
segmented in two different ways, with and without cracks, to observe their impact on the current density
field. The discernible internal voids inside the NMC clusters are considered as porosity in both cases. Their
volume fraction is however negligible with less than 0.01%. Internal voids plus cracks together count for up
to 2.9% volume fraction in the volumes. The segmentation results are shown in Figure 3b), d), g) and i). In
these images, the white phase indicates the NMC clusters and the black one the porosities. The light grey
areas symbolises an homogenised phase composed of LFP, PVdF /CB mixture and porosity at a smaller scale

accessible with the FIB/SEM resolution.
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Figure 3: From a) to e) is sample F and from f) to j) is sample H. a) and f) are X-Ray original data. b)
and g) segmentation with cracks and d) i) segmentation without cracks. c¢), h) and e), j) are respectively 2D
maps of the current density field with and without cracks. These maps are sections from the 3D FFT data
results. A 1V/m [instead of 1V] difference potential is imposed between the left and right faces (thickness
direction of the electrode sample), colour scale is expressed in A.m~2 [instead of A.m~!|. In the segmented
images, white is for NMC, black for porosity and the light grey for an homogenised phase (LFP, PVdF/CB
and porosity at the FIB/SEM smaller scale).

The FFT simulations were then carried out on both types of segmented volumes for H and F. The simula-
tions were performed by fixing the conductivity of the low conducting NMC phase to 0.0001S.m™!, according
to experimental data [53] (see Table 2 and 3), and varying the conductivity of the homogenised phase, 0yq,
(bulk conductivity), from 2S.m™! to 8S.m~!. The effective volume conductivity, predicted by the FFT
method, varies linearly with respect to oye-. We accordingly determine for each sample the conductivity of
the homogenised phase which allows one to recover the experimentally measured effective conductivity. This
homogenised phase conductivity will then be used to determine the conductivities of the individualised LFP
and PVdF/CB phases, by change of scale, using the FIB/SEM volumes (c¢f. Section 5.2). The simulation
results and input parameters are gathered in Table 3. Figure 4 shows the variation of the calculated volume
conductivity as a function of the homogenised phase conductivity o,4.. The horizontal lines correspond to
experimentally measured sample conductivities. The homogenised phase conductivity is higher for F than
for H, in agreement with the higher effective conductivity in F. As expected, when cracks are considered, a
higher conductivity is obtained for the homogenised phase for both electrodes. This is mostly a consequence

of the more pronounced tortuosity and constrictivity of the homogenised phase, as illustrated in Figure 3.
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Table 3: Simulation results and input/target parameters for the FFT simulations on XRCT volumes

Target: Result:
experimental LFP/PVdF /CB/porosity
Input: NMC
Sample sample homogenised phase
phase (S.m~1)
conductivity conductivity determined by
(S.m~1) inverse method (S.m~1)
With cracks .88
F 0.0001 4
Without cracks 5.51
With cracks 4.71
H 0.0001 2.94
4.26
Without cracks
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Figure 4: Effective volume conductivity of the XR volumes for samples F and H as a function of the
homogenised phase conductivity. Dashed lines represent the experimental results. The text “nc” refers to

volumes without cracks, otherwise the plot concerns volumes with cracks. Arrows indicate the values of the
homogenized phase corresponding to experimental measurements.

The field maps of the local current density are shown in Figure 3c), e), h) and j). These fields are repre-
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sented along a 2D section. The current is enhanced in regions where the conducting phase is constricted (at
bottlenecks between NMC clusters) or in cracked zones. The cracks strongly deviate the current density flow
leading to highly concentrated and depleted regions, as illustrated in Figure 3h). The field fluctuations are
significantly smaller in the absence of cracks (see Figure 3j). In the same way, the presence of more NMC
clusters (21.06% instead of 18.54%) seems to also have a constriction effect in H compared with F when

examining the slopes in Figure 4.

5.2 FFT simulations on the FIB/SEM sub-volumes

Results presented hereafter concern the sub-volumes acquired by FIB/SEM (scale 3) which are exempt of
cracks contrarily to the XRCT volumes. The simulation results and input parameters are gathered in Table
4. Sample J is made of the homogenised phase only, within which the PVdF/CB mixture has not perco-
lated. This makes it the best case to compute the LFP phase conductivity. It is not not possible to do so
from samples F and H because of the PVdF/CB phase percolation that hinder the effect of the LFP phase
conductivity. Volume fractions of the different constituents are recalled in Table 1. FFT computations are
performed fixing the conductivity of the CB/PVdF mixture to 250S.m~!, following [55] (see also Table 2),
and varying the conductivity of the LFP phase oprp. Figure 5 illustrates the variation of the sub-volume
conductivity (J, 5um edge size) as we vary the LFP phase conductivity. This is also done for two other
fixed values of the CB/PVAF phase conductivity. The effective volume conductivity varies linearly with
orrp in the range of interest (between 0.1 and 0.6S.m™!, see Figure 5). Experimental data for the sample
conductivity, i.e. 0.3S.m~! (dashed line in Figure 5), is recovered for one particular value for o rp. We
determine a LFP phase conductivity orrp of 0.385.m~! using the conductivity value of 250S.m™! for the
PVAF /CB mixture. This value seems reasonable since it is in the same order of magnitude than the effective
conductivity of the carbon coating that was measured by BDS (0.40S.m~!, Table 2). The conductivity of

the LFP phase is indeed due to the carbon coating.
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Figure 5: Variation of the effective volume conductivity for Jx500 as a function of the LFP phase conduc-
tivity for three fixed values of the CB/PVAF phase conductivity (170, 250 and 300S.m~!) along with the
experimental sample conductivity value to fit (horizontal dashed line).

In all FFT computations hereafter, we assume that orpp is 0.38S.m~!. We let the CB/PVdF phase con-
ductivity vary and compute the resulting effective conductivity for samples F and H at scale 3. As observed
previously, this results in quasi linear evolutions (see Figure 6). One can notice that these two evolutions
are quite similar despite the differences in architecture and composition of the two electrodes. This can be
explained by the fact that the volume fraction of the highly conductive phase (PVAF/CB mixture) is quite
similar at this scale (18.5 and 16.3 for F and H respectively). The geometrical tortuosities are also really
close, 1.34 for F and 1.35 for H. In terms of effective volume conductivity, the slightly higher PVdF/CB
volume fraction in F is finally possibly compensated by the much higher LFP volume fraction in H and/or
lower porosity in H. The horizontal dashed lines correspond to the homogenised phase conductivity values
calculated using X-Ray volumes for F and H (¢f. Section 5.1). The computed sub-volume conductivity
matches the homogenised phase conductivity of electrode F and H for a PVdF/CB phase conductivity equal
to 305S.m~! and 210S.m~! respectively. This gives a mean value of 258S.m~! for the CB/PVdF phase.
These values are remarkably close to the experimental conductivity value (250S.m~!) measured in [55] on
macroscopic PVAF/CB film exhibiting the same weight ratio as those in the electrodes studied here. The

ratios measured in [55] are all displayed in the x axis of Figure 6a. The ratio that was used on the electrodes
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(F, H and J) is 5:3 (in bold characters in Figure 6a). This suggests that this PVdF /CB mixture shows similar
electrical properties when forming a bulky macroscopic film or when it is distributed as micrometric clusters
within a composite electrode (as in our study). This apparent very good agreement between experimental
and calculated PVdF /CB conductivity values could indicate (even though our subvolumes are not represen-
tative of the large NMC clusters) that the spatial distribution of the CB/PVdAF is representative. It may
also imply that the spatial distribution of the large NMC clusters does not impact the effective conductivity
enough to be fully taken into consideration. That may be why we do not need to capture the NMC cluster

RVE (as discussed in section 5.3) to obtain relevant results as those we are presenting here.

Figure 6b displays the cumulative volume fraction of the CB/PVdF phase vs. the local current density
field in this phase for F and H. This local current density field is extracted from the FFT computation
results. It can be seen that the current is distributed over two decades as it varies typically between 5 and
100 A.m~2 [instead of 100 A.m~!] when the cumulative volume fraction increases from about 10 to 80%. In
sub-volume F, a less intense current streams through the CB/PVdF phase compared to sub-volume H. This
is consistent with the two sub-volumes having the same tortuosity but more PVAF/CB in F than in H, with

also a slightly higher intraconnectivity for this phase in sub-volume F.
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Figure 6: a) Computed volume conductivity for the sub-volumes from samples F and H as a function of
the PVAF /CB phase conductivity. Dashed horizontal lines are the homogenised phase conductivity deduced
from the previous simulations on the XRCT volumes. Vertical lines are experimental measurements for the
PVAF /CB phase from [55], ratios are PVAF/CB weight ratios. The ratio used in our electrodes F, H and J
is the one written in bold font (5:3). b) Cumulative volume fraction of the PVdF/CB phase as a function of
the current value in this phase. Only the results for the lowest current density values are displayed.

Table 4: Simulation results and input/target parameters for the FFT simulations on FIB/SEM sub volumes.
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Target: LFP, PVdF/CB
and porosity homogenised
Sample Input Result
phase conductivity
(S.m~1)
LFP phase
PVdF/CB
conductivity
phase
calculated PVdF/CB
calculated conductivity LFP phase
Experimentally with phase
with XRCT experimen- conductivity
measured FIB/SEM conductivity
volume tally (S.m—1)
sub-volume (Sm™1)
measured
from J
(Sm~1)
(S.m~1)*

F - 5.51 - 0.38 - 305
H - 4.26 - 0.38 - 210
F 0.3 - 250 - 0.38

« Note that the LFP phase conductivity calculated with FIB/SEM sub-volume from J is very close to that
experimentally measured on a LEP pellet (see in Table 2 the “carbon coating” conductivity value, which

gives the effective conductivity of the carbon coated LFP material).

Finally, 2D maps of the current field, visualised for one slice of volumes F and J (at scale 2), are shown in
Figure 7. A colour map is used to distinguish areas in which the application of a potential difference causes
an enhanced electric current (in yellow and white) from areas where it is moderate or inexistent (in blue and
black). The colour scale is different for F, from 0 to 126 A.m~2 [instead of 126 A.m~!], than for J, from 0 to
6 A.m~2. It is clearly visible in these images that the current mainly streams through the PVAF/CB phase
when it is percolated (¢f. Sample F). This also clearly illustrates that the conductivity of the homogenised
phase considered in the previous subsection is dominated by the percolated PVdF/CB mixture. In electrode
J, it is also clear that the current is more intense in the PVAF/CB clusters even if it is not percolating in

this case.
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Figure 7: Segmented slice (left column) and 2D current maps (right column, FFT calculations) from one
slice of the whole volumes, from top to bottom: Sample F and J. Colour scales for the current density are in
A.m~? [instead of A.m~!]. The left arrow indicates the direction of the imposed potential (1V/m) [instead
of 1V].

5.3 Impact of the volume size on representativity

Given its microstructure, the positive electrode can be seen as a random medium from a mathematical point
of view. It means the heterogeneous electrode microstructure can be represented with an homogeneous
medium characterised by a set of effective (i.e. macroscopic) parameters. Thus, the question of the rep-
resentativeness of the analysed volumes is relevant, especially for the FIB/SEM volumes and sub-volumes.
The simulated volumes must be large enough to characterise properly the effective behaviour of the global

electrode. This is verified according to two different criteria in the following sections.

5.3.1 Empirical criterion

The more intuitive way to address this question is an assessment on the geometrical dimensions involved.
As a rule of thumb (see for example [59, 31]), the volume is considered to be representative if its size is five
to ten times larger than the so called “Elements of Interest” (EI) in the microstructure. Here, the EI are
the NMC clusters at scale 1 and the LFP particles at scale 3. This size (mean diameter) has been measured
on the three studied electrodes by image analysis using a local thickness algorithm within the Fiji software
[60]. This rule of thumb statement tends to be nuanced by other considerations such as the size distribution

heterogeneity as stated in [61]. Results are gathered in Table 5. The ratio between the lateral size of the EI
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and the lateral size of the analysed volume is also calculated in this table. In the three studied cases, this
ratio is nearly equal or higher than 15. These results might provide a first look at the representativeness
of its simulation volumes. However, it is hard to firmly conclude on such a criterion if there is not a lot
of volumes from the same source to converge on a statistical evaluation. This is why another criterion is
developed in the next subsection in order to be more systematic and selective when only one volume, or a

few, is available.

One can notice that, in Table 5, we do not take the thickness (the minimal dimension) of the XRCT
volumes as the lateral size. This is because we have captured the entire electrode thickness in the XRCT
volumes. This dimension is thus inherently exact and representative. Only the two other dimensions can
possibly be non-representative. However, the dimension that is of primary importance in our simulation on
XRCT volumes is the thickness, making all other analysis of their representativeness of little interest. That
is why the mathematical evaluation discussed in the next paragraph (5.3.2) only concerns the FIB/SEM

volumes and scale 3.

Table 5: Geometrical analysis of the representativity of the simulation volumes. Comparison between the
lateral size of the simulation volume and the “Element of Interest” (EI) in the microstructure, depending on
the scale.

Lateral size of the simulation Characteristic length of the ‘
Sample volume (pm) EI (um) fatio
Scale 1 Scale 2 Scale 1 Scale 2 Scale 1 Scale 2
F 128 2.3 8.29 0.16 15.44 14.4
H 128 4 7.27 0.15 17.61 26.7
22.7
J 128 ) - 0.22 -

5.3.2 Mathematical evaluation

It is possible to evaluate the representativity of a volume by appealing to the theory originally developed by
Matheron [62] and Lantuéjoul [63]. In this theory, “representativity” is estimated by examining how the vari-
ance of the mean of a spatial field over a volume decays with the volume size, as the later becomes very large.
In the present context, the field is the local current and the mean is the apparent conductivity. Matheron’s
main result is that the variance decays proportionally to the inverse of V, where V is the volume size, except

in particular cases where the field presents correlations at infinite length scales. Matheron’s theory, however,
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assumes that the field is stationary (statistically independent of translations). In all rigour, this condition
is not fulfilled here, because of the effect of boundary conditions. Although Matheron’s theorems do not
rigorously apply to the present problem, this theory nevertheless provides a useful criterion for quantifying

the representativity (see e.g. [64]).

Hereafter, we use sample J at scale 2 because its microstructure is similar to the one of the other samples
and because it is the largest volume available containing only LFP, CB/PVdF and porosity. The whole
simulation volume is divided in height equal parts, themselves divided in height equal parts and so on over
several levels. Then, we compute the effective conductivity for each volume by using the same phase con-
ductivities as in section 5.1 (LFP = 0.38S.m~!, PVdF/CB = 250S.m~!). The result of these calculations
is shown in Figure 8). The variance D2 (V) is then calculated for each size level. According to [65, 62], to
obtain a relative error €, on the estimate of the effective volume conductivity, the computation volume V

must be larger than about:

~ 4AD2 A3

- 2.2
Z Erel

v

(3)

with Z, the effective conductivity value for the whole volume. D2 is the point variance calculated across
the whole volume, i.e. the variance of the local field o. Ag is the integral range, a constant linked to the
covariance function of the field [65]. In practice, A3 is determined by a fit of the curve D2(V)/ D2 vs. 1/V

(see Figure 8b). We obtain Az ~ 2.46x105 (in voxels) for the sample studied here.
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Figure 8: a) Evolution of the normalised computed effective conductivity (reference value is the computed
effective conductivity for level 1) with the volume size. b) Evolution of the variance with the inverse of the
volume size. Level 1 corresponds to electrode J at scale 2.

According to FFT numerical results, the size of the RVE is 100x100x100um? when e, equals 10%.
Hence, the simulation volumes used in Section 5.2 are too small to be representative according to this sta-
tistical criterion with a relative error superior to 120%. Equation 3 also allows us to calculate that for a
volume similar in size to the one of electrode J (scale 2), we should use 15 different volumes in order to
statistically extract the computed effective conductivity value for a relative tolerated error ., of 10% and
4 for a . of 20%. Although not fully satisfactory from a statistical point of view, we however managed
to compute realistic properties when comparing to experimental ones (see Table 2). We can also point out
that the volume fractions of the different phases in the numerical volumes are close to experimental ones
especially for samples J and F. Although our volume is smaller than the theoretical statistical RVE, the
geometrical criterion is not totally conclusive but the results match the experimental measurements. This
may be the result of the CB/PVdF spatial distribution at the FIB/SEM scale being representative of the

one at the other scales. Clearly, we would need several FIB-SEM imaging to assess representativity.

5.4 Analytical estimates

In this part, we use the results of our simulations, more particularly the conductivity values of the different
phases, to evaluate classical analytical approaches for calculating the effective conductivity of composite
materials. Indeed, it is not always possible to make use of multiple experimental techniques as sophisticated
as XR and FIB/SEM tomography, and to couple them with numerical simulations, to estimate the effective

conductivity of a composite material from the values of its different phases. Simple analytical approaches
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can therefore be useful for the engineer.

Among all the literature, we first consider the Voigt and Reuss bounds, which are parallel and series
resistance circuit analogy respectively. We have then the following equations 4 and 5, where o, is the
conductivity of the composite volume and ¢, the phase volume fraction.

Ovol,Voigt = ¢U,NMCO'NMC + ¢U,homogahomog (4)

ONMC O homog (5)
¢U,NMCUhomog + ¢U,homogUNMC’

Ovol,Reuss —

More narrow bounds are obtained for isotropic two-phase media, which lead to equations 6 and 7 [66].

¢v,homog
Ovol,HSmin = ONMC 1+ N MO o NMC (6)
Ohomog "ONMC + 3
Du,NMC
Uvol,HSma:): = Uhomog 1 + Thomog o homog (7)
ONMC —Ohomog 3

We also make use of the Self Consistent (SC) approximation [67]. In the limiting case where the NMC

conductivity vanishes, it gives equation 8.

bv,NMC
gsc = (1 - ¢U,NMC - UT O homog (8)

We consider here scale 1 where the volumes are modelled as a mixture of the NMC phase and a second
homogeneous one containing, at a lower scale, the LFP, PVdF/CB and porosity phases. We use 0.0001S.m~!
as the phase conductivity for NMC ( onamce, ¢f. Table 2). As in Section 5.1, we let the conductivity
of the homogenised phase vary and determine the value of op4m0 so that analytical predictions match
experimentally-measured values. We focus here on sample F, as an example. Results for the analytical
simulations are plotted in Figure 9 along with the experimental value to fit. Results are similar to the FFT
ones for the upper bounds (Voigt and Hashin-Shtrikman) and the SC estimate. As expected, the lower
bounds (Reuss and Hashin-Shtrikman) are close to zero. The numerical values calculated using a fit of the
experimental values and that of the FTT predictions on the same sample are compared in Table 6. We

observe excellent agreement between SC estimates and FFT predictions.
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Figure 9: Variation of the analytical models with the conductivity of the homogenised phase for XRCT

sample F along with the measured experimental global conductivity value

Table 6: Analytical and FFT simulation results for the homogenised phase conductivity in order to fit the

experimentally measured effective conductivity of sample F.

Hashin- Hashin-
FFT
Voigt Shtrikman Reuss Shtrikman SC model
Sample simulation
(Sm—1) upper (S.m—1) lower (S.m—1)
(S.m™1)
(S.m~1) (S.m~1)
5.51
F 4.88 5.32 2.53x10% 2.81x107 5.48

At the large field of view containing the NMC clusters (noted scale 1), the microstructure can be assumed

as nearly non conducting spherical particles embedded in a conducting matrix. In this case, the upper bounds

and the SC estimate lead to good predictions as we remain close to the hypothesis on which they are based.

If we take into consideration the real microstructure at the finer scales (scale 2 and 3) this is no longer the

case. As examples, let us consider electrode J and F, at scale 3, in order to compare cases where there is
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percolation (F) or not (J). At these scales, the electrodes are composed by three phases, the LFP active
material, the PVdF/CB mixture and the porosity. Only the Voigt and Reuss bounds and the SC estimate
can be extended to a three phase material, the Hashin and Shtrikman bounds are thus not calculated in
the following. From these analytical tools, we try to predict the effective volume conductivity based on the
phase properties we determined earlier (i.e. 0.385.m~! for the LFP, 250S.m~! for the PVAF/CB mixture
and 0S.m~! for the porosity). Results are gathered in Table 7 with the FFT predictions and experimental
values to be compared with. As one can see, results show not so good agreement for electrode J and really
bad agreement for electrode F. This can simply be explained by the fact that real microstructures no longer

fit, at these finer scales, into the assumptions that underlie analytical models.

Table 7: Analytical and FFT prediction results or experimental measurements for the effective volume
conductivity at scale 3 for electrodes J and F.

FFT Experimental
Voigt Reuss SC model
Sample simulation | measurements
(S.m~1) (S.m~1) (Sm™1)
(S.m~1) (S.m~1)
F 46.4 0 0.29 5.51 -
0.3
J 12 0 0.24 0.3

6 Conclusion

In this work, we have used an FFT based numerical method coupled with experimental measurements, to
characterise the influence of an electrode microstructure on its electronic conduction properties. As shown
here, one may predict the electronic conductivity of battery composite electrodes through FFT simulations
by using a combination of X-Ray and FIB/SEM segmented volumes. The accuracy of this technique depends
on the different scales in the microstructure. Based on the experimental measurement of an electrode con-
ductivity and its segmented X-Ray and FIB/SEM volume, it was possible to back-calculate the conductivity
of the PVAF /CB mixture and the LFP phase. Considering the variability of the microstructure, the volumes
analysed using FIB/SEM are not fully representative but the values obtained are in good agreement with the
experimental measurements made on these materials taken separately. This suggests the CB/PVdF spatial
distribution at the FIB/SEM small scale is actually representative of the spatial distribution of this conduct-
ing phase at the more global scales (like X-Ray tomography). The opposite approach is also possible, namely

to predict the conductivity of an electrode starting from its segmented FIB/SEM volume and experimental
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measurements of the conductivities of the various materials that compose it.

This method allows one to predict local current paths in the microstructure. It is however crucial to ad-
dress the representativity of the microstructure as the numerical results are based on it. In this regard, tests
to characterise the representativeness of the volumes were presented. According to our statistical analysis,
the FIB/SEM simulation volumes used are too small to be fully representative. Nevertheless, even with a

rough precision, FFT predictions are in good agreement with experimental values.

Analytical bounds and the classic self-consistent estimate also give accurate results for the effective prop-
erties at the XRCT scale. These tools may then be of some use to monitor the accuracy of numerical
simulations or to simply access or assess some values in a multi-scale approach. However, at finer scales and

for more complexe microstructures, these methods have shown their limitations.

This study opens several new perspectives, such as the calculation of the effective conductivity of an elec-
trode from its real microstructure and the conductivity of its different phases, in order to better understand
the effect of the electrode formulation, or of various mechanical or physico-chemical stimuli applied to the

electrode during its manufacture or battery operation.
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