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Abstract In this study, rating curves (RCs) were determined by applying satellite altimetry to a poorly
gauged basin. This study demonstrates the synergistic application of remote sensing and watershed
modeling to capture the dynamics and quantity of flow in the Amazon River Basin, respectively. Three major
advancements for estimating basin-scale patterns in river discharge are described. The first advancement is
the preservation of the hydrological meanings of the parameters expressed by Manning’s equation to
obtain a data set containing the elevations of the river beds throughout the basin. The second
advancement is the provision of parameter uncertainties and, therefore, the uncertainties in the rated
discharge. The third advancement concerns estimating the discharge while considering backwater effects.
We analyzed the Amazon Basin using nearly one thousand series that were obtained from ENVISAT and
Jason-2 altimetry for more than 100 tributaries. Discharge values and related uncertainties were obtained
from the rain-discharge MGB-IPH model. We used a global optimization algorithm based on the Monte
Carlo Markov Chain and Bayesian framework to determine the rating curves. The data were randomly
allocated into 80% calibration and 20% validation subsets. A comparison with the validation samples
produced a Nash-Sutcliffe efficiency (Ens) of 0.68. When the MGB discharge uncertainties were less than 5%,
the Ens value increased to 0.81 (mean). A comparison with the in situ discharge resulted in an Ens value of
0.71 for the validation samples (and 0.77 for calibration). The Ens values at the mouths of the rivers that
experienced backwater effects significantly improved when the mean monthly slope was included in the
RC. Our RCs were not mission-dependent, and the Ens value was preserved when applying ENVISAT rating
curves to Jason-2 altimetry at crossovers. The cease-to-flow parameter of our RCs provided a good proxy for
determining river bed elevation. This proxy was validated against Acoustic Doppler current profiler (ADCP)
cross sections with an accuracy of more than 90%. Altimetry measurements are routinely delivered within a
few days, and this RC data set provides a simple and cost-effective tool for predicting discharge throughout
the basin in nearly real time.

1. Introduction

The number of gauging stations is decreasing worldwide [V€or€osmarty et al., 2000], which is causing an
increasing reliance on satellite altimetry to provide information regarding inland waters. Hydrologists have
adapted (and continue to adapt) new tools for improving knowledge and understanding continental scale
fluxes to increase the global coverage of discharge monitoring. Discharge measurements are costly and
time consuming, and available discharge data are generally obtained from locally calculated rating curves
(RCs) that are based on a small number of simultaneous stage and discharge measurements. Discharge data
are rarely distributed with uncertainty, although this value is generally calculated using a RC, which has its
own uncertainty. Previous altimetric missions, such as Topex/Pos�eidon, ERS2 and ENVISAT, and current alti-
metric missions (Jason-2 and SARAL) are useful for monitoring continental water levels. According to Bjerklie
et al. [2003], discharge can be estimated only from remotely sensed data sources, such as the slope, width
and depth of medium to large rivers [Dingman and Bjerklie, 2005; Birkinshauw et al., 2014]. Water depths
and upstream in situ discharge can be merged to estimate the discharge at ungauged sites [Birkinshaw
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et al., 2010; Tarpanelli et al., 2013]. Recent studies have proposed using inverse methods based on Mann-
ing’s equation to estimate the discharge from remotely sensed observations of water surface elevation,
width, and slope [Durand et al., 2014; Garambois and Monnier, 2015]. Gleason et al. [2015] indicated that use-
ful discharge estimates can be retrieved for some types of river reaches from satellite estimates of the river
width and the log-linear relationships of at-a-station hydraulic geometries (AHG) [Gleason and Smith, 2014].
The pioneering work of Jasinski et al. [2001] produced discharge estimates based on Topex/Pos�eidon data
over the Amazon by comparing altimetric water heights with gauge measurements, which demonstrated
the feasibility of deducing river discharge from remote sensing data and in situ data. This and other studies
conducted over the Ob’ [Kouraev et al., 2005], Amazon [Zakharova et al., 2006], Gange [Papa et al., 2010],
Zambezi [Michailovsky et al., 2012], and Mekong Rivers [Birkinshaw et al., 2014] have estimated river dis-
charge using remote sensing data. However, quality assessment has always relied on the location of a gaug-
ing station with (often) unknown accuracy. Leon et al. [2006] and Getirana et al. [2009] were the first to
combine a rainfall-runoff model with RCs for estimating river discharge from radar altimetry. In addition,
Getirana and Peters-Lidard [2013] were the first to compile a large data set of RCs spread across the entire
Amazon Basin. The altimetry data set used in Getirana and Peters-Lidard [2013] is a subset of the data set
used in this study. Leon et al. [2006] also showed that the physical characteristics of river reaches may be
deduced from RC parameters. However, these physical characteristics were not preserved in other works,
such as those of Getirana and Peters-Lidard [2013], Finsen et al. [2014], and Dubey et al. [2015].

Recently, RC uncertainty has been studied. For example, studies by Clarke [1999], Herschy [1999], and Clarke
et al. [2000] were based on the residual variance of the power law regression between the in situ and rated
discharge. Petersen-Overleir and Reitan [2005] included the possible heteroscedasticity of RCs for stage-
discharge fitting (including multisegment RCs, floodplain representation, and hysteresis). These authors
showed that the classic nonlinear least squares method may not consider heteroscedasticity and unphysical
parameters. Markov Chain Monte-Carlo (MCMC) and Bayesian inference are satisfactory methods for
addressing the uncertainty of output parameters, and the efficiencies of these methods have been proven
in several studies. McMillan et al. [2010] studied the uncertainty of river flow using a single segment RC over
a gravel-bed river in New Zealand. Durand et al. [2014] used water surface elevation and in situ slope meas-
urements to evaluate the discharge, effective roughness coefficient and river bathymetry using a Bayesian
MCMC scheme for a 11 km reach of the Severn River (UK). Moyeed and Clarke [2005] showed that Bayesian
methods are effective for calculating RCs using case studies of small and large watersheds with drainage
areas ranging from 6000 to 4.6 3 106 km2. However, some limitations were detected, such as the calculation
of the hydraulic exponents.

Recent developments in the post processing of satellite altimetry data have produced accurate data for the
Amazon Basin [Santos da Silva et al., 2010]. Vast amount of information regarding water levels have been
collected at high spatial resolutions over the past decade and is organized in virtual stations (VS). A VS is
defined by the location where the groundtrack of a satellite orbit crosses the reach of a river. During the
past few years, the use of radar altimetry for inland waters has been investigated by the scientific commu-
nity [Birkett et al. [2002], Calmant and Seyler [2006], Alsdorf et al. [2007], Calmant et al. [2008], among others).
According to Santos da Silva et al. [2010], ENVISAT altimetric data are suitable for rivers and typically exhibit
errors of 0.12–0.40 m.

In this study, we demonstrate the feasibility of determining a physically consistent RC data set from radar
altimetry and simulated discharges from the entire Amazon Basin. The quality of the RCs is quantified
through their parameters and based on how the rated discharges (i.e., discharges that are calculated
through the RCs) fit the simulated and in situ data. A sensitivity analysis for Cal/Val data sets and parameter
ranges is performed, and sources of error are investigated.

2. Rating Curve and Stage-Discharge Relationship

RCs represent the hydraulic behavior of a channel section or reach and are a mathematical representation
of stage-discharge relationships that can be defined by hydrologists using gauge data and empirical knowl-
edge. To fit the actual behavior of the studied reach of the river, the user must obtain information regarding
the large variety of hydrological conditions between extreme discharge and stage values. Potter and Walker
[1985] have argued that obtaining reliable stage or discharge data under extreme conditions can be
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difficult. However, this difficulty may be overcome using remote sensing techniques, which provide infor-
mation for all flow conditions. Previous hydrological studies [Lambie, 1978; Rantz et al., 1982; ISO 1100-2,
1998] have shown that this relationship should take the following form:

Q tð Þ5a3h tð Þb; (1)

where Q tð Þ stands for the discharge at the river reach cross section at time t, h tð Þ stands for the water depth
at time t, and a and b are constant parameters in the equation. The term h tð Þ can be written as
h tð Þ5 H tð Þ2Z0ð Þ, where H tð Þ is the elevation of the water surface, whether measured by satellites or at a
gauge; and Z0 stands for the river bed elevation. This equation results in the following RC equation:

Q tð Þ5a3 H tð Þ2Z0ð Þb: (2)

Under steady and uniform flow conditions, Manning’s equation [Manning, 1891] is given as follows (3):

Q5n21AR2=3S1=2; (3)

where R is the hydraulic radius, A is the cross section area, n is Manning’s roughness coefficient, and S is the
slope of the hydraulic gradient line. For large rivers (where the width is more than 10 times greater than the
depth) with a rectangular section, equation (3) can be rewritten as follows:

Q5n21BS1=2h5=3; (4)

where B stands for the water surface width of the river reach. Next, the RC parameters can be related in
equation (1) using Manning’s equation to obtain a5n21BS1=2. The coefficients a, b; and Z0 from equation
(2) are unique for each channel reach and depend on its physical characteristics, with a as an indicator of
channel geometry, roughness, and type of control and b as an indicator of the geometry of the section at
various depths [Rantz et al., 1982]. Although the theoretical values of these parameters can easily be deter-
mined for artificial channels, these parameters are harder to determine for natural irregular shapes. Bjerklie
et al. [2003] developed a set of statistical regressions that were based on equation (1) to estimate discharge
when not all elements can be observed. Because the parameters of RCs are obtained by fitting discharge
and stage data, they may not assume the exact values given by Manning’s equation but should approxi-
mate these values. In fact, parameters that are grouped into a may vary with the flow conditions and, con-
sequently, vary with the stage. These variations result in a b value that is slightly different from the
theoretical value of 5/3. Thus, a stands for the mean value of the hydrological parameters that may vary dur-
ing the hydrological cycle. The most likely minimum and maximum values for each parameter can be esti-
mated. Setting feasible parameter values is an important step because badly defined values can result in
biased or overly constrained RCs. Consequently, we chose to establish a wide range of meaningful values
for the three parameters, namely, a, b, and Z0, as explained in section 3.3.

The common method used to obtain a, b, and Z0 values is to fit the stage and discharge pairs using the line-
arized form of equation (2), which is given by Ln Qð Þ5Ln að Þ1bLn H2Zoð Þ [Leon et al., 2006; Getirana and
Peters-Lidard, 2013]. Only the a and b parameters can be fit in this way. In latter studies, Z0 was determined
empirically as the value that minimizes the cost function of the least-square fit of a and b. However,
Getirana and Peters-Lidard [2013] showed that this method often leads to results that do not converge, (e.g.,
when the best fit is obtained for Z051) or that converge only at meaningless values. Birkinshaw et al.
[2010] assumed that the mean flow velocities are equal in the upstream and downstream reaches of a given
section [Moramarco and Singh, 2001; Moramarco et al., 2005] to obtain a quadratic stage-discharge relation-
ship (in this case, b is forced and equals 2). Recently, Dubey et al. [2015] proposed using the minimum value
in the water height series. However, this method forces null discharge at the height selected for Z0.

The aforementioned methods do not provide an easy method for evaluating parameter uncertainties. One
alternative to estimating the three RC parameters with their uncertainty is to use global optimization techni-
ques that are coupled with the Bayesian inference scheme, as described below.

The determination of the RC of a river section is directly related to the assumption that the analytical rela-
tionship between the stage and discharge is univocal, i.e., only one possible discharge value can exist for a
stage measurement. This assumption is valid for rivers with stable bed geometry and invariable down-
stream control. However, some reaches can exhibit high nonunivocity, resulting in heteroscedastic stage/
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discharge pairs when the downstream control varies. Therefore, the source of this variability must be inves-
tigated to ensure that the variability is related to data input error rather than a nonunivocal stage/discharge
relationship. When nonunivocity is detected, the form of the RCs can be rewritten to include the slope as a
variable parameter according to Manning’s equation. This approach is discussed in section 4.4.

3. Materials and Methods

We propose a method for curve fitting based on satellite altimetry and model discharge estimates. Dis-
charge estimates for the Amazon Basin were obtained from the fully validated MGB-IPH Amazon Basin
model using a 1-D hydrodynamic representation [Paiva et al., 2011, 2013a, 2013c], and discharge data were
assimilated using Ensemble Kalman Filters (EnKF) at the stream gauges [Paiva et al., 2013b] (see below). We
used the Shuffled Complex Evolution Metropolis [Vrugt et al., 2003] global optimization algorithm, which is
based on the MCMC method and Bayesian inference scheme (as described below), to optimize the curve
parameters and determine the confidence intervals for the estimated discharge and parameters. The sur-
face water elevation at 920 virtual stations (with locations throughout the entire basin) was used to evaluate
the performance of the optimization algorithm (see Figure 1). The VSs are derived from the ENVISAT (711
VS) and Jason-2 (209 VS) space altimetry missions. As shown in Figure 1, the VSs are spread throughout the
basin and are located on the major tributaries and on much smaller reaches. These VSs are used to monitor
more than a hundred rivers, which range in size from ten to thousands of meters in width and exhibit mean
annual discharges of less than 100 m3/s to more than 200,000 m3/s.

3.1. MGB-IPH Hydrodynamic Model
In this section, we describe the method developed by Paiva et al. [2013a] for estimation discharge and associ-
ated uncertainty methods that are relevant to our study. These methods include hydrological simulation and
RC-interpolated discharge assimilation, as described in the above section. The MGB-IPH model [Collischonn

Figure 1. Locations of the 920 virtual stations of this study across the Amazon basin. The main river streams are shown as blue lines, and
the limits of the Amazon basin are shown by black lines. ENVISAT virtual stations are indicated by green circles, and the Jason-2 virtual
stations are indicated by blue circles. The six virtual stations are represented by black triangles, and the intersection of the ENVISAT
groundtrack 908 with the Purus River is shown by a black circle.
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et al., 2007] is a distributed large-scale process-based hydrological model coupled with a hydrodynamic mod-
ule that uses a storage model for floodplains [Paiva et al., 2011]. In the MGB-IPH model, the entire Amazon
Basin is divided into 5765 elementary catchments. The components used to generate the flow into each
catchment include the soil water budget (bucket model), energy budget, evapotranspiration (Penman
Monteith), and surface, subsurface and groundwater flow. Next, the generated flow is routed to the stream
using a linear reservoir model, and the river flow is routed using the Muskingum-Cunge method or hydrody-
namic modeling. The hydrodynamic model solves the full 1-D Saint Venant’s equations and represents
flooded areas as simple storage areas. The information needed to represent the river channel hydrodynamics
was extracted from the Digital Elevation Model, which was obtained by the Shuttle Radar Topography Mission
(SRTM) [Farr et al., 2007]. Parameters such as river width and depth were calculated as a function of drainage
area using the geomorphological equations developed at the stream gauging stations [Paiva et al., 2013a].

Assimilation of the gauge data was performed using the rated discharge and EnKF technique Paiva et al.
[2013b] showed that the EnKF performed well for assimilating in situ discharge and was a valuable method
for improving model estimates in gauged and ungauged river reaches. This improvement in performance
was propagated to ungauged locations through hydrodynamics.

Paiva et al. [2013b] evaluated the discharge uncertainties at each miniature basin based on comparisons of
the gauging stations and error estimations of rainfall rates. The relative error for the discharge estimation
was determined using a normally distributed discharge function. The model output is a set of the dis-
charges and discharge uncertainties for each catchment, which are used as inputs in our global optimiza-
tion scheme.

3.2. Altimetry Data
The altimetric data set used in this study was created by Santos da Silva et al. [2010, 2012, 2014]. This data
set consists of more than 1000 VSs that provide a water height time series over the Amazon Basin. In addi-
tion, these series mainly result from the ENVISAT and Jason-2 missions. At some locations, the water height
time series was obtained from older missions, such as ERS2 or Topex/Pos�eidon. The basinwide distribution
of this data set can be used to obtain water elevation time series for main and second-order rivers. In this
study, we examined 920 VSs that were located over the central low declivity area, the northern and south-
ern shields, and the Andes piedmont (see Figure 1 for location). The span for the altimetric series was from
2002 to 2010 for ENVISAT and from 2008 to 2012 for Jason-2. We did not consider the ERS-2 and Topex-
Pos�eidon series because of their lower qualities. Frappart et al. [2006] reported that good quality time series
over continental water bodies can be obtained through the ICE1 retracking of the raw radar echoes proce-
dure, which has not been applied to the ERS2 and T/P missions yet. ENVISAT provides repeat measurements
every 35 days, with a height accuracy of a few tens of centimeters. Jason-2 has similar accuracy, with meas-
urements obtained every 10 days. These repetition cycles provided nearly 80 and 70 stage/discharge pairs,
respectively. Details regarding altimetry data processing and quality assessment can be found in Santos da
Silva et al. [2010]. We split the data into two subpopulations, one for the calibration of the RCs and the other
for validation. As explained later in this paper, tests were conducted to determine which information should
be removed from the series to perform validation without calibration errors. Gaussian noise was added to
the observation to include the time series error, which was approximately 35 cm for ENVISAT [Santos da
Silva et al., 2010], as follows:

Hin5Haltim1N 0; r2
� �

; (5)

where Hin (m) is the height input in the method, Haltim is the original height, r is 0.35 m, and N is the normal
distribution function. The water height estimates by ENVISAT and Jason-2 that were used in this study are
referenced in EGM2008 [Pavlis et al., 2012] and were corrected for systematic bias using the bias values pub-
lished by Calmant et al. [2012] for ENVISAT and by Seyler et al. [2013] for Jason-2.

Many of our results are illustrated using VS at the intersection of the Purus River and groundtrack 908 of the
ENVISAT mission, hereafter called SF-Purus-ENV-908. This particular VS was selected because of its corre-
sponding proximity to the Seringal Fortaleza in situ gauging station and because Purus is an intermediate
sized tributary of the Amazon River (see Figure 1 for localization). The above characteristics make this VS
representative of the basin and provide a sufficiently high quantity of data for evaluations from simulated
and gauge data.
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3.3. Global Optimization Method
One of the biggest issues in RC optimization methods is the evaluation of parameter uncertainty while con-
sidering various error sources (errors for stage values and discharge estimates, simplification of physical
reality, mathematical model formulation). The SCEM-UA (Shuffled Complex Evolution Metropolis) [Vrugt
et al., 2003] global optimization algorithm is based on the Markov Chain Monte Carlo method and Bayesian
framework. A Markov chain is a mathematical system without memory in which a new state depends on
only the preceding state. Although deterministic methodologies [Leon et al., 2006; Getirana et al., 2009] pro-
vide either a unique solution for RC optimization or no solution, the stochastic MCMC method provides an
ensemble of possible parameter values within a user-defined parameter space, the density distribution of
these parameters, and confidence intervals for the discharge estimates. Furthermore, this method provides
a best estimate that corresponds to the discharge estimates with the lowest error relative to the input.
Bayesian methods for fitting RCs have been explored by Moyeed and Clarke [2005]. These authors concluded
that MCMC optimization techniques are efficient for determining the posterior uncertainty limits over dis-
charge parameters and estimates.

The optimization algorithm chosen used the quadratic error of the discharges as the objective function to
classify the solutions for the evolution of the populationas follows:

e5
X

Qr tð Þ2Qo tð Þð Þ2; (6)

where Qr tð Þ represents the rated discharge (flow from applying the RC equation) and Qo tð Þ is the reference
discharge at the same time. In our case, the reference discharge is the MGB prediction. As explained above,
Gaussian noise was added to the model discharge and water elevation observations before sampling.
Standard deviation values were obtained from the error that was associated with each daily discharge esti-
mate from MGB-IPH and from the usually accepted RMS value of 0.35 m for the discharge and height,
respectively.

A posterior probability function (the probability of a parameter given the observed data, e.g., the model dis-
charge) is provided by the Bayesian inference method for each optimized parameter based on the user-
defined prior distribution. The initial population is built according to predefined extreme values and a priori
distributions and then split into complexes that are tuned using parallel Markov chains until they reach con-
vergence conditions and/or the maximum number of iterations, as explained below. The algorithm output
consists of the posterior distribution for each optimization parameter, which is used to predict the uncer-
tainty boundaries of the model simulations. We followed the method of Vrugt et al. [2003], who recom-
mended using a population (s) of 100 individuals and 5 complexes (q) in reasonably simple optimization
problems. An example of an initial population and its evolution after each iteration is presented in Figure 2.
To build this figure, we used SF-Purus-ENV-908 and limited the algorithm to 2500 iterations. Figure 2
includes random drawings of each individual sequence in the set of feasible parameters and the evolution
of the population towards a stationary distribution (identified by the higher density of dots in a specific
area of the parameter set).

The convergence of the MCMC sampler is assessed using the Gelman and Rubin criterion, which is a scale
reduction (SR) factor. Gelman and Rubin [1992] developed a method for determining whether a solution
was converging with the stationary posterior distribution to decrease the processing time of the conver-
gence assessment. The SR factor can be calculated as follows:

ffiffiffiffiffi
SR
p

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g21

g
1

q11
n

B
W

s
; (7)

where g is the number of iterations within each sequence, n is the total number of draws, B is the variance
between the means of the q sequence, and W is the mean variance between the Markov chains. Gelman
and Rubin [1992] proposed a limit of 1.2 for declaring convergence because it is difficult to achieve a score
of 1. Additional algorithm information regarding the strategies used for the evolution or classification of
sequences can be found in Vrugt et al. [2003]. The SR factor was described by Gelman and Rubin [1992] and
evaluates whether the independent Markov chains, starting from random points, converge to the same dis-
tribution by comparing the interchain and intrachain variance. An illustration of the SR factor for typical VSs
can be seen in Figure 3, where the factor for each parameter has been drawn using up to 5000 iterations.

Water Resources Research 10.1002/2014WR016618

PARIS ET AL. HYDROLOGICAL RATING CURVES IN THE AMAZON BASIN 3792



Figure 3 demonstrates that the algorithm requires approximately 1000–2000 iterations for the parallel
sequences to converge to a stationary posterior distribution. In addition, the differences between the last
SR evaluations were calculated and compared to a predefined break value, which determined whether the
algorithm would stop or continue. We set the break value at 1 3 1023, as suggested by Vrugt et al. [2003].

Figure 2. Scatter plot showing the evolution of the populations of the parameter sets a, b, and Z0 in the entire range of possible values
(a) and in a restricted range for better visualization (b). The gray dots are the populations from 1 to 2499 iterations, and the black dots are
the populations after 2500 iterations. The upper half is the a parameter against the Z0 parameter. The lower left section is the a parameter
against the b parameter, and the lower right section is the b parameter against the Z0 parameter.
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An evaluation of the algorithm efficiency should include verifying the physical consistency of the optimized
parameters. For example, Chow et al. [1988] demonstrated that the value of b should vary from 1.3 for wide
rivers to more than 2 for relatively narrow rivers. Therefore, we chose a range of acceptable values between
1 and 3 to loosen the constraints of the b parameter. The possible range of values for the ‘‘a’’ parameter is
from 0 to 1000. Although b is supposed to represent the channel geometry, the a and b coefficients could
be related between sections, as noted by Gleason and Smith [2014]. This relationship between the values of
a and b along rivers is used for external parameter validation.

Theoretically, the range of Z0 values is easier to determine for a reach with a rectangular cross section. This
coefficient represents the cease-to-flow elevation and can be approximated by measuring the elevation of
the river bed at the station. At any time, the elevation of the river bed equals the elevation of the free sur-
face minus the water depth. However, this measurement is difficult to achieve in deep natural channels or
channels with an irregular shape. The range of possible values is determined by assuming that the cease-
to-flow height for each studied location must be lower than the smallest elevation in the time series and
that the mean depth must be less than 100 m. The mean depth of 100 m was chosen because it is a largely
acceptable assumption for Amazonian rivers. Within this ranges, each parameter can vary with the same
probability, i.e., the a priori Probability Density Function (PDF) of each parameter is a constant. Furthermore,
the algorithm allows one to indicate an informative a priori PDF, such as when an acceptable first guess is
known for one parameter. In this case, the PDF is noninformative because the available information was
already used to build the ranges. We tested the sensitivity of our method to the initial ranges of the param-
eters, which were consistent with the alternate analytical formulation of RCs proposed by Dingman and
Sharma [1997].

3.4. Performance Coefficients
We evaluated the performance of our procedure using two classical hydrological indicators, the Nash-
Sutcliffe efficiency (Ens) [Nash and Sutcliffe, 1970] indicator and the normalized root mean square error
(NRMSE) indicator. As explained above, our RCs were developed from ‘‘observed’’ discharges (i.e., discharges
that were issued from the simulation and perturbed within their uncertainty). The RC performance was eval-
uated against these reference discharges and the available in situ data. This approach is explained in section
4.3. Ens is frequently used for evaluating hydrological models. This value is comparable to the mean quad-
ratic error with the variance of the observed series and can vary from 21 to 1, with 21 being the worst

Figure 3. Scale reduction factors (SRs) of each of the virtual stations for the first 5000 iterations: (a) Iriri River VSs, (b) Jurua River VSs, (c) Ucayali River VSs, (d) Solim~oes River VSs,
(e) Japura River VSs, and (f) Negro River VSs. The continuous gray line is the SR for the a parameter, the dashed gray line is the SR of the ‘‘b’’ parameter, and the dashed black line is the
SR for the Z0 parameter.
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result and 1 indicating perfect equ-
ality between the observed and
rated discharges. A value of 0 indi-
cates that using the rated discharge
is equivalent to using the mean of
the input series. Furthermore, Ens

can be calculated as follows:

Ens512

P
Qr tð Þ2Qo tð Þð Þ2P
Qo tð Þ2Qo tð Þ
� �2 ; (8)

where QoðtÞ is the mean of the reference discharge series. The other performance coefficient used to evalu-
ate the RC efficiency is the NRMSE, which is calculated as follows:

NRMSE5100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
Qr tð Þ2Qo tð Þð Þ2

n

q
Qmin2Qmax

; (9)

where Qmin and Qmax are the maximum and minimum discharges in the observed series, respectively. The
coefficients were estimated using three different configurations. First, Ens and NRMSE were estimated com-
paring the altimetry-based rated discharges with the model discharges at each VS for the calibration subpo-
pulation. Second, the performance coefficients were calculated at the same locations using the validation
subpopulation (VS validation), which consists of independent data from the data used for RC fitting. Finally,
a third evaluation (Gauge validation) was performed with gauging stations where possible. We calculated
Ens and NRMSE for all three experiments and evaluated the consistency of the RC parameters in terms of the
river geometry. When the seasonal variability is large relative to the variability at other time scales, Ens and
NRMSE mainly indicate the quality of fit for the seasonal variability. Therefore, we estimated the impacts of
seasonality on the quality of the RCs by computing Ens in two ways. First, Ens was calculated between the
monthly means of the MGB-IPH and rated discharges, whose performance is hereafter referred to as
Ens2clim. Second, Ens was calculated using the residuals between the actual values and the corresponding
monthly mean. The latter performance is referred to as Ens2resid . In addition to the fit of the rated discharges
with the in situ and MGB-IPH discharges, we investigated the reliabilities of the estimated coefficients (con-
sidering their physical meanings) and the consistencies of the parameter uncertainties (considering the
ranges and sizes of the credibility intervals).

Throughout this paper, we present examples of results obtained from using our method for the 6 VSs,
whose locations are highlighted in Figure 1. These VSs were chosen because they are representative of the
basin and our results and provide adequate sampling of the left and right margins and the latitude and lon-
gitude ranges of the basin. In addition, these VSs provide a sample of the large range of mean discharges,
which varies between O (100) m3/s and O (100.103) m3/s, in the basin. Table 1 presents the coordinates and
mean discharges of these six VSs.

4. Results

Following the methods presented in section 3, we evaluate the fit between the height observations and
simulated discharge. The MGB model discharge data are assumed accurate and are used to calculate
the algorithm’s objective function because in situ discharge data are not available at the required spa-
tial and temporal resolutions. This optimization process ensures the best quantification of the RCs’
accuracy. Because satellite height observations are representative of a river’s dynamics, the rating
developments should smooth any model simulation errors. The time window for the model that was
run and that of the altimetry series are not the same. Therefore, the calibration and validation proce-
dure was conducted during the overlapping period (2002–2009 for ENVISAT VS and 2008–2009 for
Jason-2 VS).

4.1. Calibration and Validation Subpopulations
The first step of this study was to determine the number of (H-Q) pairs to use for calibration and validation.
The ENVISAT and Jason-2 missions provided approximately 70 measurements over the temporal span of

Table 1. Coordinates of the Six Virtual Stations and the Mean Values of the MGB
Discharges for Each Station

River Margin
Latitude

(8)
Longitude

(8)

Mean
Discharge

(m3/s)

Iriri Right 28.47 253.45 440
Jurua Right 27.18 217.85 1,100
Ucayali Main 29.13 274.44 6,250
Solim~oes Main 23.61 261.00 100,300
Japura Left 20.80 271.88 6,300
Negro Left 22.07 261.21 31,800
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the study for each VS during the considered time frame. We determined the optimal amount of data for
use in the calibration period and for determining limits to achieve good calibration. This step was consid-
ered necessary because of critical event occurrences during the temporal coverage of the series. For exam-
ple, extreme flood or drought events could be ignored if one period was used for calibration and a different
period was used for validation, which would affect the curve fitting results. For this test, we used the VSs
shown in Figure 1. We performed the entire optimization process for the complete series (71 stage meas-
urements) for each VS and randomly removed 10–50% of the points (in 10% increments) from the original
series.

As expected, the uncertainty of the rated discharge increased when the number of pairs used for calibration
decreased, as shown in Table 2. The smallest confidence intervals were observed when the entire series was
used or only 10–20% of the series was used. The 95% confidence interval ranged from 614% (entire series)
to 620% (50% of pairs withdrawn) at low discharges and from 610% (entire series) to 617% (50% of pairs
withdrawn) at high discharges for the VSs that presented the best results. The uncertainty of the discharge
was higher when 30–40% of the pairs were withdrawn. The ranges for the lower and higher discharges
slightly improved when 50% of the pairs were withdrawn. This behavior was expected because fitting a
scatter plot with fewer stage/discharge pairs results in a tighter confidence interval. Optimization parame-
ters must be considered to determine how much input data can be withdrawn from the original series with-
out affecting the optimization results.

The parameters that were obtained from the optimization algorithm when considering the entire series
were chosen as reference parameters to evaluate the errors that resulted from withdrawing data. The
parameters from successive trials were compared with those from each VS. The average uncertainty was
determined from the error obtained from evaluating the coefficients, as shown in Table 3. Withdrawal of
10% and 20% resulted in the best estimation of the parameters, and withdrawal of 30%, 40%, and 50%
resulted in the worst estimations for the three coefficients.

The results in Tables 2 and 3 prompted us to calibrate the optimization process using 80% of the data from
the series. The remaining 20% of data was used for validation.

4.2. Optimization Results and Parameter Estimates
In this section, we present optimization process values for the ‘‘a’’, ‘‘b;’’ and ‘‘Z0’’ coefficients and the sensitiv-
ity analysis results. The global correlation between the stage and discharge for the six selected VSs is shown
in Figure 4.

First, we present the results in terms of
RC fitting and evaluate the ‘‘a’’, ‘‘b,’’ and
‘‘Z0’’ parameters. The algorithm converged
before the maximum number of iterations.
The results for the ‘‘a’’ and ‘‘b’’ coefficients
(Figure 5) are consistent with the assump-
tions from equation (4) (see explanations
below) and with the expected values. The
mean value of the ‘‘a’’ parameter for the
ENVISAT VSs was 188, and the mean value
of the ‘‘b’’ parameter was 1.67.

Table 2. Size of the 95% Confidence Intervals for Each Experiment (Lines) and the Selected Virtual Stations (columns) at High and Low
Flows

Withdrawn
data

VS1 VS2 VS3 VS4 VS5 VS6

Low Q High Q Low Q High Q Low Q High Q Low Q High Q Low Q High Q Low Q High Q

0% (ref.) 684% 638% 654% 642% 669% 630% 645% 631% 614% 610% 681% 633%
10% 698% 641% 654% 642% 661% 639% 648% 634% 615% 613% 688% 630%
20% 6145% 645% 657% 645% 669% 638% 652% 636% 617% 614% 676% 632%
30% 6194% 637% 661% 649% 676% 636% 650% 634% 616% 612% 6103% 631%
40% 6130% 643% 662% 649% 652% 631% 649% 635% 619% 616% 663% 635%
50% 6187% 647% 678% 656% 691% 641% 656% 640% 620% 617% 6113% 633%

Table 3. Differences in the Optimal Values of the a, b; and Z0 Coefficients
From the Optimization of the Entire Series for Each Experiment and for
the Six Virtual Stations

Coefficient
Withdrawn
Data a b Z0

10% 612.5% 62.5% 61.5%
20% 613% 63% 60.5%
30% 615% 62.5% 62%
40% 627% 66.5% 62.5%
50% 6142.5% 66% 62.5%
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Half of the values for a were between 15 and 230, and half of the values for b were between 1.2 and 2, with
less than 10% of the b values exceeding 2.5 (as shown in Table 4). Similar results were obtained for the
Jason-2 VSs, with mean values of 1.69 for b and 221 for a. Half of the a values were within the interval of
[26; 265], and half of the b values were within the interval of [1.15; 2.1]. According to equation (4), the values
of b should be approximately 5/3 if the Manning-Strickler equation is respected. Differences with the theo-
retical value can be explained by the cross-section geometry and the departure of the flow regime from
steady flow. The intervals that we found for b include the theoretical value of 5/3, indicating that the overall
physical consistencies of the parameters are maintained, even when the fitting process is automatic. The
few VSs with a or b coefficients near the current bounds have poor adjustment, e.g., low Ens , which suggests
that these stations may represent specific cases in which the RC equation must be defined more carefully.
In this case, the main problems are the poor model discharge estimates obtained at these locations or the
impossibility to apply the Manning’s equation.

Gleason and Wang [2015] showed that the AMGH relationship established by Gleason and Smith [2014]
could be supported between the a and b coefficient pairs along a river as long as a given discharge flows
through the same area along the cross sections of the channel. We tested the existence of such a relation-
ship between the (a, b) pairs along two different rivers, the Purus River and the Iriri River. The Purus River is
more than 3000 km long, has a mean discharge of 11500 m3/s, and is highly meandrous. The Iriri River is a
braided affluent of the Xingu River that is approximately 1300 km long with a mean discharge at its mouth
of 2900 m3/s. We identified a trend between ln 1

a and ln 1
b to be consistent with the AMGH formulation.

Figure 6 shows that this trend is clear for the Purus River but less clear for the Iriri River. Consequently, we
concluded that the (a, b) pairs found for the Purus River are sufficient for depicting the AMGH property
where it exists.

The Z0 parameter and the associated mean depth are presented in Figure 7. The mean depth was com-
puted for each VS by calculating the mean elevation values in the altimetric series and subtracting the value
of Z0 from the optimization algorithm. The Z0 values are referenced in the EGM 2008 geoid model as they
are in the altimetry series. The Z0 values throughout the basin (illustrated in Figure 7) are consistent with
the expected values, with the lowest values observed in the central area of the basin and the highest values
observed in the western and southwestern parts of the Andes piedmonts. The estimated Z0 values ranged

Figure 4. Stage/discharge relationships for the six virtual stations: (a) Iriri_592_03, (b) Jurua_708_02, (c) Ucayali_336_03, (d) Solim~oes_106_01, (e) Japura_794_01, and (f) Negro_693_01.
The red crosses show the water elevations versus the MGB discharges pairs. The best fit RC is the black line, and the dashed gray lines represent the borders of the 95% confidence
interval.
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Figure 5. Spatial distribution of the a coefficient (a) and spatial distribution of the b coefficient (b) after the RC optimization process. The
values are identified by different colors, with red corresponding to the lowest values, orange and yellow corresponding to intermediate
values, and green corresponding to the highest values. The values range from zero to 1000 for a and from 1 to 3 for b, as explained in the
text.
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from 233 m near the mouth to 560 m in
the upper Grande River. Consequently,
river depths of 10 m and less than 3 m
were estimated in the central basin area
and in the upper streams of most of the
rivers, respectively. These results also show
that the method converges to correctly
evaluate the cease-to-flow elevation,
resulting in reliable mean river depths.

We also tested the algorithm’s sensitivity to the initial range of possible values for the a, b, and Z0 parame-
ters to determine whether the parameter estimates were strongly constrained by setting a realistic range of
initial values. Table 5 illustrates the results of sensitivity tests for the three parameters in the case of SF-
Purus-ENV-908 for four experiments. Each experiment relies on changes in a, b, or Z0 for experiments one,
two and three, respectively, and changes in all three parameters for the fourth experiment. The ‘‘Best RC’’

Table 4. Characteristic a and b Values for the ENVISAT and Jason-2 Virtual
Stations, Including the Mean, 25% Percentile and 75% Percentile

ENVISAT Jason-2

a b a b

Mean 188 1.67 221 1.69
25% percentile 15 1.2 26 1.15
75% percentile 230 2 265 2.1

Figure 6. Relationships between the RC parameters ‘‘a’’ and ‘‘b,’’ as expressed by Gleason and Smith [2014] for the Purus River (a) and Iriri
River (b). The blue-filled dots are the coefficient values, and the black line is the linear interpolation of the scatter plot.
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Figure 7. Cease-to-flow parameter (a) and the calculated mean water depth (b) in meters for the 920 virtual stations in this study. The
mean depth was estimated from the mean altimetric height and the Z0 parameters at each VS. Higher values of Z0 are shown in red and
lower values are shown in green. Higher mean depths are shown in dark blue and lower depths are shown in light blue.
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line shows the results for the best parameter evaluation (the line that marks the RC). ‘‘Mode’’ represents the
mode of each parameter, e.g., the most frequent value in the population, and ‘‘Std’’ represents the standard
deviation of each parameter (e.g., dispersion from the average).

In the first experiment, the a parameter varied over the interval of [0; 100,000], in the second experiment,
the b parameter varied over the interval of [0; 10], and in the third experiment, the Z0 parameter varied
over the interval of [21000; Hmin20:2]. In the fourth experiment, the ranges of the three parameters varied
together. In the initial experiment, intervals of [0; 1000], [1; 3] and [2100; Hmin20:2] were used for a, b,
and Z0, respectively. The standard deviations of the parameters (Table 5) indicated that changing the initial
ranges of the parameters did not substantially affect the results in terms of Ens and NRMSE or the final
parameters of the RC.

4.3. Discharge Estimates
We now consider whether the rated discharges are consistent with the reference discharges from either the
MGB model or the gauging stations. The Ens and NRMSE values were calculated for the calibration and vali-
dation subpopulations for the entire set of VSs and are shown in Table 6. For the calibration subset, the
median and mean values of Ens were 0.81 and 0.7, respectively, with 25% of the VSs showing Ens values
greater than 0.91. For the validation subset, the median and mean values were 0.81 and 0.68, respectively,
which are acceptable considering the spread of VSs across the basin and over a large range of river sizes.
The worst Ens values were generally obtained for the upstream VSs. During calibration, 75% of the VSs had
an Ens value that was higher than 0.57 (0.56 for validation) and an NRMSE value that was lower than 11.8%
(12.7% for validation) (Table 6). The median NRMSE values were 8.9% for calibration and 9.9% for validation.

Good results were obtained for the main stream of the Amazon River and its major tributaries, as shown in
Table 7. The mean Ens was higher than 0.9 in the Amazon, Madeira, and Solim~oes Rivers and higher than
0.75 in the Negro, Purus, Tapaj�os, and Xingu Rivers. Smaller reaches also had good Ens scores, which indi-
cated good method performance for wide and narrow rivers. However, the results were not as good for the
Colombian portion of the Japura-Caquet�a River and the Putumayo-Iç�a River. Dense sampling of these basins
is also available from altimetry, i.e., 80 VSs or approximately 9% of the data set. The bad results obtained in
these basins affected the mean Ens and NRMSE values. Calculating the discharge from these two specific riv-
ers is a significant issue, as suggested by Paiva et al. [2013b] and confirmed by our attempt to determine
the RC. These results are supported by the MGB discharge and altimetry height pairs and the RCs for the
VSs shown in Figure 4 and by the modeled and calculated hydrographs from the VSs shown in Figure 8.

The tributaries with a lower Ens shown in Table 7 had higher standard deviations, ranging from 4.8 to 6.5%,
than the other tributaries, which had standard deviations ranging from 0.9 to 2.2%. For these tributaries,
the slight degradation of Ens was not related to the river width. However, the Ens performance coefficient

was correlated with large uncertainties in the
discharge, as issued from the MGB. The results
were generally worse at the VSs where the
mean discharge uncertainty was higher than
10%, although some stations still exhibited
good Ens and NRMSE values.

The Ens values between the calculated and
modeled discharges are presented globally in
Figure 9. Figure 9a provides the Ens at each VS

Table 5. Values of the a, b, and Z0 Parameters for the Different Initial Ranges and Associated Standard Deviations, ENS Score, and
NRMSE

Initial First exp. Second exp. Third exp. Fourth exp.

a b Z0 a b Z0 a b Z0 a b Z0 a b Z0

Best RC 24.224 1.91 66.03 21.12 1.94 65.56 17.59 2.02 65.89 29.26 1.86 66.45 19.55 1.99 66.15
Mode 36.37 1.79 66.58 33.16 1.70 67.49 15.73 1.80 64.59 18.42 2.00 65.73 20.00 1.98 66.01
Std 23.49 0.12 0.92 18.50 0.10 0.82 24.19 0.12 0.88 25.74 0.12 0.84 13.30 0.10 0.79

Ens 0.92 0.93 0.93 0.92 0.94
NRMSE 9.14 8.80 8.88 9.38 8.63

Table 6. Performance Coefficients (Ens and NRMSE) and Statistics for
Calibration and Validation

Ens NRMSE (%)

Calib. Valid. Calib. Valid.

Mean 0.70 0.68 9.6 10.6
25% Percentile 0.57 0.56 11.8 12.7
Median 0.81 0.81 8.9 9.9
75% Percentile 0.91 0.91 6.7 7.0
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for the calibration subpopulation, Figure 9b
provides the Ens for the mean monthly
discharges, and Figure 9c presents the Ens

values from the residuals (i.e., after remov-
ing the monthly means from the discharge
series). As expected, the Ens values in Figure 9
indicate that the method is adequate for
retrieving the seasonal and residual compo-
nents of the discharge signal, principally for
the major reaches. Minor reaches exhibit
more heterogeneous performance, illustrat-
ing the variable importance of the residual
components among the VSs.

We also fit the discharge estimated from the optimized RC with gauge data. This step is important for verify-
ing that the results and performance coefficients are sufficient for simulated discharge and discharge
obtained from gauging stations. Thus, we used data from 51 gauging stations from the Brazilian water
agency ANA (data available on the agency’s website www.ana.gov.br) with discharge information from
2002 to 2012 that was obtained by transforming the gauge readings into discharge using local RCs. Our
own rated discharges were calculated using the RC method and satellite data. The resulting Ens and NRMSE
values are presented in Table 8. Gauge validation was performed for 37 VSs from the ENVISAT mission and
14 VSs from the Jason-2 mission.

As expected, the overall coefficient values indicated high performance, with mean Ens values of 0.83 and
0.86 for ENVISAT and Jason-2, respectively, and mean NRMSE values of 9.55% and 8%, respectively.

Finally, we tested the dependency of the RC to the mission that was used in the (stage, discharge) pairs build-
ing process. For this test, we selected 5 crossovers between Jason-2 and ENVISAT that occur close to a gauge.
RCs that were based on ENVISAT altimetry were applied to the Jason-2 altimetry series for the 2010–2012
period, and the J2 rated discharges were compared with the gauge-rated discharges. In four of the five cases,
Ens was higher than 0.5. The initial Ens values at these stations were all greater than 0.7, which suggests very

Figure 8. Hydrographs for the six virtual stations in Figure 1: (a) Iriri_592_03, (b) Jurua_708_02, (c) Ucayali_336_03, (d) Solim~oes_106_01, (e) Japura_794_01, and (f) Negro_693_01. The
MGB discharges at dates with altimetric data are represented by the red line, and the rated discharges from altimetric data and rating curves are represented by the black line.

Table 7. Cal/Val Performances (Ens and NRMSE) for Some of the Main
Tributaries of the Amazon River in Sensitivity Analyses

Ens NRMSE (%)

Calib. Valid. Calib. Valid.

Amazon 0.91 0.93 7.5 7.2
Madeira 0.92 0.93 7.6 6.9
Negro 0.75 0.68 10.1 11.7
Purus 0.75 0.75 6.4 10.8
Solim~oes 0.91 0.93 6.4 7.2
Tapaj�os 0.77 0.75 11.0 12.4
Xingu 0.80 0.70 9.0 10.2
Japura Caqueta 0.16 0.12 17.2 19.0
Iça - Putumayo 0.11 0.09 19.8 19.7
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limited degradation in the quality of the predictions. Conversely, low Ens values were observed for the VSs
where the initial Ens value was already low (0.31). This result shows that the RC parameters from the ENVISAT
data can be used to estimate the discharge from other altimetry missions, such as Jason-2. In addition, the sta-
bility of the Ens values with independent altimetry series can be used for identification when low Ens values
likely occur because of problems encountered in the discharge series or the mathematical formulation used to

define the RC (rather than in the altimetry
series and as shown in the previous test). This
point is discussed in section 4.4, paragraph 3.

4.4. Uncertainty Analysis
To demonstrate our method, we present
the uncertainty analysis for the VS SF-Purus-
ENV-908. The RC of this VS is presented in Fig-
ure 10a. The 95% confidence interval from the

Figure 9. Climatological analysis of discharges estimates with (a) the full data set, (b) the climatological data, and (c) the residuals. The
quality in terms of Ens is shown using a color scale, with red representing the worst values and green representing the best values.

Table 8. Performance Coefficients (Ens and NRMSE) for the Validation
Subsets of 37 ENVISAT SV and 14 J2 VS Near the 51 Gauging Stations

Ens NRMSE (%)

J2 ENV J2 ENV

Mean 0.86 0.83 8.04 9.55
25% percentile 0.85 0.76 8.11 12.9
Median 0.92 0.91 7.70 6.93
75% percentile 0.94 0.95 5.75 5.92
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PDFs of the RC parameters is also presented in Figures 10a and 10b. The first result is that nearly all of the in
situ discharge measurements are within the confidence interval, which shows that the interval is meaningful.
However, the range of possible discharge values for a given height measurement is quite large, indicating
that the uncertainty in the reference discharges or RC parameters is large.

The observed hydrograph (provided by the ANA website) of Seringal Fortaleza is presented in Figure 10b
with the MGB discharge, rated discharge, and 95% confidence interval. As apparent from the RC (Figure
10a), the range of the confidence interval is much larger for high flows than for low flows. This problem is
inherent to the RC formulation. Indeed, according to equation (1), the uncertainty in the discharge rQ can
be expressed as follows:

rQ5b
Q
H

rH: (10)

Because b >1, the uncertainty in the discharge rQ for a given uncertainty in the water depth rH is larger at
high elevation than at low elevation and discharge.

The information used to perform RC optimization has three potential sources of error: bad discharge
estimates, which mainly occur because of low quality input data sets; highly scattered altimetry data;

Figure 10. Rating curve (a) and hydrograph (b) for SV SF-Purus-ENV-908. (a) contains the MGB discharge/altimetric height pairs that are
used as inputs for the rating curve calculation (red crosses) with the best fit rating curve (black continuous line) and the 95% confidence
interval (dashed line), which was obtained after the optimization process. (b) displays the corresponding hydrograph and shows the in situ
discharge from Seringal Fortaleza provided by ANA (red line), the MGB discharge (black line), and the rated discharge (dots) along with
their associated 95% confidence intervals (gray).
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and the nonexistence of a single RC. When the discharge and stage are known with acceptable uncer-
tainty, the source of discrepancies between the calculated and modeled discharge may result from the
mathematical formulation that was chosen for the RC. Indeed, the backwater effect occurs in some
cases of low declivity or in confluence areas [Meade et al., 1991]. The backwater effect can result from
physical obstructions to water flow or from the time lag between the peak discharge of the affluent and
main stream. This effect can significantly change the free surface slope and plays an important role in
extreme events, such as droughts [Tomasella et al., 2010]. In agreement with Manning’s equation, we
account for slope variations to represent the heteroscedasticity of the relationship between the stage
and discharge in these areas. One example of this approach is a VS near the confluence area of the
Negro and Amazon Rivers, an area that is renowned as a paradigm of the backwater effect and where
discharge measurements are regularly performed. The optimization of a classic single segment RC
(experiment 1) leads to a poorly adjusted relationship (Ens 5 0.202). The same optimization process was
repeated by including the water surface slope that was extracted from the two nearest VSs (one
upstream and one downstream). The original relationship between the discharge and stage can be
transformed as follows:

Q tð Þ5a:S tð Þc3 H tð Þ2Z0ð Þb; (11)

where S tð Þ is the free surface slope at the considered VS with time. This slope can be calculated in two dif-
ferent ways, by either performing separate calculations for each measurement date by temporally interpo-
lating the upstream and downstream water height or by calculating a mean monthly slope from the entire
data set. Interpolation was mandatory because the height measurements were not collected on the same
dates in the three series. Performing tests with the two methods allowed us to choose the monthly mean
value because the results were better than the results of the methods with daily interpolated values.
According to equation (10), the exponent of the slope c should be equal to 0.5; however, the real value may
differ slightly from this theoretical value. Consequently, we conducted two additional experiments. In
experiment 2, the slope exponent was fixed at 0.5, and in experiment 3, the exponent was allowed to vary
with a, b and Z0.

We selected the VS at the mouth of the Negro River to show the capability of our method for providing a
reliable discharge series in the context of a strong backwater effect. The optimization process improved the
Ens by 130% (i.e., from 0.238 to 0.548) relative to experiment 1 (i.e., where the slope was considered con-
stant) when c was fixed at 0.5. The optimization process improved the Ens by 208% (i.e., from 0.238 to 0.73)
when c was let free to vary. The optimized value of c was 0.367, which was similar to the value of 1/3 that
was used in the Dingman-Sharma and Adjusted Prandtl-von Karman relationships [Dingman and Sharma,
1997]. The changes in the discharge estimates between the experiments are presented in Figure 11. The
stage discharge pairs from experiments 1 and 3 are shown in Figure 12. Although the slope calculation
(with mean monthly values) can still be improved, experiment 3 shows that good RCs can be achieved even
in the presence of pronounced hysteresis and that low Ens values can be used to potentially identify reaches
where the stage discharge relationship is not univocal and where temporal variations in the slope should
be considered to determine the RC parameters. In addition to improving the Ens efficiency coefficient (iden-
tified by the improved fit between the rated and MGB hydrographs in Figure 11), the confidence interval
significantly decreased between the experiments (from 624% and 623% for lower and higher discharges
to 620% and 615%, respectively). Comparing the rated discharge with Acoustic Doppler current profiler
(ADCP) measurements, which are also reported in Figure 11, confirmed that our results are reliable. From
this example, we show that the backwater effect impacts the hydrological regimes of rivers with low decliv-
ity or confluences through slope variation and that this temporal variation must be considered during RC
formulation.

5. Discussion

An in-depth critical analysis of our results shows that the methodology we used to obtain RCs over
the Amazon Basin was adequate, with a mean Ens of 0.70 and a mean NRMSE of 9.6%. Splitting the
series into monthly mean and residual climatology series showed that the climate of the discharge
throughout the basin is depicted well by the rated discharge, with Ens > 0.5 for nearly all of the VSs,
except for the Iça and Japura VSs and for the VSs at the river mouths that experience backwater
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effects. Regarding the residuals, high Ens values were also found along all of the major contributors,
including the Negro, Madeira, and Purus Rivers. Conversely, low Ens values were observed for the
higher-order tributaries.

Figure 11. Hydrograph from a crossing of ENVISAT pass 106 and the Negro River near Paricatuba. The MGB discharges are shown by a red
line, the rated discharges from experiment 1 (without considering the slope) are shown in light gray, the rated discharges for experiment
2 (slope included with the exponent fixed at 0.5) are shown in dark gray and the rated discharges for experiment 3 (slope included
with a variable exponent) are shown in black. The ADCP measurements at Paricatuba are represented by yellow triangles, and the rated
discharges for 2009 and 2010 from the ENVISAT heights are represented by black broken lines.

Figure 12. Rating curve calibration based on the temporal variability of the slope. (left half) scatter plot that shows (1) the MGB discharge and altimetric height pairs in purple circles; (2)
the pairs that were obtained after optimization when not considering the slope variability in the rating curve equation shown as black broken lines (experiment 1); (3) the pairs that
were obtained when considering the monthly slope shown as green triangles (experiment 3); and (4) the ADCP measurements at Paricatuba shown in yellow squares. This arrow
provides a sense of the hydrological cycle. (right half) The mean monthly slope calculated from the ENVISAT heights from 2002 to 2009. The slope during low water was nearly 10 times
smaller than the slope during high water.
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These results represent a significant improvement relative to previous studies. The performance indices,
such as Ens and NRMSE, are comparable with the performance indices of similar studies [Getirana and
Peters-Lidard, 2013, Finsen et al., 2014]. More specifically, the Ens values are slightly inferior to the values
from Getirana and Peters-Lidard [2013] for the calibration period and are nearly equal for the validation
period when considering the direct insertion experiment and are similar to the values reported by Finsen
et al. [2014]. However, these studies focused on obtaining the best fits for discharge estimates and did
not aim to preserve the physical significance of the RC parameters, as noted for the other aforementioned
studies. Moreover, our study is the first study based on a large, multimission, altimetric data set that
includes more than 100 rivers with discharge values ranging over four orders of magnitude. Compara-
tively, Getirana and Peters-Lidard [2013] obtained reliable RCs for 90 VSs from an initial data set of 444
because of convergence problems. In our study, convergence was achieved for all VSs before reaching
the maximum number of iterations.

Hydrological information can be extracted from RC parameters. Here, we show how the RC parameters can
be used to derive river bed elevations, Manning’s roughness coefficient, and AMGH geomorphologic
relationships.

Hydrologists mostly use water depth rather than the absolute elevation of the free surface. As explained
above, the Zo parameter can be used to convert the elevation of the free surface into water depth. We com-
pared the water depth from ADCP measurements at seven locations in the basin with the water depth
obtained by subtracting ‘‘Z0’’ from the altimetric water heights. The ADCP mean water depth was obtained
by dividing the area by the width of the cross section, which was measured during the ADCP surveys and
assuming that the river section had a rectangular shape, which is consistent with Manning’s equation. The
results for the seven test cases are shown in Table 9 with the distances between the ADCP measurement
locations and the ENVISAT track that was used to make the comparison.

As seen in Table 9, the difference between the ADCP water depth (AWD) and estimated water depth (EWD)
is mostly less than 10% of the ADCP water depth. The largest discrepancy was found at Itacoatiara, where
the gauge and VS were more than 50 km apart. At the other locations, the absolute difference between the
AWD and EWD ranged from 0 to 1.3 m (i.e., from zero to 6% of the AWD). These results confirm that the Zo

parameter from our optimization process of the RC parameters can be considered a fair estimate of the river
bed elevation; consequently, Zo can be used to convert the altimetric heights into water depths.

Additionally, we compared gauge stages, depths that were calculated from altimetric heights and Z0, and
depths that were estimated from the MGB model using statistical global relationships. Because gauges pro-
vide water stages that cannot be referenced to the bottom of the river rather than water depths, we fit the
gauge series to the water depths derived from the altimetric series. The results from the four sites in the
Madeira River Basin are presented in Figure 13. In all cases, the altimetry-derived water depths were more
comparable with the gauge-derived water depths than the water depths in the MGB. At Nova Olinda do
Norte (Figure 13a), the backwater influence of the Amazon River on the Madeira River is demonstrated.
Because the Madeira River peaks between 2 and 3 months before the Amazon’s main reach [Meade et al.,
1991], the water depth and stage after the peak are largely influenced by the water stage in the Amazon.
Observations of water levels by satellite altimetry ensure that this behavior can be reproduced in our data.

Table 9. Validation of the Z0 Coefficient Based on ADCP Measurementsa

Name Latitude Longitude Month Year
Distance

(km)
AWD
(m)

EWD
(m)

D
(%)

Foz Purus 23.73 261.56 September 2010 <1 19.29 20.27 25.1
Itapeua 24.029 262.997 May 2010 10 32.54 32.30 <1
Manacapuru 3.326 260.553 February 2010 35 25.29 26.59 25.2
Foz Madeira 23.411 258.786 December 2009 6 9.25 9.78 5.8
Itacoatiara 23.17 258.409 January 2010 >50 32.70 36.56 211.8
Paricatuba 23.069 260.263 December 2009 <1 27.08 26.87 <1
Beruri 23.911 261.394 April 2010 15 20.65 19.50 5.5

aAWD stands for the water depth that was derived from the ADCP measurements across the section; EWD stands for the estimated
water depth and was obtained from the Z0 parameter and altimetric water height; and D stands for the difference between AWD and
EWD represented as the percent of AWD. The presented date is the date of the ADCP measurements. The latitude and longitude are
the mean values between the left and right margins of the ADCP measurements.
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Conversely, the dynamics that are recorded in the gauge series were not fully reproduced by the MGB,
which resulted in a significant time lag between the MGB and in situ peaks (see the decrease in the correla-
tion between the in situ stages and MGB depths in Table 10) and a delayed recession limb. Figures 13b and
13c show that the geomorphologic laws used by Paiva et al. [2013a], which are the same laws used in many
other models to describe river cross sections, do not provide accurate depth estimates everywhere. For
Manicor�e (Figure 13b) and Porto Velho (Figure 13c), the rated depth variations were comparable to the
gauge stages variations when the range of the variations was overestimated in the MGB (Table 10). The bias
between the stages and depths, regardless of whether they were rated or from the MGB, can be partially
explained by the fact that the in situ stage represents the water depth from the zero of the gauge to the
water surface. Hence, the water below the zero of the gauge was not considered. Thus, the rated depth is
expected to be higher than the measured stage. One potential application of our study is to convert the
stages that were recorded at the in situ gauges into actual water depths. The constrains included the fact
that the VSs were located near the gauges and that the altimetry-derived depth series and in situ stage
series varied the same way in amplitude and phase.

When the virtual and gauge stations did not share the same locations, the differences in the section widths
between the gauge stations and VS (and thus the cross-sectional area differences) affected the in situ stage
values and the MGB depths estimates. These differences can explain the positive bias between the rated
depths and the in situ stages at Manicor�e because the river passes through a narrower section that

Figure 13. Time series of water depths and the stages at the following four gauge stations along the Madeira River: Nova Olinda do Norte (a), Manicor�e (b), Porto Velho (c), and Abun~a
(d). The red line is the observed stage from ANA’s website. The black broken line is the depth that was estimated by the MGB-IPH model at the nearest section. The black dots that are
filled in green are the depths from the altimetric height series at crossings near the gauge and the ‘‘Z0’’ parameter of their corresponding rating curve.

Table 10. Benchmarking the Depth Estimates From Altimetry and MGB Compared With in Situ Stagesa

Correlation (Pearson) Bias (m) Depth Range (m)

Rated Depth MGB Depth Rated Depth MGB Depth In Situ Rated Depth MGB Depth

Nova Olinda 0.9875 0.9085 27.20 23.56 12.37 13.50 6.99
Manicor�e 0.9816 0.9877 2.04 1.46 14.88 14.67 22.10
Porto Velho 0.9977 0.9913 23.84 25.27 14.43 14.85 18.81
Abuna 0.9953 0.9850 23.04 20.68 14.69 15.16 16.80

aThe MGB depths and in situ stages were obtained on the dates corresponding to those of the height time series from altimetry.
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corresponds with the measurement section. This variability could be considered in hydrological models
(and particularly into the MGB-IPH) using more accurate width descriptors, such as the Global Width Data-
base for Large Rivers [Yamazaki et al., 2014]. Figure 13d illustrates that when the actual and estimated river
widths are not significantly different (762 m in the MGB and 803 m in the GWD-LR) and result in almost
equivalent section areas, the MGB and altimetry agree with the gauge stages, with the only bias resulting
from the gauge set-up, as previously mentioned. The water depth estimates from the MGB-IPH model are
sensitive to the river width and Manning’s roughness coefficient at almost the same scale. In some individ-
ual cases, a wrong value of ‘‘n’’ could also result in the misevaluation of the water depth. We tested further-
more the possible impact of ‘‘n’’ in the MGB water depths estimates.

In Figure 14, we present the channel bottom from the MGB-IPH model and the RC parameter ‘‘Z0’’ for the
Purus River. The minimum and maximum water surface elevation lines were obtained from satellite altime-
try. The widths were obtained from the database created by Yamazaki et al. [2014] extracted along the
stream and at the VSs. In the MGB, the channel bottoms were derived by subtracting the mean depth
derived from a global statistical rule of thumb based on the watershed area from the DEM elevation. We
converted the SRTM orthometric heights of the river surfaces into EGM2008 values for geodetic consistency.
A mean bias of approximately 4 m is visible between the two river bed profiles. Such a difference may result
from the overvaluation of the necessary corrections that were applied to the SRTM DEM by Paiva et al.
[2011]. Where no channel bottom information could be extracted from the MGB (i.e., where the model was
run using the Musckingum-Cunge formulation), the RCs from the satellite altimetry could provide this
information.

Together with widths from global data sets [e.g., Yamazaki et al., 2014] and surface slopes from altimetry,
the RC parameters provide a full description of the geometries of the streams. This description is necessary
for inversion algorithms to provide initial discharge guesses for future missions, such as the SWOT mission.

As denoted by Gleason and Wang [2015], the range of discharges and AHG coefficients in a river must be
large to observe AMHG relationships. Thanks to satellite altimetry, a large range of stations can be surveyed
for a given river, resulting in a large range of hydraulic characteristics. We observed a relationship between
the AHG coefficients using our methodology, as shown in Figure 6, which proves that the range of dis-
charges obtained from satellite altimetry is large and validates the values of the RC parameters. One conse-
quence of this method is that parameter values could be inferred along a river, which would provide
discharge estimates at the VSs and at unmonitored sites.

Figure 14. Comparison of the Purus River bottom level from the MGB (black broken line) and RC ‘‘Z0’’ values (blue line with dots). The red
broken line indicates the limits of the hydrodynamic model (e.g., where the model passed during its hydrological formulation). The gray
area is delimited by the max/min water height values from satellite altimetry. The upper axes indicate the widths that were extracted from
Yamazaki et al. [2014] along the river (black lines) and only at VS sites (blue line with dots).
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The Manning’s roughness coefficient, n, can be estimated from the leading parameter, a, if the reach width
and surface slope are known independently. For example, the n value that we could estimate at SF-Purus-
ENV-908 is 0.062 s/m1/3 (using a527:737, B5218 m, S50:000063 m=mÞ. We used the the hydraulic gradi-
ent line that resulted from the altimetric elevations to derive the slope, S. In addition, the river width was
manually estimated from Landsat images. Using Yamazaki’s database of river width [Yamasaki et al., 2014],
B 5 272 m hence n 5 0.078 s/m1/3. According to Chow’s classification [Chow, 1959], both values correspond
to a sluggish river with pools and sandbanks, a description that is consistent with the average state of the
Purus River at this location. Other preliminary evaluations of n were performed using the same method
along the Amazon and Madeira Rivers. This process produced values of n that ranged from 0.015 to 0.17.
These values are consistent with the values proposed by Chow [1959]. However, a small number of unrealis-
tic values were discarded, particularly at VSs with an RC that was derived from low Ens. Manning’s roughness
coefficient is a highly uncertain coefficient that is usually set at 0.03 and is considered fixed in most hydro-
logical models. As we experienced during the above preliminary analysis, the value of n is derived from the
RC parameter ‘‘a’’ with a large uncertainty (likely 100%), particularly because of the uncertainty of the river
width. However, even with such a large uncertainty, large-scale variations can be detected and could be
used for further modeling purposes.

As mentioned above, the MGB depths can be influenced by the value of Manning’s roughness coefficient
‘‘n.’’ We tested how changes in ‘‘n’’ affected depth estimates from the MGB-IPH. The model was run using
the same configuration presented in this study, except for ‘‘n.’’ This test was conducted for the Madeira sub-
basin. First, we increased the initial value of n by 0.01 before reducing the value of n by 0.01. Figure 15
shows the changes in the depth estimates from the MGB-IPH model in these two configurations at Abun~a.
Both the depth range and phase were affected by changes in ‘‘n.’’ The depths that were estimated by the
MGB fit much better with the in situ stages and rated depths with reduced ‘‘n.’’ Hence, we argue that the
depths estimated from satellite altimetry and Z0 coefficients can be used together with a more accurate
width estimate to improve the ‘‘n’’ description in hydrological models, even when no in situ data are
available.

Over 20 years of continuous water height monitoring has been conducted on continental water bodies,
including precursor missions such as Topex/Pos�eidon and ERS2. Although these missions were originally
designed for ocean monitoring, they can provide accurate water height estimates that can be converted to
discharge estimates using RCs. This discharge time series can be updated in real time with incoming

Figure 15. Comparison of depths that were estimated at Abun~a through MGB-IPH with the original Manning’s coefficient values from
Paiva et al. [2013a] (black broken line), the increased ‘‘n’’ (blue line) and decreased ‘‘n’’ (red line), the rated depths from satellite altimetry
and ‘‘Z0’’ at the nearest VS (green squares), and the in situ stages at Abun~a (black line).
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SARAL/AltiKa data. Figure 16 shows the discharge time series at a cross-over between ENVISAT pass 235
and Jason-2 pass 076. We used T/P (1993–1995), ERS2 (1995–2002), ENVISAT (2002–2010), Jason-2 (2010–
2013), and SARAL (2013-ongoing) heights to calculate the discharge from the RC. In Figure 16, ‘‘observed
discharges’’ refers to the discharge that was transformed using ANA’s second-order polynomial relationship
between stage observations and discharge. The ADCP measurements were taken from the ORE-Hybam
database. The major flood discharge of the Madeira River that was observed at Manicor�e was compared
with the calculated discharge, and exhibited a mean absolute difference of less than 7% of the. At such
locations, satellite altimetry could be used to perform climate change analysis and real-time monitoring of
the hydrological cycle using SARAL and Jason-2 data and data from any other future altimetry mission.

6. Conclusions

We present and apply a global optimization method and RC formulation to predict river discharge from
water elevations obtained using satellite altimetry over a large and poorly monitored basin, the Amazon
Basin. This method was based on the SCEM-UA functional algorithm of optimization, the elevation of the
free surface of the river according to the ENVISAT and Jason-2 satellite altimetric missions, and discharges
that were predicted by the MGB-IPH rain-discharge model. RCs were successfully established for successive
reaches of 100 rivers in the basin, with a mean discharge ranging from O 100 m3/s to O 100,000 m3/s.

Our method, which considers the uncertainties in the height and discharge series with a Monte-Carlo search
for an optimal combination of RC parameters, provides confidence intervals for the rated discharges, which
is key information that is rarely provided in discharge data sets. In situ discharges are mainly derived from
stage readings via RCs that are established with more or less limited sets of actual discharge measurements.
Our method could be applied to these in situ data so that the in situ discharges could be distributed with
uncertainty estimates and better than rated or modeled discharges.

Our method was extended using analytical RC formulations that consider the temporal variations in the sur-
face slope, particularly where the backwater effect is important. By including the local slope in the formulation
of the RC at the confluences, we reproduced the loop in the height-discharge relationship and determined
adequate discharge series with good Ens scores and reduced confidence intervals for the RC parameters.

Figure 16. Hydrograph that shows the rated discharges from our rating curve and multimission altimetry at the ENVISAT groundtrack 235
and Jason-2 groundtrack 076 crossings with the Madeira River. The red line is the in situ discharge at the Manicor�e gauge stations, which
was calculated from stage observations and ANA’s polynomial equation. The blue stars are three ADCP measurements that were obtained
from ORE-HybAm (www.ore-hybam.org).
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Additionally, a net increase in performance indices, such as Ens , and a decrease in the confidence intervals of
the RC parameters from an RC formulation with and without slope variations can be used to identify the loca-
tions where such a backwater effect must be considered when predicting the discharge from the stage. These
results anticipate the significant improvements that should occur with forthcoming altimetry missions, such
as ICEsat-2 or SWOT, which should provide slope estimates with height measurements.

We showed that our RCs can be used with any altimetric series, regardless of the altimetry mission that was
used to estimate the RC parameters. Therefore, these RCs can be used to predict the discharge at any VS
whose series has been updated from a new mission, such as SARAL for the ENVISAT VSs or Jason-3 for the
Jason-2 VSs. Applying this process to former missions, such as ERS-2 for the ENVISAT VSs and Topex/Pos�eidon
for the Jason-2 VSs, when the altimetric measurements of these missions will be fully reprocessed will extend
the series back to the early 1990s. All of these series will be continued with the forthcoming wide swath mis-
sion SWOT, which is scheduled for launch in 2020 and which will cover the ground tracks of any nadir mission.

The Iça and Japura Rivers, where no satisfactory RCs were estimated, suggest that our method can be used
to identify concerns with discharges that are simulated by models. Indeed, these cases indicate how sensi-
tive the performance coefficients are with respect to the quality of the discharge data. Large uncertainties
in the RC parameters can increase concerns regarding the quality of the discharge series. Globally, altimetry
and associated RCs can be used to assess the performances of discharge simulations. These performance
assessments of model runs are commonly based on comparisons with in situ discharge series. Altimetry is
another completely independent and widespread data set source that significantly enlarges the possible
validation data set, particularly in poorly monitored basins.

Our method provides access to vertically referenced river bed elevations and, consequently, river depths.
River bed elevation information is rare for poorly gauged basins. Hydrological models usually use river bed
elevations derived from geomorphologic equations and a digital elevation model (DEM) to compensate for
this lack of in situ information. However, our bed elevations can be used for these models. In addition, using
river bed elevations that are measured in this way will ensures consistency in terms of altitudinal referenc-
ing if the hydrological model also includes satellite altimetry, such as models with assimilation modes.

When applicable, the RC parameters were accurate enough to support the AMGH geomorphological rules
that were highlighted by Gleason et al. [2015]. The present data set of river bed elevations and the (a, b) pairs
that suggest possible AMGH relationships along successive river reaches can be associated with other global
data sets such as the global widths data set GWD-LR by Yamasaki et al. [2014] to play an important role in the
preparation of future missions, such as SWOT, for the automatic prediction of discharge from space.

The method developed in this study provides a more accurate method for deriving hydrological parameters
than methods proposed in previous studies regarding the prediction of discharge from altimetric heights.
For example, the equivalent Manning’s roughness coefficient calculated for SF-Purus-ENV-908 was consist-
ent with the ranges provided by Chow [1959]. This estimation of a local equivalent Manning’s roughness
coefficient requires that the width of the reach is known independently. However, the Manning’s coefficient
is difficult to measure in situ. Consequently, this factor is commonly derived from tables when needed in
hydrological or hydrodynamical models. Large variations in Manning’s coefficient can be inferred for further
modeling by combining the a parameter of the RC and the mean section width.
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Erratum

In the originally published version of this article, a sentence on page 3789 erroneously cited the wrong
source. The correct sources have been added to the References List and the sentence has been updated.
This version may be considered the authoritative version of record.
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