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Abstract

The present paper is devoted to a comparative study of mesh-step AMR (adaptive mesh
refinement) techniques, generally better adapted for industrial applications. The well-known
h-adaptive methods (both remeshing and hierarchical) and the multigrid Local Defect Cor-
rection approach are compared in the context of elastostatics for linear quadrangular finite
elements. The studied AMR approaches are combined with the recovery-based a posteriori
Zienkiewicz and Zhu error estimator. The detection of regions requiring refinement is carried
out based on different considerations about the maximal permissible element-wise error in an
optimal mesh (so-called mesh optimality criterion). Various refinement strategies related to
the use of different refinement ratios (uniform or adjusted) are also considered. The quality
of a refined mesh is finally appreciated by the verification of both global and local accuracy.
So far, the local accuracy is quite never checked in the literature while it is of great im-
portance from an engineering point of view. Numerical examples (academic and industrial)
enable to compare the efficiency of each AMR method, especially in terms of CPU time and
memory space to reach the given error thresholds. The best numerical choices in term of
mesh optimality criterion and refinement strategy are also discussed.

KEYWORDS: Adaptive mesh refinement, h-adaptive methods, local multigrid method,
mesh optimality criteria, refinement strategy, local error

1 Introduction
Nowadays adaptive mesh refinement (AMR) techniques are promising numerical tools, extensively
used for simulating cutting-edge problems of physics and engineering. Indeed, these problems are
often characterized by the presence of local concentrations or singularities, such as discontinu-
ous boundary conditions, concentrated loads, sharp re-entrant corners, cracks, etc. A reliable
numerical solution of such problems can be obtained through a fine uniform refinement of the
whole domain. This choice, however, is often computationally inefficient. An alternative way is
to rely on one of the AMR methods, which enable to reduce the computational effort. It is done
by adapting automatically the mesh during computations, enriching it in relatively small regions
where the solution is less regular and the error is high.

Among popular state-of-the-art AMR techniques, which aim to reduce the discretization error
in O(hp) - with h the mesh step and p the degree of interpolation function, at least two main
groups can be distinguished: adaptive methods (Fig.1a) and local multigrid methods (Fig.1b).

The goal of adaptive techniques is to provide an optimal global mesh either by nodes reloca-
tion (r-adaptivity) [1, 2], or through adjusting the elements size (h-adaptivity: hierarchical and
remeshing techniques) [3, 4, 5], or via basis functions degree modification (p-adaptivity) [6, 7], or
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by solving an additional problem on a superimposed mesh (s-adaptivity) [8, 9]. The convergence
rate and efficiency can be increased significantly by coupling the previously mentioned methods:
the exponentially fast convergence of the h-p approach has been shown in [10, 11], the reduced
computational cost reached thanks to a h-r coupling is argued in [12, 13], while in [14] the r-
adaptivity is preceded by a s-approach to capture the local phenomenon and thus to drive the
nodes relocation procedure. An alternative approach to p-adaptive techniques is the so-called
Conforming Hierarchical Adaptive Refinement MethodS (CHARMS) [15]. It consists in refining
basis functions in a conforming hierarchical way, through a linear combination of basis functions
of the same order (p unchanged) determined on refined elements.

(a) (b)

Figure 1: (a) Adaptive methods: s-, r-, p-, h-refinement approaches; (b) Local multigrid method:
example of sub-levels

Local multigrid (or multilevel) methods [16, 17] consist in enriching the solution using solutions
defined on separate levels of local meshes, with finer and finer mesh sizes. These techniques can
be seen as s- or hierarchical h-adaptive techniques, where the problems defined on each refinement
level are solved separately. The generated levels of refinement are linked through an iterative
process [18], which allows to transfer information between grids using prolongation and restriction
operators. The following main approaches can be mentioned: the Local Defect Correction method
[19], consisting in update of the coarse-grid problem’s solution with a defect obtained from the
restriction of the next finer solution; the Fast Adaptive Composite method [20], based on the
simultaneous correction of the coarse and fine problems using a composite residual; or the Flux
Interface Correction method [21], relying on the flux conservation between levels of refinement.
Among the aforementioned approaches, the most suitable one for solid mechanics problems is the
Local Defect Correction (LDC) approach (see [22] for more details).

Strategies based on the adjustment of the elements size (e.g. h-, r-, s-adaptive, CHARMS and
local multigrid methods) are generally considered to be more suitable for industrial applications.
The p-adaptive approach is limited in this context since industrial solvers are usually designed
to treat elements involving basis functions of second order at the most. The main drawback of
r-adaptive approach is the limitation in the number of nodes, governed by the initial discretization.
In s-adaptive method, all degrees of freedom of generated levels of meshes are solved simultane-
ously, making this technique similar to the h-adaptive approach, but more expensive than the
hierarchical h-adaptive approach. In its turn, the CHARMS technique requires to develop a
dedicated solver, whose implementation over existing industrial routines may be really intrusive.
Therefore, the goal of the present work is to provide a comparative study of AMR techniques
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dedicated to the local refinement of the elements size, which can be easily implementable over
existing industrial solvers.

In [23] the comparison of the widely used h-adaptive methods (hierarchical and remeshing) has
been performed for second-order triangular finite elements (P2). These techniques, however, have
not been deeply compared to the local multigrid LDC method, which also works on the elements
size. Thus, we propose here to compare the h-adaptive methods (both, remeshing and hierarchical
approaches) to the LDC method in the framework of linear elastostatics. Note that unrefinement
is not considered here. In addition, the mesh adaptation over time is beyond of the scope of this
paper.

Although in the finite element analysis, the geometry representation has been dominated by
the use of triangular elements, a growing interest for quadrilateral meshes appears. It is moti-
vated by the fact that the quadrangular discretization yields more accurate results comparing
to the triangular one, since higher order (bilinear) basis functions are involved. Moreover, one
can take advantage from the simplicity of the data structure related to the use of quadrangular
discretization, which may be beneficially exploited by dedicated linear solvers (regular structured
mesh). Hence, in this work, the comparison of previously mentioned AMR techniques will be
performed using a linear quadrangular finite elements (Q1) discretization.

In order to guarantee an optimal solution, the mesh refinement procedure should satisfy some
basic requirements. First of all, the elements should remain regular and preserve good geometric
properties within the whole refinement process [24, 25]. Moreover, it is essential for the mesh gen-
eration to require less computational cost than the resolution process itself. Another important
feature is that the refinement algorithm has to be as less intrusive as possible, i.e., easily imple-
mentable over existing routines in any computational environment. The present study discusses
the fulfillment of these requirements by compared AMR techniques.

In general, regions to be refined are not known a priori. The use of an a posteriori error
estimator [26], performed after a computation, allows to automatically identify these regions as
well as to provide information about the element-wise error distribution. These ingredients are
useful to drive a mesh adaptation procedure. For the sake of pertinent comparative study, the
considered AMR strategies are coupled with the same a posteriori error estimator: the recovery-
based Zienkiewicz and Zhu (ZZ) error estimator [27, 28], known for its robustness and efficiency.
Over the years, various criteria (namely mesh optimality criteria) for building the refined mesh
(e.g. [27, 29, 30, 31, 32]) based on the estimated error field have been established. After detecting
the set of elements to be refined with a chosen criterion we consider in this study three ways to
construct an optimal mesh: (i) divide the set of detected elements with an a priori fixed refinement
ratio, so-called fixed-ratio refinement strategy; (ii) compute an optimal mesh density function
(elements size distribution) for the detected elements using an optimal scaling factor, so-called
adjusted-ratio refinement strategy; (iii) refine the detected elements with a mean adjusted-ratio,
derived from the optimal scaling factor values, so-called mean adjusted-ratio strategy. The first
strategy permits to progressively refine the mesh, the aim of the second one is to reach an optimal
element size in less remeshing operations but maybe with more elements, while the goal of the
third one is to preserve the progressive character of the mesh refinement but using a readjusted
uniform refinement ratio.

In the literature, the mesh is defined as optimal when the error of the approximated solution
is less than the user-prescribed global accuracy [31]. Following this idea and based on results of
the comparative study of [23], the mesh optimality criteria proposed by Zienkiewicz and Zhu in
[27] and by Oñate and Bugeda in [29] will be considered for this study. They are both designed
to globally fulfill the prescribed accuracy. Although, from the engineering point of view, the most
essential feature is to precisely capture localized effects. Thus, the respect of a local prescribed
error tolerance is an important component to ensure that the mesh is suitable, in the sense where
it permits to concentrate a sufficient number of elements in regions where the solution varies
significantly, or where more accurate geometrical representation is needed. To the best of our

3



knowledge, only in [32] the authors rely on a mesh optimality criterion whose intention is to build
a locally optimal mesh. Therefore, in this paper, the mesh optimality criteria are also compared
through the final local error verification.

Two numerical examples are considered for this study. First, a benchmark problem of a circular
hole in an infinite plate [23], which reveals stress concentrations around the hole, is considered.
For this problem, the analytical solution is known. The second test case is derived from nuclear
engineering simulations [22, 32, 33]. The studied phenomenon is the so-called mechanical pellet-
cladding interaction which is characterized by the presence of a localized stress singularity in the
cladding.

The remaining part of this paper is organized as follows: in the next section, the considered
AMR strategies (h-adaptive methods, as well as local multigrid LDC approach) are briefly recalled.
In Section 3, the ZZ error estimator and the three chosen mesh optimality criteria are described.
Section 4 is devoted to numerical results that enable to compare the studied AMR techniques,
mainly in terms of the reached accuracy (final global and local errors), number of nodes and CPU
time. Finally, conclusions are given.

2 Adaptive mesh-step refinement strategies
Starting from an initial coarse triangulation (or quadrangulation) T0 of a domain Ω ⊂ RD, an
adaptive mesh refinement procedure consists in building a series of triangulations more and more
locally refined {Ti}ki=0. The last triangulation Tk aims to satisfy the prescribed accuracy require-
ments. At each iteration i, a set of elements which have to be refinedMi ⊂ Ti, so-called marked
elements, is defined. The set Mi may be a priori detected (user knowledge, geometrical infor-
mation, etc.) or obtained thanks to an a posteriori error estimator (see Section 3). In practice,
one defines the setM∗

i ⊂ Ti including the set of marked elementsMi and eventually elements on
which the refinement may be artificially propagated due to methodological features of considered
AMR strategies (see the remeshing h-adaptive strategy for example, or a progressive transition
zone for the hierarchical h-adaptive technique).

Performing an adaptive mesh-step refinement (except r-approach), the refined mesh Ti+1 is
obtained by dividing the elements ofM∗

i with a prescribed mesh-step refinement ratio βT i (which
may be assigned to each element T i of mesh Ti).

Thus, the refinement process tends to create a forest F , having #T0 roots, which are the
elements T0,j (j = 1, . . . ,#T0) of the initial mesh T0, #T0 being the number of elements of T0.
Except the roots, each leaf of the forest F comes from the refinement of an element from M∗

i .
Hence, any element T i belonging to a set of elementsM∗

i has βDT i direct successors (children) in F ,
with D being the dimension of the problem. Moreover, each element (except the roots) has only
one predecessor (parent). Thus, the complete triangulation obtained at each refinement iteration
0 ≤ i ≤ k is defined as:

T0 = {T0,j; j = 1, . . . ,#T0} for i = 0
Ti = {T i−1; T i−1 ∈ Ti−1\M∗

i−1}
⋃
{Ti,j; j = 1, . . . ,

∑
T i−1∈M∗

i−1

βDT i−1} for 1 ≤ i ≤ k (1)

The new elements generated at refinement step i by the adaptive refinement procedure are pre-
sented as

T̂i = {Ti,j; j = 1, . . . ,
∑

T i−1∈M∗
i−1

βDT i−1} (2)

By definition T̂0 = T0. Elements Ti,j are obtained thanks to the division of element T i−1 ∈ M∗
i−1

by βDT i−1 , such that Ti,j ⊂ T i−1. To obtain an adaptive refinement as uniform as possible, each
edge of T i−1 is uniformly divided by βT i−1 . Each element T i of mesh Ti represents an element Tl,j,
0 ≤ l ≤ i, 1 ≤ j ≤ #T̂l.
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2.1 H-adaptive methods
As said in introduction, in the h-version of adaptive methods, the refinement process is performed
through the mesh size adjustment. The elements order remains unchanged. It is the number of
degrees of freedom that is locally increased to reach the desired precision.

Without loss of generality and by the sake of clarity, we place ourselves in the bi-dimensional
case (D = 2). While using quadrangular finite elements, three main ways to construct the re-
fined meshes {Ti}ki=1 can be considered (cf. Fig.1a). The most natural one consists in directly
dividing the marked elements, leading to introducing hanging nodes. This is the hierarchical
non-conforming h-adaptive strategy. Another possibility is to add a transition zone (involving tri-
angular elements) in order to avoid the non-conformity of the mesh. This approach is referred as
the hierarchical conforming h-adaptive strategy. The third possibility consists in building a con-
forming mesh composed of quadrangular elements, which implies the necessity to propagate the
elements division outside the set of marked elementsMi. This technique is called the remeshing
h-adaptive strategy.

For the reasons given in introduction, we limit ourselves to meshes consisting exclusively of
quadrangular elements. Thereby, the hierarchical non-conforming as well as the remeshing h-
adaptive techniques are considered.

2.1.1 Hierarchical h-adaptive approach

The hierarchical h-adaptive approach can be seen as substituting some coarse mesh elements with
finer mesh size patches. The degrees of freedom of the joined parts (refined and non-refined zones)
are then solved simultaneously. Thus, at each step i, the refined mesh Ti (cf. Fig.2a) can be
defined by Eq.1.
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T2T1T0
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T0,1 T0,2

T0,3 T0,4

T0,1

T0,3 T0,4
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T0,3
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T1,3 T1,4

T2T1T0

(a)

T1,1 T1,2 T1,3 T1,4

T2,1 T2,2 T2,3 T2,4 T2,5 T2,6 T2,7 T2,8

T0,1 T0,2 T0,3 T0,4 T0

T2

T1

T0

T2

T1

(b)

Figure 2: (a) Example of a series of non-conforming gradually refined meshes {Ti}2
i=0 with the

initial triangulation T0 = {T0,j}4
j=1, sets of marked elements M0 = T0,2 and M1 = T1,2, sets

M∗
0\M0 = ∅ and M∗

1\M1 = T0,4, with an uniform refinement factor β = 2; (b) Forest F
representing meshes {Ti}2

i=0 with elements of T0 as the roots.

Generally, the hierarchical h-refinement strategy leads to optimal meshes in terms of number
of degrees of freedom. For quadrangular elements, however, hanging nodes appear, which result
in a non-conforming mesh. The presence of hanging nodes requires to perform extra algorithmic
changes in solver, if it is not dedicated to non-conforming meshes. These modifications are quite
intrusive, sometimes challenging to implement and may be consuming in terms of computational
time. Several approaches exist to deal with non-conforming meshes: the hanging nodes may be
handled using constraint conditions, by introducing Lagrange multiplier [34] or stabilized multi-
plier [35, 36] methods, by relying on penalty techniques [37, 38], using mortar approach [39, 40],
or applying the meshless interpolation [41].
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2.1.2 Remeshing h-adaptive approach

The remeshing h-refinement strategy aims to build a conforming mesh consisting of quadrangular
elements. In this case, the elements division has to be propagated beyond the set of marked
elementsMi in order to preserve the mesh conformity. The extension leads to setM∗ in Eq.1.
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T2,6T2,5 T2,1 T2,2 T2,3 T2,4T2,8T2,7 T2,9 T2,10 T2,11 T2,12 T2
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T1,7 T1,8

T2,1 T2,2 T2,3 T2,4T2,8 T2,9 T2

T1

T0

T1,7 T1,8
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Figure 3: (a) Example of a series of conforming gradually refined meshes {Ti}2
i=0 with the initial

triangulation T0 = {T0,j}4
j=1, sets of marked elementsM0 = T0,2 andM1 = T1,2, setsM∗

0\M0 =
{T0,1 ∪ T0,4} andM∗

1\M1 = {T1,1 ∪ T1,4 ∪ T1,6 ∪ T1,8}, with an uniform refinement ratio onMi,
β = 2; (b) Forest F representing meshes {Ti}2

i=0 with elements of T0 as the roots.

By imposing the mesh conformity, the refinement is no more completely local. In the case of
quadrangular elements, this strategy may rapidly lead to degenerated elements. However, it is
easy to deal with resulting conforming meshes since no solver modification is required.

2.2 Local multigrid methods
The idea behind local multigrid methods [42] is to provide a possibility to "zoom" the computa-
tional domain in the regions of interest, and to locally improve the accuracy of the solution. This
zooming technique permits to capture the local effects without modifying the initial discretization,
which allows to implement them in any existing solver in a non-intrusive way.

(a) (b)

Figure 4: Local multigrid methods: (a) Iterative process; (b) Boundary conditions prolongation
of the local multigrid method

In the standard multigrid methods [16] each level is a discretization of whole computational
domain, starting from the finest one (except for the Full Multigrid method [16]). In contrast, the
local multigrid approaches consist in coarsely meshing the computational domain and in adding
finer grids only in local regions where higher precision is needed. Thus, the local multigrid methods
can be seen as an inverse standard multigrid method. Problems defined on each generated sub-level
are treated in a sequential manner and coupled using an iterative process, lying on prolongation
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and restriction operators (see Fig.4a). The prolongation operator is used to prescribe on fictive
internal fine mesh boundaries (cf. Fig.4b) the Dirichlet boundary conditions defined from the next
coarser solution. The restriction operator enables to update the coarse grid solutions through
correction of the coarse problems right-hand side term. The iterative process stops once the
solution on the coarsest level is converged. Since during iterations resolution both operators affect
problems right-hand side only, operators factorizations can be kept. Thus, the local multigrid
process aims to be computationally cheap. In addition, regular and (quasi-)uniform grids can be
used on each sub-level leading to the improvement of the problems conditioning. Moreover, local
multigrid methods are really generic and flexible as they enable us to change the refinement ratio,
the model, the solver, etc. between each sub-level.

For local multigrid methods, Eq.1 describes the composite grid Ti, covering the whole compu-
tational domain with locally the most refined elements. In its turn, each T̂i, 1 ≤ i ≤ k, represents
one level of generated local grids, see Fig.5. Thereby, in contrast to h-refinement approaches,
where the problems to be solved are defined on meshes Ti (Eq.1), for local multigrid methods the
local problems defined on local sub-grids T̂i (cf. Eq.2) are considered. Thus, each sub-level i (grid
T̂i) involves only the localized set of marked elements which have been partitioned, leading to
small-size problems to be solved separately. Note that in local multigrid methods, the refinement
is made in a recursive way, such that

M∗
i−1 ⊂ T̂i−1. (3)

Thereby, the composite grid Ti can be defined in a simpler way as:

Ti = {Tl,j; l = 0, . . . , i, Tl,j ∈ T̂l \M∗
l } withM∗

i ← ∅ (4)
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T0ˆ

T1ˆ

T2ˆ
(b)

Figure 5: (a) Example of sub-levels of grids {T̂i}2
i=0 with the initial level T̂0 = {T0,j}4

j=1, sets of
marked elementsM0 = T0,2 andM1 = T1,2, setsM∗

0\M0 = ∅ andM∗
1\M1 = ∅, with an uniform

refinement ratio β = 2; (b) Forest F representing the meshes {T̂i}2
i=0 with the elements of T0 = T̂0

as the roots.

2.2.1 Local Defect Correction method

As mentioned in introduction, in this study we have chosen to focus on the Local Defect Correction
approach, which seems to be the most suitable choice for structural mechanics problems involving
the localized effects [22].

The Local Defect Correction technique was initially proposed by Hackbusch in [19]. As for
all the existing local multigrid techniques, the prolongation operator of the LDC approach is
employed to define the boundary conditions (Fig.4b) of the next finer problem from the next
coarser one. The restriction operator serves to derive on the coarse grid a residual (defect) from
the fine solution’s restriction, and to correct the coarse grid solution using this residual as an
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additional source term. The reader is referred to [19] for a more detailed presentation of the LDC
algorithm and to [22, 32] for its translation in linear elasticity.

As the LDC algorithm is very generic, it has been successfully applied on various discretization
methods to solve a wide range of problems. For example, using finite difference discretization, LDC
was applied to combustion in [43], or to convection-diffusion problems in [44]. The use of LDC
approach in the framework of finite volume scheme is addressed in [45, 46], and its applicability
to the boundary element method is shown in [47]. In the context of finite element method, it has
been employed for fluid mechanics problems, see for example [48, 49], and recently for structural
mechanics problems in [22, 33, 50].

3 Error estimation and refinement criteria

3.1 Error estimator
A numerical solution of partial differential equations involves various types of errors and inaccu-
racies, typically the discretization and numerical errors. The discretization error occurs due to
the approximation of the solution using a discretization technique (e.g. finite differences, finite
elements, finite volumes, etc.). The truncation or round-off error represents the numerical error
arising due to the machine precision. Another kind of numerical error may appear due to the
iterative resolution of linear systems of equations.

In this paper, the finite element (FE) method is applied and the resulting linear systems of
equations are solved using a direct solver. Thus, we assume that the computational error arises
mostly from the discretization. Since an exact solution is usually unknown, a real error cannot
be computed. Thereby, numerous ways to assess the discretization error have been established,
which can be classified into two families: a priori and a posteriori error estimators. A priori
estimators (e.g. [51]) are used to characterize the asymptotic behavior of the discretization error
(convergence order, etc.). In their turns, a posteriori error estimators [26] rely on the computed
solution to predict the discretization error.

Currently, three main classes of a posteriori error estimators for solid mechanics problems can
be cited. Following the pioneering works of Babuška [52], the first class of error estimators is
based on the fact that the stress field approximated with FE method generally does not locally
verify the equilibrium. This kind of error estimators is referred as residual-based estimators. The
second kind of estimators, so-called recovery-based, relies on a recovery procedure [27, 28, 53] to
build a smoothed gradient from a discrete one. The third class consists of estimates involving
constitutive laws [54, 55] and is based on the construction of a statically admissible stress field.

Usually error estimators are designed to deliver an estimated global error measure as well as
an element-wise error distribution. Thus, they are widely coupled to AMR techniques in order to
drive automatically the adaptive mesh refinement procedure.

3.1.1 Zienkiewicz and Zhu error estimator

In the framework of linear elasticity, the most generic and widely used error estimator is the
recovery-based one proposed by Zienkiewicz and Zhu [27, 28]. As said in introduction, it is the
one used in this comparative study. Its key idea is to assess the error as the difference between a
reconstructed smoothed gradient σ∗ and the discrete one σh (obtained from the computation).

In its first version [27], the recovered (smoothed) stress field σ∗ is obtained by projection in
the following way:

Mσ∗ = b, (5)
with M =

∫
Ω(NTN) dΩ, b =

∫
Ω(NTσh) dΩ, with N being the displacement interpolation func-

tions. Here Ω is the computational domain which is represented by the grid Ti and by the sub-grid
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T̂i in the case of h-adaptive methods and of the LDC approach respectively.
The improved version appeared in [28], named super-convergent patch recovery (SPR), is based

on a polynomial approximation on patches (set of elements having the same vertex):

σ∗ = Pa, (6)

with vector P(x) containing the polynomial terms, and coefficients a defined by solving a set of
linear systems Aa = c with A = ∑Ng

ig=1 PT (xig)P(xig), c = ∑Ng

ig=1 PT (xig)σh(xig), Ng being the
total number of superconvergent (Gauss) points contained in the considered patch and xig their
coordinates.

Whatever the recovery strategy, the element-wise error in the energy norm is estimated as:

‖e‖T i '
( ∫

T i
(σ∗ − σh) : (ε∗ − εh) dT i

) 1
2 , (7)

with σh and εh - the stress and strain discrete fields, σ∗ the smoothed stress field and ε∗ the
corresponding strain field: ε∗ = C−1σ∗ (with C being the fourth order elasticity tensor). The
global error is then obtained by summing the elementary contributions ‖e‖T i :

‖e‖Ti
=
( ∑
T i∈Ti

‖e‖2
T i

) 1
2
. (8)
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Figure 6: Effectivity index θ vs mesh discretization (plate with circular hole test case [23])

One of the tools which can be used to measure the quality of an error indicator is the effectivity
index θ [56], defined as the ratio of the estimated global error ‖e‖Ti

(Eq.8) over the real error
‖eex‖Ti

:

θ = ‖e‖Ti

‖eex‖Ti

, (9)

where ‖eex‖Ti
is computed as ‖e‖Ti

(Eq.8) with σ∗ = σex and ε∗ = εex being the exact (or
reference) stress and strain fields. An error estimate is called asymptotically exact if its effectivity
index tends to one while the mesh size h tends to zero. The two versions of the considered ZZ
recovery-based error estimator are good trade-off between reliability and cost. They are easy to
implement and robust for a wide range of applications, despite they usually tend to under-estimate
the real error (θ ≤ 1) (cf. Fig.6).
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3.2 Refinement criteria
In an AMR process, the value of estimated global error permits to indicate either a mesh refinement
is required or not. Then, the estimated element-wise error distribution is used to determine the
local regions to be refined and to predict the elements division ratio.

In the literature [27, 29, 31], the mesh is supposed to be optimal when the tolerance-weighted
relative global error measure, defined as

ξTi
= ‖e‖Ti

εΩ‖w‖Ti

(10)

is equal to one (ξTi
= 1). Here εΩ is an user-specified global error tolerance and ‖w‖Ti

refers to
the total strain energy [29] which can be estimated as

‖w‖Ti
'
( ∫
Ti

σh : εh dTi +
∫
Ti

(σ∗ − σh) : (ε∗ − εh) dTi
) 1

2 . (11)

This global denominator ‖w‖Ti
is close to the energy norm of computed stress field σh. However,

one avoids division by zero by adding the second integral.
The refinement of the mesh has to be performed when ξTi

> 1. As said in introduction, the
unrefinement (ξTi

< 1), interesting for time-dependent problems, is out of the scope of this study.
Various ways to build a new locally refined mesh, called mesh optimality criteria, are available

in the literature, see for example [27, 29, 30, 31, 32, 57]. They are based on various considerations
about the maximal permissible element-wise error ‖ẽ‖T i . Once this maximal error is defined (see
following sections), three strategies to construct a refined mesh are considered in this study:

1. The fixed-ratio refinement strategy, which consists in identifying a set of elements to be
partitioned

Mi = {T i ∈ Ti;
‖e‖T i

‖ẽ‖T i

> 1}, (12)

and then divide them with an a priori fixed uniform refinement ratio βT i .
Remark: for the LDC method, as suggested by Eq.3, elements T i are directly chosen in T̂i.

2. The adjusted-ratio refinement strategy also aims to define the regionsMi (Eq.12) and then
to compute a new element-size distribution hTi+1,j

using an optimal refinement ratio βT i :

hTi+1,j
= 1
βT i

hT i for T i ∈Mi and Ti+1,j ⊂ T i, (13)

where hT i is the characteristic size of elements T i of the current mesh Ti. The a priori local
estimator [27] derived from the classical a priori global estimator [51] is generally used to
obtain the value of βT i :

‖e‖T i = O(CT ihpT i) (14)
with CT i = C being a constant which will be supposed to be independent of the element
size and p representing the polynomial order of the discrete basis functions.
Remark: this strategy is incompatible with the LDC philosophy (i.e. (quasi-)uniform meshes
generated by level) and would lead to perform h-adaptive approaches at each level of grid.
Hence, this strategy won’t be applied to the LDC method.

3. The mean adjusted-ratio refinement strategy aims to refine the elements ofMi (Eq.12) with
an uniform adjusted ratio, derived as follows:

β̄T i = mean
T i∈Mi

βT i . (15)

where βT i represents an optimal adjusted refinement ratio.
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For the present study, three mesh optimality criteria have been chosen to identify ‖ẽ‖T i and
to compute βT i :

• ZZ criterion based on the equal distribution of the global error [27],

• OB criterion based on the equal distribution of the specific error [29],

• LOC criterion based on the local element-wise error [32].

In [23], authors found that the OB criterion leads to more expensive computations compared
to the ZZ criterion without notable improvement of the global error. However, as mentioned in
introduction, the chosen criteria have not been compared with regards to the local error, which is
generally a more essential aspect for real-life industrial problems. Thus, in this study we will verify
which of the selected mesh optimality criteria permits to construct sufficiently refined meshes in
order to satisfy the local accuracy requirements too.

3.2.1 Equal distribution of the global error: ZZ criterion

The first considered optimality criterion is the one introduced in [27] by Zienkiewicz and Zhu,
namely ZZ criterion. Following the authors idea, the error in the optimal mesh has to be equally-
distributed over the elements (‖ẽ‖T i = const. ∀T i ∈ T i). The global relative error ‖ẽ‖Ti

(Eq.10)
is then defined as:

‖ẽ‖Ti
=
( ∑
T i∈Ti

‖ẽ‖2
T i

) 1
2

= (#Ti)
1
2‖ẽ‖T i . (16)

Since for the optimal mesh ‖ẽ‖Ti
= εΩ‖w‖Ti

, the maximal permissible error per element ‖ẽ‖T i ,
which is used to define the set of elements requiring partitioning (Eq.12), reads:

‖ẽ‖T i = εΩ‖w‖Ti

(#Ti)
1
2

(17)

Consequently, the set of elements assigned for partitioning is determined using Eq.12 with
‖e‖T i obtained by Eq.7 and ‖ẽ‖T i defined with the previous expression. One gets the following
expression ofMZZ

i :
MZZ

i = {T i ∈ Ti;
‖e‖T i

εΩ‖w‖Ti

(#Ti)
1
2 > 1}. (18)

In order to get the adjusted refinement ratio βT i , one assumes the produced mesh Ti+1 to be
optimal (‖e‖Ti+1 = ‖ẽ‖Ti

= εΩ‖w‖Ti
). Applying Eq.14 for the current mesh Ti and for the new

one Ti+1, one gets:
‖e‖T i = ChpT i ,

εΩ‖w‖Ti

(#Ti)
1
2

= ChpTi+1,j
.

(19)

Thus, the following scaling factor βZZT i is obtained (from Eq.13):

βZZT i =
( ‖e‖T i

εΩ‖w‖Ti

(#Ti)
1
2
) 1

p for T i ∈MZZ
i . (20)

3.2.2 Equal distribution of the specific error: OB criterion

The second considered criterion is the one based on the equal distribution of the specific error,
firstly proposed in [29, 58] by Oñate and Bugeda, referred here as OB criterion. The authors
postulate that the optimal element-wise error distribution should be governed by the elements
measure. Following this, the ratio between the elementary error’s square and the elements measure
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must be constant over the whole mesh and equal to the ratio the global error’s square over the
domain’s measure:

‖ẽ‖2
T i

µ(T i) =
‖ẽ‖2

Ti

µ(Ω) (21)

with µ(T i) being the measure of T i and µ(Ω) - the total measure of computational domain.
Similarly to the previous criterion, since in the optimal mesh ξ̃Ti

= 1 (Eq.10), the permissible
elementary error reads:

‖ẽ‖T i =
(µ(T i)
µ(Ω)

) 1
2 εΩ‖w‖Ti

. (22)

Thus, the set of elements to be refined MOB
i given by the OB criterion is identified in the

following way:
MOB

i = {T i ∈ Ti;
‖e‖T i

εΩ‖w‖Ti

( µ(Ω)
µ(T i)

) 1
2 > 1}. (23)

Considering the adjusted-ratio refinement strategy, Eq.14 gives:
‖e‖T i = ChpT i ,(µ(T i)

µ(Ω)
) 1

2 εΩ‖w‖Ti
= ChpTi+1,j

.
(24)

Then, the adjusted scaling factor βOBT i is defined as:

βOBT i =
( ‖e‖T i

εΩ‖w‖Ti

( µ(Ω)
µ(T i)

) 1
2
) 1

p for T i ∈MOB
i . (25)

3.2.3 Local element-wise error: LOC criterion

The alternative third criterion, namely LOC criterion, was briefly mentioned in [29] but effectively
introduced and exploited in [32, 33] in the context of structural mechanics problems. It consists
in prescribing the local limitation directly on the local element-wise error. The local threshold
‖ẽ‖T i = εΩ‖w‖T i is then used to respect local relative error with ‖w‖T i computed with Eq.11 over
the local elements T i ∈ Ti.

In this case, the elements assigned for partitioning are detected in the following way:

MLOC
i = {T i ∈ Ti;

‖e‖T i

εΩ‖w‖T i

> 1} (26)

In a locally optimal mesh, the prescribed local tolerance is supposed to be satisfied in each
element (‖e‖Ti+1,j

= ‖ẽ‖T i = εΩ‖w‖T i). Thus, to define the scaling factor βT i for this case, one
sets:

‖e‖T i = ChpT i ,

εΩ‖w‖T i = ChpTi+1,j
.

(27)

Then, the scaling factor βLOCT i used for the adjusted-ratio strategy reads:

βLOCT i =
( ‖e‖T i

εΩ‖w‖T i

) 1
p for T i ∈MLOC

i . (28)

This criterion aims to ensure the fulfillment of the prescribed local accuracy in each element
of the mesh T i ∈ Ti. Moreover, as proved in [32], therefore the global prescribed accuracy is also
satisfied.

Important remark: It has to be specified, that for the LDC approach or any refinement
strategy implying nested refinement zones (see Eq.3), T i is directly chosen in T̂i for the evaluation
ofMi (see Eq.18, 23, 26). However, terms involving Ti (e.g. ‖w‖Ti

, #Ti, etc.) remain evaluated
on the (eventually composite) mesh Ti.
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3.3 Stopping criteria
Ideally, the refinement process is stopped automatically when no element needing partitioning
is detected: Mi = ∅. However, for problems revealing the presence of singularities or local
stress concentrations, the previously described criteria may not be self-sufficient to turn off the
refinement process. Indeed, Mi may never become empty. In order to overcome such an issue,
additional stopping criteria have to be introduced (see more details in [32]).

Two stopping criteria are used in the present study: the refinement process is finished once
both of them hold. The first criterion is the one generally applied to stop AMR processes, which
consists in verifying the achievement of the prescribed accuracy globally. At each refinement step,
one verifies the condition

ξTi
≤ 1, (29)

where ξTi
is the tolerance-weighted relative global estimated error defined by Eq.10. This criterion

guarantees an optimal global mesh in the sense of the definition given in [54] but does not give
any information about the local error.

Since in the present study we are interested in the local error, an additional local stopping
criterion is used. This second criterion, firstly introduced in [32], is based on geometrical consider-
ations. Its main idea is to automatically detect the regions whose refinement becomes inefficient.
Indeed, the numerical solution will never converge near a singularity, making the error stagnate (or
even increase) while refining the mesh. Thus, the refinement may be stopped when the measure
of the set of marked elementsMi becomes sufficiently small with respect to the measure of whole
computational domain:

µ(ΩMi
)

µ(Ω) · 100 ≤ δ (30)

where µ(ΩMi
) indicates the measure of zone ΩMi

= {⋃ T̄ i; T i ∈ Mi} and δ is an user-specified
parameter (in percent). A value chosen for δ has to be comparatively small in order to guarantee
the achievement of desired local accuracy in a dominating part of the domain. For example, the
value δ = 0.5% was used in [32].

4 Numerical experiments
In this section, the considered AMR approaches are compared on two numerical examples. The
studied test cases are implemented through the Cast3M software [59], developed by CEA (French
Alternative Energies and Atomic Energy Commission). As already mentioned in introduction,
linear quadrangular (Q1) finite elements are used to discretize the problems. Thus, the polynomial
order of interpolation functions, used to define the adjusted scaling factor βT i (Eqs.20, 25, 28), is
p = 1.

4.1 Numerical considerations
Fixed-ratio refinement strategy
In the case of the fixed-ratio refinement, the uniform scaling factor βT i is applied to each

element assigned for partitioning T i ∈ Mi. In this paper, its value is chosen to be equal to two
(βT i = 2), value usually chosen in practical industrial simulations [22, 33, 60, 61].

Error estimator and refinement criteria
As illustrated in section 3.1.1 (cf. Fig.6), the SPR technique leads to only small improvement

of the effectivity index in the case of studied numerical examples. However, this technique is
computationally more expensive. Thus, for this study, the first version of the ZZ error estimator
(based on projection) is used.
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The efficiency of an adaptive mesh refinement procedure obviously strongly depends on the
error estimator [31]. Since the ZZ error estimators generally under-estimate the real error (cf.
Fig.6), an enlargement of the sets of elements assigned for refinement Mi is performed while
applying each of the studied AMR techniques.

As already discussed in [29], the mesh density function computed using the ZZ criterion may
lead to an inconsistent mesh refinement. The elements refined (resp. unrefined) during previous
refinement step i − 1 may be assigned for unrefinement (resp. refinement) at step i, yielding an
oscillatory refinement process of some mesh regions. Even if in this study the unrefinement is not
allowed, it was decided for ZZ criterion to restrict the detection of the setMi of elements to be
refined to zone delimited by the previous setMi−1 of marked elements: ΩMi

⊂ ΩMi−1 . This yields
to more and more localized nested refined regions and hence permits to avoid spurious refinement
of some zones.

Stopping criteria
In this study, the following global error thresholds are imposed: εΩ = 2%, 1%, 0.5%, 0.25%.

The value of parameter δ (Eq.30) used while applying the geometrical stopping criteria is set
δ = 3% for both numerical examples.

H-adaptive methods
While applying h-adaptive methods, after constructing the new mesh, there exists two ways

to perform the computations: either to restart (from scratch) the resolution process, or take
advantage of projected information from the preceding mesh to the new one. The second approach
is more intrusive but interesting in case of nonlinear problems. The computational cost of the
information’s transfer may be high and non pertinent in the context of linear elasticity. Thus, it
was decided to restart the computations at each refinement step i.

In the case of the hierarchical h-adaptive method, Lagrange multipliers are used to impose
interelements continuity (cf. hanging nodes). Moreover, the one-irregularity rule argued in [62, 63]
is used. It allows one hanging node per elements edge only. To ensure it, only values βT i = 2m,
m ∈ N may be prescribed. In addition, some transition zones may be added to M∗

i (Eq.1) in
order to ensure the gradual refinement (cf. Fig.2a).

Local Defect Correction method

Figure 7: FMG-like iterative process for the LDC
method

The LDC algorithm supposes to define the
levels of sub-grids during the first prolonga-
tion step in order to perform the iterative pro-
cess described by the Fig.4a. As the corrected
global error is only available after the itera-
tive process convergence, the general LDC al-
gorithm does not enable us to use the first stop-
ping criterion (Eq.29) to turn off the sub-grids
generation and hence to stop the refinement
process. In order to use this global criterion
as for h-adaptive methods, it was decided to
rely on a progressive approach as proposed in
[64], namely local Full Multigrid (local FMG).

This technique is very close to the generic
LDC algorithm introduced before with the dif-
ference that each new sub-level is added after convergence of the iterative process on previously
established sub-levels (cf. Fig.7).

During the iterative process, a linear interpolation is used to set the boundary conditions in
the prolongation step, while a canonical restriction is employed to restrict the fine-grid solutions
to the next coarser grid, since hierarchical nested grids are generated. The chosen operators orders
are in agreement with the expected first-order accuracy of the approach. The iterative process is
assumed converged when the Euclidean norm relative error between two coarsest level solutions
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reaches the prescribed tolerance τ (here τ = 10−7).
In order to keep the LDC algorithm unchanged (generation of one sub-grid with a uniform

refinement ratio by level), the adjusted-ratio strategy won’t be coupled to the LDC method.

4.2 Methods and criteria comparison
The AMR methods (both remeshing and hierarchical h-adaptive methods as well as LDC method)
are compared with regard to the following aspects:

• Number of refinement iterations k (or refinement levels for LDC) performed to meet the
prescribed accuracy.

• Relative global exact error ‖eex‖relTk
, obtained as follows:

‖eex‖relTk
=

(∑
Tk∈Tk

‖eex‖2
Tk

) 1
2

‖wex‖Tk

(31)

where ‖eex‖Tk and ‖wex‖Tk
computed using Eq.7 and 11 respectively, with analytical (or

reference) solutions σ∗ = σex and ε∗ = εex.

• Relative local exact error, evaluated quantitatively with the following measure:

η = µ(ΩDk
)

µ(Ω) · 100, (32)

where µ(ΩDk
) being the measure of ΩDk

= {⋃ T̄ k; T k ∈ Dk} with Dk - the set of element
where the real local relative error ‖eex‖relTk locally exceeds the prescribed error tolerance:
Dk = {T k ∈ Tk; ‖eex‖relTk > εΩ}. The local relative error is defined as

‖eex‖relTk = ‖e
ex‖Tk

‖wex‖Tk

(33)

where ‖eex‖Tk (Eq.7) and ‖wex‖Tk (Eq.11 defined by Tk,j) are computed with σ∗ = σex and
ε∗ = εex.
The measure η has to be compared to the local stopping criterion δ. Indeed, an optimal
local refined mesh has to meet η ≤ δ.

• Memory space: total number of nodes being finally stored Ntot = NTk
for h-adaptive meth-

ods and Ntot = ∑k
i=0NT̂i

for LDC approach, where N∗ refers to the number of nodes of
corresponding meshes.

• Linear system: maximal size of linear systems to be solved: Nmax = max
i

NTi
and Nmax =

max
i

NT̂i
for h-adaptive methods and for LDC approach, respectively. As unrefinement is

not allowed during refinement steps, Nmax = NTk
for h-adaptive techniques.

• CPU time: total CPU time including the construction of new global meshes for h-adaptive
methods or local sub-grids for the LDC method, the definition and resolution to the problems
on the generated refined meshes. For the LDC approach, the time spent during the iterative
process is included into the resolution time. Moreover, the time consumptions for problems
definition and resolution are explicitly given for each AMR technique.
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4.3 Plate with circular hole
The first numerical example is the problem of an infinite plate with a circular hole of radius
R = 1m, submitted to a prescribed loading σ∞ = 1Pa in the e1 direction (cf. Fig.8). The
analytical solution of this problem has been provided in [23] and in polar coordinates (r, ϕ) reads:

σ11(r, ϕ) = σ∞

(
1− R2

r2

(3
2cos2ϕ+ cos4ϕ

)
+ 3

2
R4

r4 cos4ϕ
)

σ12(r, ϕ) = σ21(r, ϕ) = σ∞

(
− R2

r2

(1
2sin2ϕ+ sin4ϕ

)
+ 3

2
R4

r4 sin4ϕ
)

σ22(r, ϕ) = σ∞

(
− R2

r2

(1
2cos2ϕ− cos4ϕ

)
− 3

2
R4

r4 cos4ϕ
) (34)

The material is supposed to be linearly elastic with Young’s modulus E = 103N/m2 and
Poisson’s ratio ν = 0.3. For symmetry reasons, only a quarter of the plate with a = 10m
is considered, see Fig.8b. Dirichlet boundary conditions expressing the symmetry (u = 0) are
prescribed on edges I and IV, while values of the analytical solution (σn) are imposed on edges
II and III.

(a) (b)

1

Figure 8: Infinite plate with central circular hole: (a) Sketch of the problem; (b) Computational
domain and boundary conditions

To compare the chosen AMR techniques, the same initial coarse triangulation (as uniform as
possible) T0 of the domain Ω is considered. It has to be emphasized, that the domain’s discrete
boundaries (especially the approximation of the central hole) are updated at each refinement step
in order to avoid error’s stagnation due to a hole’s geometry coarse approximation.

The relative local error maps for various refinement strategy obtained with the ZZ, OB and
LOC criteria (for εΩ = 2%) are reported on Fig.9, Fig.10 and Fig.11 respectively. It can be
seen that meshes generated by the three refinement methods are similar and refined elements
are concentrated in the same zones, here around the central hole, as expected. For the LDC
approach, the error maps obtained after convergence of the iterative process are presented on each
sub-grid {T̂i}ki=0 separately and on the composite grid Tk. We can notice that by an automatic
mesh refinement procedure, the sets Di of elements where the local error exceeds the prescribed
tolerance are more and more localized around the central hole. At the end of refinement process,
the relative local error respects the accuracy requirements in dominant part of the domain Tk\Dk
((100 − η)% of the domain). It can be seen that with OB and LOC criteria the area of the
mesh where the local error is controlled is larger (lower η values) than with the ZZ criterion.
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Moreover, both OB and LOC criteria allow to satisfy the local error threshold: η ≤ δ. For a
given AMR technique, all refinement strategies (fixed, adjusted and mean ratio) lead to similar
results in terms of η value. However, for h-refinement approaches, the final meshes Tk obtained
with the adjusted-ratio strategy after one refinement step (k = 1) are more refined compared to
these resulting from the fixed-ratio refinement. For the LDC method, the results corresponding
to the mean adjusted-ratio strategy are identical to those obtained while applying the fixed-ratio
strategy for εΩ = 2%.
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Figure 10: Infinite plate with circular hole / local error maps / OB optimality criterion / tolerance
on the error εΩ = 2%
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Figure 11: Infinite plate with circular hole / local error maps / LOC optimality criterion / tolerance
on the error εΩ = 2%
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Figure 12 and Table 1 illustrate complementary results obtained with the fixed-ratio strategy.
On Figure 12, the real global relative error ‖eex‖relTk

is reported with respect to the total number
of nodes Ntot and to the total runtime for several user-prescribed tolerance on the error εΩ =
2%, 1%, 0.5%, 0.25%. In Table 1 the results obtained for εΩ = 0.25% are reported in a more
detailed manner. The results corresponding to the uniform refinement (with βT i = 2 assigned for
all T i ∈ Ti) are also shown as reference. The number of refinement iterations k that has to be
performed is identical for each refinement method (which is equal to 6 here). Consequently, final
meshes with the same minimum mesh-step hTk,j

= 1
64hT 0 are obtained. Each of the considered

AMR strategies allow to reach the similar level of accuracy globally with less expensive memory
space meshes and faster CPU time, compared to the uniform refinement. The following main
differences between the AMR techniques can be mentioned (see Fig.12). The LDC approach is
less time consuming compared to h-adaptive techniques, and leads to similar meshes (NTk

) than
the hierarchical h-adaptive approach. However, it uses a memory space (Ntot) between both h-
refinement methods. In counter part, the maximal problem size (Nmax) to be solved with LDC
approach is limited compared to h-adaptive methods, which is beneficial (see the resolution time)
especially when using a direct solver. Concerning the mesh optimality criteria, it can be noticed
that with the ZZ criterion the local error threshold is exceeded in a larger part of the domain
(especially for hierarchical h-adaptive and LDC methods). Moreover, it can be seen on the Figure
12, that the global error tolerance is no longer satisfied for εΩ = 2% with ZZ criterion coupled to
any of the AMR methods. OB and LOC criteria lead to similar results and permit to satisfy the
global error tolerance.

Table 1: Infinite plate with circular hole / Fixed-ratio refinement

Tolerance 0.25% Uniform Remeshing h-refinement Hierarchical h-refinement Local Defect Correction
refinement ZZ OB LOC ZZ OB LOC ZZ OB LOC

‖eex‖relTk
0.16% 0.18% 0.17% 0.17% 0.23% 0.21% 0.21% 0.24% 0.21% 0.21%

η, % 2.31 4.47 2.39 2.31 10.85 2.68 2.31 11.05 2.68 2.31
k 6 6 6 6 6 6 6 6 6 6
NTk

263169 69255 93366 102087 23191 48508 48752
23761 49103 49367

Ntot 31323 65119 65453
Nmax 13207 38817 39123

CPU total 88s 20.4s 27.6s 31.3s 32.1s 51.4s 49.8s 6.7s 20.3s 20.0s
CPU (definition) 1.92s 1.6s 1.9s 2.1s 7.9s 10.6s 10.9s 0.2s 0.3s 0.3s
CPU (resolution) 29.3s 11.5s 15.8s 18.6s 8.3s 12.1s 14.1s 2.3s 6.1s 6.7s
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Figure 12: Infinite plate with circular hole / Fixed-ratio refinement: (a) Relative error vs number
of nodes Ntot; (b) Relative error vs total CPU time
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Table 2 and Figure 13 are dedicated to the adjusted-ratio strategy. It can be seen that more
expensive meshes are generated for h-adaptive methods without significant improvement on global
and local errors, compared to the fixed-ratio strategy. The total CPU time sometimes even greatly
exceeds the time needed for an adapted uniform refinement (for similar NTk

). It is explained by the
fact that the adjusted scaling factor βT i may be excessively high and sometimes inappropriate to
meet the required precision (e.g. max βOBT 1 = 82 and max βLOCT 1 = 92 for εΩ = 0.25%). However,
lower scaling factor (e.g. max βZZT 1 = 36 for εΩ = 0.25%) produced with ZZ criterion sometimes
does not permit to satisfy the imposed stopping criteria in one remeshing operation. For the
remeshing h-adaptive technique, since the refinement has to be repeated, this could lead to very
expensive meshes (e.g. more than 3 millions nodes for εΩ = 0.25%), especially due to the use
of quadrangular elements (propagation of the refinement in order to keep the mesh conformity).
In this case, computations become too expensive and have not been performed (see Table 2).
Thus, the direct use of adjusted scaling factors has to be done with precaution, especially while
dealing with problems having localized effects. It has to be mentioned that only OB criterion leads
to acceptable results, especially in terms of CPU time. The ZZ and LOC criteria produce too
much refined meshes, resulting in expensive (LOC) or even inaccessible (ZZ) computations for low
error tolerance (e.g. εΩ = 0.25%). However, for the largest εΩ value (εΩ = 2%), the global error
threshold is exceeded with the ZZ criterion (cf. Figure 13), as also observed for the fixed-ratio
strategy.

Table 2: Infinite plate with circular hole / Adjusted-ratio refinement

Tolerance 0.25% Uniform Remeshing h-refinement Hierarchical h-refinement
refinement

(hT1,j
= 1/64hT 0) ZZ OB LOC ZZ OB LOC

‖eex‖relTk
0.16% - 0.17% 0.12% 0.12% 0.21% 0.19%

η, % 2.31 - 2.44 1.69 4.15 2.82 1.81
k 1 - 1 1 2 1 1
NTk

263169 - 127946 266794 147070 92361 255697Ntot

Nmax

CPU total 71.5s - 29.4s 77.1s 364.4s 43.2s 223.7s
CPU (definition) 1.5s - 0.8s 1.9s 236.4s 15.2s 113.9s
CPU (resolution) 24.2s - 16.2s 42.8s 59.2s 17.4s 41.5s
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Figure 13: Infinite plate with circular hole / Adjusted-ratio refinement: (a) Relative error vs
number of nodes Ntot; (b) Relative error vs total CPU time
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The mean adjusted-ratio strategy is applied to the LDC method but also to h-adaptive methods
in order to see if excessive refinement is then avoided. The obtained results are reported in the
Table 3 and Figure 14. For each AMR method, the mesh is progressively refined, as with the fixed-
ratio strategy, but more expensive meshes are generated for a similar final accuracy. However, in
this case, these meshes remain less memory consuming than an uniform refinement. Moreover,
h-adaptive methods lead sometimes to larger CPU time compared to the uniform refinement
(especially for OB and LOC criteria but while respecting the local accuracy). Indeed, in this case,
the minimum mesh sizes at the final refinement iteration k for the smallest tolerance εΩ = 0.25%
and for each AMR method are hZZTk,j

= 1
72hT 0 (ZZ criterion), hOBTk,j

= 1
96hT 0 (OB criterion) and

hLOCTk,j
= 1

104hT 0 (LOC criterion). However, the sufficient minimum mesh step needed to reach the
accuracy requirements is hTk,j

= 1
64hT 0 (see the uniform refinement in Table 3, or the fixed-ratio

refinement in Table 1). These results may be due to the use of a too coarse initial mesh on which
the scaling factor can not be optimally computed. However, it can be noticed that even with the
underestimation of the ZZ estimator, the obtained meshes are too refined. A more efficient (in
term of effectivity index) error estimator may lead to even more refined meshes. Concerning the
mesh optimality criteria, in this case, one can also observe the final global relative error exceeding
the user-specified tolerance with the ZZ optimality criterion for εΩ = 2% (see Figure 14). Once
again, the main differences between the AMR strategies, as already discussed for the fixed-ratio
refinement, are preserved.

Table 3: Infinite plate with circular hole / Mean adjusted-ratio refinement

Tolerance 0.25% Uniform Remeshing h-refinement Hierarchical h-refinement Local Defect Correction
refinement

(hT1,j
= 1/64hT 0) ZZ OB LOC ZZ OB LOC ZZ OB LOC

‖eex‖relTk
0.16% 0.16% 0.15% 0.14% 0.19% 0.14% 0.13% 0.19% 0.16% 0.13%

η, % 2.31 4.00 2.11 1.52 7.95 1.79 1.52 8.05 2.35 1.52
k 1 4 3 3 4 3 3 4 3 3
NTk

263169 92897 133864 266560 29956 116926 130382
30532 70297 129272

Ntot 38641 79579 139566
Nmax 15401 59092 116233

CPU total 71.5s 33.3s 59.7s 174.7s 51.4s 92.6s 120.5s 8.9s 21.3s 43.3s
CPU (definition) 1.5s 1.1s 1.2s 1.8s 17.8s 21.5s 28.6s 0.2s 0.3s 0.5s
CPU (resolution) 24.2s 15.9s 21.8s 19.3s 8.9s 30.5s 37.2s 2.8s 9.2s 12.6s
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Figure 14: Infinite plate with circular hole / Mean adjusted-ratio refinement: (a) Relative error
vs number of nodes Ntot; (b) Relative error vs total CPU time
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The comparison of the three mesh optimality criteria is performed with regard to the local error.
Evolution of the local error measure η with respect to the required accuracy is illustrated on Figures
15, 16 and 17 for fixed-ratio, adjusted-ratio and mean adjusted-ratio strategies, respectively. It can
be seen that the ZZ optimality criterion does not permit to construct sufficiently refined meshes
in order to locally satisfy the required accuracy (imposed δ = 3% value). For each strategy and
each AMR technique, the regions where the local error exceeds the user-prescribed accuracy are
greater compared to OB and LOC criteria. Concerning OB and LOC criteria, for this numerical
example, they lead to the comparable results (similar η value) with really satisfactory values of η.
Thus, these criteria may be recommended for more realistic industrial applications.
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Figure 15: Infinite plate with circular hole / Fixed-ratio refinement: (a) ZZ optimality criterion;
(b) OB optimality criterion; (c) LOC optimality criterion
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Figure 16: Infinite plate with circular hole / Adjusted-ratio refinement: (a) ZZ optimality criterion;
(b) OB optimality criterion; (c) LOC optimality criterion

0 0,25 0,5 0,75 1 1,25 1,5 1,75 2

Tolerance on the global relative error

0

1

2

3

4

5

6

7

8

9

10

η,
 %

Remeshing h-adaptive     (k = 4, 4, 4, 2)

Hierarchical h-adaptive   (k = 4, 4, 4, 2)

Local Defect Correction  (k = 4, 4, 4, 2)

(a)

0 0,25 0,5 0,75 1 1,25 1,5 1,75 2

Tolerance on the global relative error

0

1

2

3

4

5

6

7

8

9

10

η,
 %

Remeshing h-adaptive    (k = 3, 3, 3, 3)

Hierarchical h-adaptive  (k = 3, 3, 3, 3)

Local Defect Correction (k = 3, 3, 3, 3)

(b)

0 0,25 0,5 0,75 1 1,25 1,5 1,75 2

Tolerance on the global relaive error

0

1

2

3

4

5

6

7

8

9

10

η,
 %

Remeshing h-adaptive    (k = 3, 3, 3, 3)

Hierarchical h-adaptive  (k = 3, 3, 3, 3)

Local Defect Correction (k = 3, 3, 3, 3)

(c)

Figure 17: Infinite plate with circular hole / Mean adjusted-ratio refinement: (a) ZZ optimality
criterion; (b) OB optimality criterion; (c) LOC optimality criterion

This numerical example shows that the fixed-ratio strategy (with βT i = 2) should be preferred
to the adjusted-ratio or mean adjusted-ratio strategies. The fixed-ratio strategy permits to reach
the prescribed accuracy more precisely in a progressive way limiting the total final number of
nodes. Moreover, the computational time is often optimal even if more remeshing iterations are
performed (or more sub-levels are generated).
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Hierarchical h-adaptive and LDC methods lead to similar results in terms of generated meshes.
The composite grid of LDC approach has almost the same number of nodes as the final mesh
obtained with the hierarchical h-refinement method. Both hierarchical h-adaptive and LDC tech-
niques use always more limited memory space than the remeshing h-adaptive method. The remesh-
ing h-refinement yields more expensive and often degenerated meshes. In fact, the necessity to
propagate the elements refinement implies the division of elements only in one direction far from
the regions where the refinement is required.

Regarding the CPU time, for the remeshing h-adaptive method the time needed to build
the sequence of meshes can dominate the total runtime. This can be explained by the need to
completely update the mesh of the whole domain at each iteration i. Concerning the hierarchical h-
adaptive method, the necessity to menage non-conformity relations requires dedicated algorithms,
which make the implementation more intrusive. Moreover, we notice that the time used for
problems definition is comparable to the time of solving these problems. This time comes from
the additional unknowns and relations which have to be taken into account. Concerning the LDC
method, the total runtime is always limited compared to h-adaptive methods. The total CPU time
needed to the LDC approach to reach the same level of accuracy is 25 to 45% less compared to
the remeshing h-refinement approach, and 30 to 60% less compared to the hierarchical h-adaptive
method. Indeed, the possibility of the LDC algorithm to add only local conforming sub-grids
allows us to use the existing solver as a black-box. Usually, the generated grids are uniform
or quasi-uniform, and consist of a limited number of elements which lead to fast resolution. In
addition, the use of uniform grids may open the way to use fast dedicated solvers.

4.4 Industrial test case: mechanical Pellet-Cladding Interaction
The second numerical example is derived from nuclear simulations. The Pellet-Cladding interac-
tion (so-called PCI) is part of a wide range of physical and mechanical phenomena occurring in
Pressurized Water Reactor (PWR) during irradiation. In 2D, two test cases are usually used to
separately model the two phenomena (the hourglass deformation and the pellets fragmentation)
characterizing the PCI, as proposed in [22, 32].
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Figure 18: Industrial test case: Pellet-Cladding Interaction. (a) Hourglass shape deformation;
(b) Computational domain and boundary conditions for the bi-dimensional axisymmetric test case

In this study, we focus on modeling the cladding’s response to the pellet’s hourglass deforma-
tion, sketched in Fig.18a. The contact is modeled as a discontinuous pressure applied on the the
cladding’s internal part (cf. Fig.18b). For symmetry reasons, only a half of the pellet’s height is
represented. A bi-dimensional axisymmetric formulation is assumed. In order to allow an overall
normal displacement of the cladding, an uniform normal (a priori unknown) translation condition
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is assumed at the median plane (top of the modeled domain). The cladding’s material is supposed
to be linear elastic with Young’s modulus E = 100GPa and Poisson ratio ν = 0.3. This test case
reveals a local singularity in stress (of order 0.5) near the pressure discontinuity zone, cf. [32].

Since the analytical solution of this problem is unknown, the solution obtained using a very fine
uniform discretization adapted to the pressure discontinuity with a mesh-step of approximately
2.8µm (' 1 · 106 nodes) is considered as reference solution.
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Figure 19: Mechanical Pellet-Cladding Interaction / local error maps / ZZ optimality criterion /
tolerance on the error εΩ = 2%

The generation of the series of refined meshes {Ti}ki=0 starts from the initial coarse mesh T0
fitted on the pressure discontinuity (to keep the expected first order convergence in stress, see
[65]). In order to verify the previous conclusions obtained on an academic test case, the same
simulations methodology is followed here. The relative local error maps obtained using ZZ, OB
and LOC criteria for εΩ = 2% are presented on Figures 19, 20 and 21. The figures show that
similar regions are refined whatever the AMR method, and that the refined regions progressively
focus around the pressure discontinuity. It can be noticed that whatever the mesh optimality
criterion, the refinement strategy and the AMR method, the desired local accuracy (η ≤ δ) is
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Figure 20: Mechanical Pellet-Cladding Interaction / local error maps / OB optimality criterion /
tolerance on the error εΩ = 2%

reached for this error threshold. Similarly to the first numerical example, the OB and LOC mesh
optimality criteria lead to locally more precise simulations (lower η values) compared to the ZZ
criterion.

One can observe that while applying the fixed-ratio strategy (and even the mean-ratio strategy
for LDC method), the local accuracy is not satisfied on some elements not detected at the last
level of refinement. It occurs mostly due to the under-estimation of the real error by the ZZ error
estimator. Such an issue is compensated by the more local LOC optimality criterion, resulting in
the improvement of the local error’s measure η. It has to be noticed, that with the adjusted-ratio
refinement strategy applied to h-adaptive techniques, such situation is no more observed.
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Figure 21: Mechanical Pellet-Cladding Interaction / local error maps / LOC optimality criterion
/ tolerance on the error εΩ = 2%
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The results of the fixed-ratio strategy are presented in Table 4 for the error tolerance threshold
set to εΩ = 0.25%. The finest mesh steps obtained with all AMR techniques is hTk,j

= 1
32hT 0

(k = 5), and is equal to the final mesh step reached with an uniform refinement. In this case, one
can observe that the time spent while applying the remeshing h-refinement method is twice greater
than performing an uniform refinement. CPU times for the hierarchical h-refinement technique
are similar to uniform refinement calculation times. Only the LDC approach is interesting here in
term of total runtime. Concerning the memory space, all AMR techniques lead to quite similar
outcomes, which results in saving about 2/3 of the place required by an uniform refinement. The
reached global relative error with respect to the total number of nodes as well as to the total CPU
time is depicted on the Figure 22 for each εΩ. It can be observed that, whatever the AMR method
and optimality criteria, the relative global errors thresholds are respected. Moreover, one can see
that all the refinement techniques lead to comparative results in terms of the memory space for
each of the imposed εΩ value, with slightly lower values for the hierarchical h-refinement method.
In terms of CPU time, the LDC technique confirms to be the most efficient approach.

Table 4: Mechanical Pellet-Cladding Interaction / Fixed-ratio refinement

Tolerance 0.25% Uniform Remeshing h-refinement Hierarchical h-refinement Local Defect Correction
refinement

ZZ OB LOC ZZ OB LOC ZZ OB LOC
‖eex‖relTk

0.09% 0.13% 0.13% 0.13% 0.18% 0.18% 0.18% 0.18% 0.18% 0.18%
η, % 0.13 0.13 0.13 0.13 5.36 5.21 1.36 6.78 6.73 3.26
k 5 5 5 5 5 5 5 5 5 5
NTk

165249 56160 56875 57395 43338 43497 45318
42337 42484 44275

Ntot 58394 58614 61062
Nmax 33372 33592 36040

CPU total 33.6s 69.1s 69.8s 64.6s 27.9s 28.6s 28.9s 15.9s 16.4s 17.3s
CPU (definition) 0.8s 0.8s 0.8s 0.8s 5.6s 3.3s 3.1s 0.3s 0.3s 0.3s
CPU (resolution) 24.1s 11.6s 12.4s 12.4s 9.5s 8.7s 7.7s 5.1s 5.5s 4.1s
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Figure 22: Mechanical Pellet-Cladding Interaction / Fixed-ratio refinement: (a) Relative error vs
number of nodes Ntot; (b) Relative error vs total CPU time
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Table 5 and Figure 23 correspond to the results obtained with the adjusted-ratio refinement
strategy. One can notice that more expensive computations in terms of memory space and CPU
time have to be performed compared to the fixed-ratio strategy and to an uniform refinement,
especially for the remeshing h-adaptive technique. It is still due to a badly estimated adjusted
scaling factor βT i , whose values are locally excessively high and lead to expensive meshes to be
generated. The remeshing h-refinement technique becomes in this case really inefficient. Thus, as
for the previous numerical test case, one may conclude that the direct application of the literature
adjusted scaling factor has to be avoided.

Table 5: Mechanical Pellet-Cladding Interaction / Adjusted-ratio refinement

Tolerance 0.25% Uniform Remeshing h-refinement Hierarchical h-refinement
refinement

(hT1,j
= 1/32hT 0) ZZ OB LOC ZZ OB LOC

‖eex‖relTk
0.09% 0.06% 0.06% 0.06% 0.13% 0.17% 0.17%

η, % 0.13 0.01 0.01 0.01 0.01 4.92 1.07
k 1 2 2 2 2 2 2
NTk

165249 312235 419430 282117 77370 51096 47488Ntot

Nmax

CPU total 27.5s 675.9s 936.8s 555.8s 122.9s 33.8s 26.9s
CPU (definition) 5.2s 8.8s 9.7s 7.4s 7.6s 6.3s 6.1s
CPU (resolution) 20.8s 29.6s 42.3s 37.4s 11.7s 8.5s 7.3s
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Figure 23: Mechanical Pellet-Cladding Interaction / Adjusted-ratio refinement: (a) Relative error
vs number of nodes Ntot; (b) Relative error vs total CPU time

Table 6 reports the results obtained for εΩ = 0.25% while applying the mean adjusted-ratio
strategy (Eq.15) on each of the AMR techniques. The minimal elements step reached in this case
is equal to 1

30hT 0 (k = 2) whatever the mesh optimality criterion. Hence, the mean adjusted-ratio
strategy yields slightly better results, in term of number of nodes as well as CPU time, compared to
the fixed-ratio strategy (for which the final minimal elements step is hTk,j

= 1
32hT 0). The evolution

of the global relative error with respect to the total number of nodes and to the total CPU time
can be observed on Figure 24. A little general improvement of the fixed-ratio strategy results can
be observed. But similar tendencies are obtained. The three studied AMR techniques lead to the
comparable results in term of the memory space (similar total number of nodes). However, once
again the LDC technique clearly appears to be the best approach in term of computational time.

The final local errors, quantitatively evaluated using the η indicator (Eq.32) are reported on
Figures 25, 26 and 27 for fixed-ratio, adjusted-ratio and mean adjusted-ratio strategies respectively.

28



Table 6: Mechanical Pellet-Cladding Interaction / Mean adjusted-ratio refinement

Tolerance 0.25% Uniform Remeshing h-refinement Hierarchical h-refinement Local Defect Correction
refinement

(hT1,j
= 1/32hT 0) ZZ OB LOC ZZ OB LOC ZZ OB LOC

‖eex‖relTk
0.09% 0.15% 0.15% 0.15% 0.19% 0.19% 0.18% 0.15% 0.15% 0.15%

η, % 0.13 0.44 0.44 0.44 6.85 6.63 1.26 0.69 0.50 0.56
k 1 2 2 2 2 2 2 2 2 2
NTk

165249 50630 51362 51972 40124 40304 42338
39174 39342 41349

Ntot 48434 48682 51412
Nmax 32020 32268 34998

CPU total 27.5s 58.8s 58.8s 59.6s 25.1s 26.3s 26.6s 15.1s 15.1s 16.6s
CPU (definition) 5.2s 1.1s 1.2s 1.2s 5.5s 5.7s 6.2s 0.6s 0.8s 0.9s
CPU (resolution) 20.8s 8.5s 9.4s 9.3s 9.1s 9.9s 9.4s 5.3s 6.1s 5.9s
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Figure 24: Mechanical Pellet-Cladding Interaction / Mean adjusted-ratio refinement: (a) Relative
error vs number of nodes Ntot; (b) Relative error vs total CPU time

Only the LOC criterion guarantees to respect the local accuracy on the required (100 − δ)% of
the domain (i.e. η ≤ δ) for all imposed εΩ values. Moreover, it can be noticed that for the fixed-
ratio and mean adjusted-ratio strategies, ZZ and OB mesh optimality criteria result in similar
evolution of the η measure. This is due to the fact that for this case, the initial uniform meshes
are quite completely uniformly refined leading to equivalent criteria as #Ti = µ(Ω)

µ(T i) . As expected,
the remeshing h-refinement permits to improve the local accuracy (lower η values) at nearly every
case, whatever the optimality criterion. The hierarchical h-adaptive and LDC methods naturally
lead to the same order of final local levels of accuracy.

It can be deduced also from this numerical example, that the progressive uniform strategies
(fixed-ratio and mean adjusted-ratio) lead to the most competitive results (with a little more
improvement while using the mean adjusted-ratio strategy). They permit to better control the
mesh-step (and hence the memory space) with respect to the desired accuracy. All AMR techniques
lead in this case to similar total number of nodes, with slightly better results for hierarchical
h-adaptive method. The multigrid LDC approach has proven to be more efficient in term of
CPU time compared to h-refinement strategies for similar final levels of accuracy (global and
local errors). Thanks to the LDC technique (local conforming problems separately solved), one
gains approximately 40 to 50% of the total runtime compared to the hierarchical h-refinement
(non-conforming relations to be managed) and about 75% compared to the remeshing h-adaptive
approach (global conforming meshes to be generated). Moreover, it seems to be in this case the
only mesh-step AMR techniques enabling to concurrence in term of CPU time an adapted uniform
refinement. Finally, only the LOC mesh optimality criterion enables to precisely control the local
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Figure 25: Mechanical Pellet-Cladding Interaction / Fixed-ratio refinement: (a) ZZ optimality
criterion; (b) OB optimality criterion; (c) LOC optimality criterion
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Figure 26: Mechanical Pellet-Cladding Interaction / Adjusted-ratio refinement: (a) ZZ optimality
criterion; (b) OB optimality criterion; (c) LOC optimality criterion
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Figure 27: Mechanical Pellet-Cladding Interaction / Mean adjusted-ratio refinement: (a) ZZ
optimality criterion; (b) OB optimality criterion; (c) LOC optimality criterion

error. Indeed, in this case, the OB criterion is not enough precise locally, maybe due to the
presence of local singularity.

4.5 Further remarks and suggestions
Within the limits of this study, the fixed-ratio strategy with βT i = 2 has shown to be the most
robust refinement strategy. As already discussed, this strategy permits to progressively improve
the mesh and to precisely reach the required level of accuracy. Nevertheless, the possibility of the
adjusted scaling factor to achieve the imposed precision in less remeshing steps seems to be very
attractive and a promising feature. However, the estimated values of the adjusted scaling factors
may be inappropriate and their direct application may sometimes lead to irrelevant refinement.
Generally, the regions to be refined are properly detected whatever the mesh optimality criterion
used (especially with OB and LOC criteria), but it is the computation of an optimal element-
step distribution (see Eq.13), obtained assuming the convergence rule (Eq.14) which may be
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questioned. Indeed, two important hypotheses were made: the first one states the independence
of the constant CT i to the mesh-step while the second one claims the accordance of the local
convergence order p to the one obtained globally (order p here). It seems natural that constant
CT i may depend on the mesh size as the constant of the global a priori estimator depends on
the domain’s measure [51]. This was already suggested in [29]. In addition, it is likely that the
local convergence order may change, for example near boundaries of the domain or singularities.
Therefore, further exploration of a priori local error estimators may be greatly interesting in order
to improve the formulation of the adjusted scaling factor βT i . However, preliminary results show
that even with a more advanced local a priori error estimator, the adjusted-ratio strategy hardly
competes the progressive fixed-ratio strategy.

5 Conclusions
In this study, the well-known h-refinement methods have been compared to the multigrid Local
Defect Correction method in the context of linear elasticity for quadrangular finite elements. The
main distinctions revealed between three mesh refinement methods are summarized as follows:

• The remeshing h-adaptive method requires a complete remeshing of the domain (especially
for quadrangular elements), which may quickly become expensive and lead to (very) degen-
erated elements. Contrariwise, this method is not intrusive and can be easily implemented
over the existing routines.

• The hierarchical h-adaptive approach preserves the local character of refinement. Thanks to
that, more optimal meshes in terms of number of elements are obtained, but the appearance
of the non-conforming nodes is often unavoidable. Additional operations must be carried
out to manage the non-conformity relations, which make the method more intrusive and
potentially expensive in the CPU time.
According to obtained results, the hierarchical approach has proved to be less memory space
consuming (more optimal in term of generated meshes) than the remeshing approach. The
comparison of both approaches in term of total runtime seems depend on the problem.
However, both techniques sometimes lead to computations exceeding the time required by
an uniform refinement.

• The Local Defect Correction multigrid method permits to ensure the local character of the
refinement while circumventing the difficulties related to non-conforming mesh. Hence, it
can be implemented in a non-intrusive way (only the pre- and post-processing operations)
in any existing software. This technique is really beneficial in CPU time. In some cases
it is only the one enabling to reduce the computational cost with regard to an uniform
refinement. Even if all generated sub-grids have to be stored in memory, the total number
of nodes is finally comparative to the one obtained while using the hierarchical h-adaptive
method (where only the last grid has to be kept).
The really promising results obtained with the local multigrid LDC method opens the way to
apply this approach to nonlinear problems. Moreover, this method presents other interesting
potentialities, e.g. possibility to change the model, elements type, etc. between levels of
refinement.

Furthermore, three mesh optimality criteria have been compared with a special attention
dedicated to the local error verification. For both test cases considered in this study, the so-called
LOC mesh optimality criterion seems to be the most adapted to precisely control the local error.
This is due to the fact that this criterion lies directly on the relative local error verification.
However, this criterion may sometimes lead to very refined meshes, useless to respect the global
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precision. The so-called ZZ global mesh optimality criterion is often sufficient when only the
global mesh optimality is of interest. Finally, the so-called OB criterion appears as a compromise
between global and local error control, without precisely controlling the local error.

For both studied test problems, one can conclude that the progressive fixed-ratio strategy is the
best trade-off between robustness and cost. It has been proven to be an efficient strategy, in terms
of CPU time and memory space, to precisely reach the desired accuracy (global and local errors).
However, it may be interesting to further explore the determination of an optimal refinement ratio
to improve strategies based on its values. Indeed, this ratio is build from hypotheses on local error
estimates that may be discussed.
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