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Embedding Covert Information on a Given
Broadcast Code

David Kibloff, Samir M. Perlaza, and Ligong Wang

Abstract—Given a code used to send a message to two receivers
through a degraded discrete memoryless broadcast channel (DM-
BC), the sender wishes to alter the codewords to achieve the fol-
lowing goals: (i) the original broadcast communication continues
to take place, possibly at the expense of a tolerable increase of the
decoding error probability; and (ii) an additional covert message
can be transmitted to the stronger receiver such that the weaker
receiver cannot detect the existence of this message. The main
results are: (a) feasibility of covert communications is proven by
using a random coding argument for general DM-BCs; and (b)
necessary conditions for establishing covert communications are
described and an impossibility (converse) result is presented for a
particular class of DM-BCs. Together, these results characterize
the asymptotic fundamental limits of covert communications for
this particular class of DM-BCs within an arbitrarily small gap.

Index Terms—Covert Communication, Low Probability of
Detection, Information-Theoretic Security, Broadcast Channel.

I. INTRODUCTION

Covert communications refer to scenarios in which legiti-
mate parties aim at communicating while keeping an adversary
unaware of the existence of the communication. In point-to-
point channels, reliable covert communications are subject to
a fundamental limit that states that only O(

√
n) bits can be

transmitted in n channel uses [1]–[4].
Two different covert communication problems have been

studied within the context of broadcast channels [5]–[7]. In [5],
the sender tries to send two covert messages to two receivers.
In [6] and [7], the sender sends a common non-covert message
to both receivers, and tries to simultaneously send a covert
message to one of the receivers. That is, the other receiver
cannot know whether or not a covert message is being sent.

The current work is related to [6] and [7]. The focus is on
the problem of embedding a covert message in a non-covert
broadcast code. Some of the main differences between this
problem and the one in [6] and [7] are:
• In [6] and [7], the non-covert broadcast code and the

covert code are designed together by the transmitter.
This potentially allows the transmitter to choose a non-
covert code on which it is easy to embed a covert code.
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Alternatively, the current work assumes that the non-
covert code is given and cannot be changed, making the
achievability proof more difficult.1

• In [6] and [7] there is a separate covertness criterion
conditional on every non-covert message. In this work,
only one covertness criterion on the overall distribution
is adopted. This difference considerably complicates the
proof of the converse. In fact, a general proof of the
converse using the Kullback-Leibler divergence as the
covertness criterion is still an open problem. On the other
hand, in this work, the total variation distance is used by
adapting techniques developed in [8]. Interestingly, the
proof of the converse is shown to be tight for a class of
channels satisfying certain symmetry properties.

In a nutshell, it is shown that in the scenario considered
in this paper, it is possible to covertly transmit O(

√
n) bits

in n channel uses by modifying an existing broadcast code.
Moreover, the proposed transmission rate is shown to be
asymptotically optimal for a class of discrete memoryless
broadcast channels (DM-BCs).

The proofs are omitted in this paper due to a space limita-
tion. Interested readers are referred to [9].

Some notation: The function Q : R → [0, 1] denotes the
complementary cumulative distribution function of a standard
Gaussian random variable, and Q−1 : [0, 1] → R denotes its
inverse function. For two probability mass functions PX and
QX , the function χk (PX , QX), with k ∈ N, is

χk (PX , QX) ,
∑
x∈X

(PX(x)−QX(x))
k

QX(x)k−1
. (1)

II. SYSTEM MODEL

Consider a three-party communication system in which a
transmitter simultaneously sends information to two receivers
through a noisy communication medium. In this work, the
noisy communication medium is described by a product ran-
dom transformation

(Xn,Yn1 × Yn2 , PY 1Y 2|X), (2a)

where n ∈ N is the block-length; the alphabets X , Y1 and
Y2 are finite; and Y 1 = (Y1,1, Y1,2, . . . , Y1,n) ∈ Yn1 , Y 2 =
(Y2,1, Y2,2, . . . , Y2,n) ∈ Yn2 and X = (X1, X2, . . . , Xn) ∈
Xn are n-dimensional vectors of random variables. In partic-
ular, given an input x = (x1, x2, . . . , xn), the output (y1,y2)

1A technical condition is that the given non-covert code must have a
positive error exponent; see (27).
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with yk = (yk,1, yk,2, . . . , yk,n) for all k ∈ {1, 2} is observed
with probability:

PY 1Y 2|X(y1,y2|x)=
n∏
t=1

PY1|X(y1,t|xt)PY2|Y1
(y2,t|y1,t).(2b)

That is, the channel is degraded and memoryless.

A. Broadcast Codes

The common message index to be sent from the Transmitter
to both receivers is a realization of a random variable W that
is uniformly distributed in the set W = {1, 2, . . . ,M}, with
M ∈ N. To send a common message index within n channel
uses, the Transmitter uses an (n,M, ε)-broadcast code.

Definition 1 ((n,M, ε)-broadcast code). Given M ∈ N, ε ∈
[0, 1] and a block-length n ∈ N, an (n,M, ε)-broadcast code
for the random transformation in (2) is a system{Å

u(1),D1(1),D2(1)

ã
,

Å
u(2),D1(2),D2(2)

ã
,

. . . ,

Å
u(M),D1(M),D2(M)

ã}
, (3)

that satisfies for all (i, j, k) ∈ W2 × {1, 2}, with i 6= j:

u(i) , (u1(i), u2(i), . . . , un(i)) ∈ Xn, (4a)
Dk(i) ∩ Dk(j) = ∅, (4b)
M⋃
l=1

Dk(l) ⊆ Ynk , and (4c)

1

M

M∑
i=1

Pr
[
Y k ∈ Dc

k(i)
∣∣X = u(i)

]
6 ε. (4d)

The probability operator in (4d) applies with respect to the
marginal PY k|X of the joint distribution in (2b); and Dc

k(i) in
(4d) represents the complement of Dk(i) with respect to Ynk .

Given a broadcast code represented by the system in (3), the
Transmitter uses the codeword u(i) to transmit the message
index i ∈ W . At channel use t, with t ∈ {1, 2, . . . , n},
the Transmitter sends the symbol ut(i) through the channel.
For all k ∈ {1, 2}, Receiver k observes the output yk =
(yk,1, yk,2, . . . , yk,n) after n channel uses and determines that
the message index i was transmitted if it satisfies the decoding
rule:

yk ∈ Dk(i). (5)

The average decoding error probability associated to the given
broadcast code at Receiver k, denoted by λk, is given in the
left hand-side of (4d).

B. Induced Codes

Let the private message index be represented by a random
variable Ŵ , independent of W and uniformly distributed over
Ŵ = {1, 2, . . . , M̂}, with M̂ ∈ N. Assume that a broadcast
code denoted by C is given and is represented by the system
in (3). The transmitter uses an (n, C, M̂ , ε̂)-induced code to
transmit both the common and private message indices.

Definition 2 ((n, C, M̂ , ε̂)-induced code). Given M̂ ∈ N, ε̂ ∈
[0, 1], and an (n,M, ε)-broadcast code C described by (3), an
(n, C, M̂ , ε̂)-induced code is a system{

(v(1, 1),D1(1, 1),D2(1)) , (v(1, 2),D1(1, 2),D2(1)) ,

. . . ,
Ä
v(M,M̂),D1(M,M̂),D2(M)

ä}
, (6)

that satisfies for all (i, k, j, l) ∈ W2×Ŵ2, with (i, j) 6= (k, l):

v(i, j) , (v1(i, j), v2(i, j), . . . , vn(i, j)) ∈ Xn, (7a)
D1(i, j) ∩ D1(k, l) = ∅, (7b)
M⋃
p=1

M̂⋃
q=1

D1(p, q) ⊆ Yn1 , (7c)

1

MM̂

M∑
i=1

M̂∑
j=1

Pr [Y 1 ∈ Dc
1(i, j)|X = v(i, j)] 6 ε̂, (7d)

1

MM̂

M∑
i=1

M̂∑
j=1

Pr [Y 2 ∈ Dc
2(i)|X = v(i, j)] 6 ε̂. (7e)

The probability operators in (7d) and (7e) apply with respect
to the conditional marginals PY 1|X and PY 2|X of the joint
distribution in (2b), respectively. The sets Dc

1(i, j) and Dc
2(i)

represent the complement of D1(i, j) and D2(i) with respect to
Yn1 and Yn2 , respectively. Given an (n, C, M̂ , ε̂)-induced code
denoted by Ĉ and described by (6), the Transmitter uses the
codeword v(i, j) to transmit the common message index i ∈
W and the private message index j ∈ Ŵ . At channel use
t, with t ∈ {1, 2, . . . , n}, the Transmitter inputs the symbol
vt(i, j) to the channel. At the end of n channel uses, Receiver
k observes the output yk = (yk,1, yk,2, . . . , yk,n), with k ∈
{1, 2}. Receiver 1 declares that the pair (i, j) ∈ W × Ŵ was
transmitted if (i, j) satisfies the decoding rule:

y1 ∈ D1(i, j). (8)

On the other hand, the decoding rule of Receiver 2 remains
(5), with k = 2; i.e., the same as in the broadcast code C.
The average decoding error probability associated to the
induced code Ĉ at Receiver k is denoted by λ̂k and given
in the left hand-side of (7d) and (7e).

One of the central parameters to characterize the
(n, C, M̂ , ε̂)-induced code Ĉ described by (6) is the number of
times a component of a codeword u(i) from C differs from that
of the induced codeword v(i, j) from Ĉ, with (i, j) ∈ W×Ŵ .
This quantity, denoted by ω(i, j), is referred to as the weight
of the codeword v(i, j) and

ω(i, j) ,
n∑
t=1

1{ut(i) 6=vt(i,j)}. (9)

The codes C and Ĉ induce several empirical probability mass
functions that are relevant for the analysis of induced codes.
These functions are defined hereunder.

Definition 3 (Empirical Probability Distributions). Given an
(n,M, ε)-broadcast code C represented by the system in (3),
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consider an (n, C, M̂ , ε̂)-induced code Ĉ represented by the
system in (6). For all (x, x̂) ∈ X 2,
• the empirical channel input probability distribution in-

duced by the broadcast code C, denoted by P̄X , is

P̄X(x),
1

nM

M∑
i=1

n∑
t=1

1{x=ut(i)}; (10)

• the empirical joint probability distribution induced by the
two codes C and Ĉ on X 2, denoted by P̄XX̂ , is

P̄XX̂(x, x̂),
1

nMM̂

M∑
i=1

M̂∑
j=1

n∑
t=1

1{x=ut(i)}1{x̂=vt(i,j)};

• the empirical probability with which a symbol x in a
codeword from C is changed into a symbol x̂ 6= x in a
codeword from Ĉ, denoted by P̂X̂|X , is:

P̂X̂|X(x̂|x) ,

M∑
i=1

M̂∑
j=1

n∑
t=1

1{x=ut(i)}1{x̂=vt(i,j)}1{x 6=x̂}

M∑
i=1

M̂∑
j=1

n∑
t=1

1{x=ut(i)}1{ut(i)6=vt(i,j)}

,

and supp P̂X̂|X=x = X \ {x};
• the empirical probability with which a symbol x in a

codeword from C is changed to any other symbol to
generate a codeword in Ĉ, denoted by θ(x), is

θ(x) , 1− P̄X̂|X(x|x),

where P̄X̂|X(x|x) is such that P̄X̂X(x, x) =

P̄X(x)P̄X̂|X(x|x).

C. Covert Codes

Consider an (n,M, ε)-broadcast code described by (3) and
denoted by C. Consider also an (n, C, M̂ , ε̂)-induced code
denoted by Ĉ and described by (6). For all k ∈ {1, 2}, let
QY k

and RY k
be the probability mass functions of the channel

output vector Y k when the broadcast code C is used and when
the induced code Ĉ is used, respectively.

That is, for all y ∈ Ynk ,

QY k
(y),

1

M

M∑
i=1

PY k|X(y|u(i)), and (11)

RY k
(y),

1

MM̂

M∑
i=1

M̂∑
j=1

PY k|X(y|v(i, j)), (12)

where PY k|X is the marginal obtained from (2b). Using this
notation a covert code is defined hereunder.

Definition 4 ((n, C, M̂ , ε̂, δ)-covert code). Given an (n,M, ε)-
broadcast code C described by (3), an (n, C, M̂ , ε̂)-induced
code described by (6) is said to be an (n, C, M̂ , ε̂, δ)-covert
code if ‖QY 2

−RY 2
‖TV 6 δ, where QY 2

and RY 2
are

defined in (11) and (12), respectively.

The information that can be covertly transmitted to Re-
ceiver 1 using an (n, C, M̂ , ε̂, δ)-covert code is log2

Ä
M̂
ä

bits

every n channel uses. Thus, given the broadcast code C, a
fundamental limit on the information rate at which information
can be covertly transmitted is given by the largest possible M̂
for which an (n, C, M̂ , ε̂, δ)-covert code exists. This notion is
formalized by the following definition.

Definition 5 (Largest covert code’s size). Given an (n,M, ε)-
broadcast code C, the largest covert code’s size induced by C,
denoted by M̂∗(n, C, ε̂, δ), is:

M̂∗(n, C, ε̂, δ)=max
¶
M̂∈N : ∃ (n, C, M̂ , ε̂, δ)-covert code

©
.

D. A Class of Discrete Memoryless Broadcast Channels

This section introduces a class of DM-BCs for which the
achievability and converse bounds presented later are tight.
This class of channels are described by the random trans-
formation in (2) subject to the conditions that for all pairs
(x, x′) ∈ X 2 with x 6= x′,

χ2

(
PY2|X=x, PY2|X=x′

)
= d, (13)

D
(
PY1|X=x||PY1|X=x′

)
= `, (14)

where (d, `) ∈ R2
+. A simple example of a channel satisfying

(13) and (14) is the binary symmetric channel. We present
another example below.

Example 1. Consider the random transformation in (2) such
that X = Y1 = Y2 = {0, 1, 2}, and such that for all
(x, x′) ∈ X 2 with x 6= x′, the conditional probability
distributions PY1|X and PY2|Y1

respectively satisfy:

PY1|X(x|x)= 1− 2PY1|X(x′|x) = 1− 2p1, and (15)
PY2|Y1

(x|x)= 1− 2PY2|Y1
(x′|x) = 1− 2p2, (16)

with (p1, p2) ∈]0, 13 [2.

III. ACHIEVABILITY RESULTS

This section presents conditions under which an
(n, C, M̂ , ε̂, δ)-covert code exists, where C is a given
(n,M, ε)-broadcast code. This result is obtained using a
random coding argument and is described in Section III-A.
Building upon the existence of an (n, C, M̂ , ε̂, δ)-covert
code in the finite block-length regime, a lower bound on
M̂∗(n, C, ε̂, δ) is then established in the asymptotic regime
where n grows large. This is presented in Section III-B.

A. Finite Block-Length Analysis

Consider an (n,M, ε)-broadcast code C for the random
transformation in (2) described by the system in (3). Consider
also the parameters M̂ ∈ N; K ∈ [0,

√
n] and a conditional

probability distribution P̃X̂|X such that, for all x ∈ X ,

supp P̃X̂|X=x ⊆ X \ {x}. (17)

Using the parameters K and P̃X̂|X , let PX̂|X be a conditional
probability distribution such that for all (x, x̂) ∈ X 2,

PX̂|X(x̂|x) , (1− θ)1{x=x̂} + θP̃X̂|X(x̂|x), (18)

with
θ ,

K√
n
. (19)
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For all i ∈ {1, 2, . . . ,M}, generate M̂ codewords

v(i, 1),v(i, 2), . . . ,v(i, M̂) (20)

to form the codebook of an (n, C, M̂ , ε̂)-induced code. For
all j ∈ {1, 2, . . . , M̂}, the codeword v(i, j) is the realization
of a random variable following the probability distribution
PX̂|X=u(i) such that for all x̂ ∈ Xn,

PX̂|X (x̂|u(i)) ,
n∏
t=1

PX̂|X (x̂t|ut(i)) , (21)

where u(1), u(2), . . ., u(M) are the codewords of the given
broadcast code C.

For all (x, x̂,y) ∈ X 2n × Ynk and for all k ∈ {1, 2}, let
ık(x̂;y|x) be defined by

ık(x̂;y|x) , log2

Ü
PY k|X(y|x̂)∑

x′∈Xn

PX̂|X(x′|x)PY k|X(y|x′)

ê
.

Receiver 1 uses the decoding sets

D1(i, j)=
{
y∈D1(i):ı1

(
v(i, j),y|u(i)

)
> nη

}
\
⋃
k<j

D1(i, k),

(22)

with (i, j) ∈ W × Ŵ , where η ∈ R is a design parameter.
Recall that Receiver 2 uses the decoding sets corresponding
to the given broadcast code C, which are given by (5) with
k = 2. Note that the codewords in (20), the decoding sets in
(22), and the decoding sets in (5) for k = 2 form an induced
code.

Define the following notation:

D̄(P̃X̂|X)

,
∑
x∈X

∑
x̂∈X

P̄X(x)P̃X̂|X(x̂|x)D
(
PY1|X=x̂||PY1|X=x

)
, (23)

and for all k ∈ {1, 2} and for all pairs (x, y) ∈ X × Yk, let
R̃Yk|X(y|x) be the distribution

R̃Yk|X(y|x) ,
∑
x̂∈X

P̃X̂|X(x̂|x)PYk|X(y|x̂), (24)

and

χ̄2(R̃Yk|X , PYk|X)

,
∑
x∈X

P̄X(x)
∑
y∈Yk

Ä
R̃Yk|X(y|x)−PYk|X(y|x)

ä2
PYk|X(y|x)

. (25)

Using the above random construction, the existence of
a covert code can be proved, as given by the following
proposition.

Proposition 1. Consider an (n,M, ε)-broadcast code C for
the random transformation in (2). Then, there always exists
an (n, C, M̂ , ε̂, δ)-covert code that satisfies

log2

Ä
M̂
ä

√
n

>max
P̃X̂|X

2(1−ξ)D̄(P̃X̂|X)Q−1
(

1−δ−ε−ε̂+√cn− c√
n

2

)»
χ̄2(R̃Y2|X=x, PY2|X=x)

,

(26)

where c is a positive constant, cn is such that limn→∞ cn = 0,
and ξ ∈]0, 1[ can be chosen arbitrarily small.

B. Asymptotic Analysis

In the regime in which the block-length n grows large,
Proposition 1 leads to the following result.

Theorem 1. Consider a sequence C1, C2, C3, . . ., of
(n,Mn, εn)-broadcast codes for the random transformation
in (2), with n ∈ {1, 2, . . .} and

εn 6 exp(−ζn), (27)

for some fixed positive real ζ. Then, there always exists a se-
quence of (n, Cn, M̂n, ε̂n, δ)-covert codes with limn→∞ ε̂n =
0, such that

lim inf
n→∞

log2

Ä
M̂∗n(n, Cn, ε̂n, δ)

ä
√
n

>

max
P̃X̂|X

2(1−ξ)D̄(P̃X̂|X)»
χ̄2(R̃Y2|X=x, PY2|X=x)

Q−1
Å

1− δ
2

ã
, (28)

with ξ ∈]0, 1[ arbitrarily small.

Theorem 1 implies that it is possible to covertly transmit
O(
√
n) bits in n channel uses by modifying an existing

broadcast code. In the next section, the bound (28) is shown
to be tight for the class of DM-BCs described in Section II-D.

IV. CONVERSE RESULTS

This section introduces some necessary conditions on the
parameters of any (n, C, M̂ , ε̂, δ)-covert code in the finite
block-length regime. Then an asymptotic upper bound is
presented for the case in which the random transformation
in (2) satisfies (13) and (14).

A. Finite Block-Length Analysis

Using Fano’s inequality [10], the following proposition
presents for every (n, C, M̂ , ε̂, δ)-covert code Ĉ an upper bound
on log2

Ä
M̂
ä

in terms of the empirical probability mass
functions induced by both the original code C and the covert
code Ĉ (Definition 3).

Proposition 2. Consider an (n,M, ε)-broadcast code C, de-
scribed by the system in (3), for the random transformation in
(2). Then, every (n, C, M̂ , ε̂, δ)-covert code satisfies

log2

Ä
M̂
ä
6

1

1− ε̂

(
1 + n

∑
x∈X

∑
x̂∈X

P̄X(x)θ(x)P̂X̂|X(x̂|x)

·D
(
PY1|X=x̂||PY1|X=x

)
+ P̄X(x)

θ(x)3

6
χ3(R̂Y1|X=x, PY1|X=x)

)
. (29)

Given a covert code, a covert sub-code can be obtained
by choosing the codewords whose weight is bounded. More
importantly, the cardinality of the set of upper-bounded-weight
codewords can be lower-bounded. The next proposition is
inspired by [8].
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Proposition 3. Let η > 0 be arbitrarily small. Consider
an (n,M, ε)-broadcast code C, described by the system in
(3), for the random transformation in (2). Assume that the
random transformation in (2) satisfies (13) and (14). Then,
every (n, C, M̂ , ε̂, δ)-covert code described by the system in
(6) can be formed by two sub-codes: one sub-code whose
codewords are in the set

W̃=

ß
v(i, j):ω(i, j)<2

…
n

d
Q−1

Å
1− δ − η

2

ã
, 1 6 i 6M,

and 1 6 j 6 M̂

™
; (30)

and another sub-code whose codewords are in the set

W̃c=

ß
v(i, j):ω(i, j)>2

…
n

d
Q−1

Å
1− δ − η

2

ã
, 1 6 i 6M,

and 1 6 j 6 M̂

™
. (31)

Moreover,
∣∣∣W̃∣∣∣ > MM̂

Ä
η
2 −

c√
n
− ε− ε̂

ä
, where c > 0 is a

constant.

B. Asymptotic Analysis

The following theorem introduces the main result of this
section.

Theorem 2. Consider a sequence C1, C2, C3, . . ., of
(n,Mn, εn)-broadcast codes for the random transformation
in (2), with limn→∞ εn = 0. Assume that the random
transformation in (2) satisfies (13) and (14). Then, for any
sequence Ĉ1, Ĉ2, Ĉ3, . . . of (n, Cn, M̂n, ε̂n, δ)-covert codes
with limn→∞ ε̂n = 0, it holds that

lim sup
n→∞

log2

Ä
M̂∗n(n, Cn, ε̂n, δ)

ä
√
n

<

2`√
d
Q−1

Å
1− δ − η

2

ã
, (32)

where d and ` are given in (13) and (14), respectively, and
η > 0 can be arbitrarily small.

Note that, for channels belonging to the class in Sec-
tion II-D, the right-hand side of (28) simplifies to

(1− ξ) 2`√
d
Q−1

Å
1− δ

2

ã
, (33)

with ξ ∈]0, 1[ arbitrarily small. Recalling that η in (32) can
be chosen to be arbitrarily close to zero, it follows that, for
such channels, the asymptotic bounds in Theorems 1 and 2
are tight; i.e., (33) gives the optimal scaling constant for
log2

Ä
M̂∗n(n, Cn, ε̂n, δ)

ä
with respect to

√
n.

V. DISCUSSION

Theorem 1 introduces a general achievability result that
reveals that it is possible to covertly transmit O(

√
n) bits

in n channel uses. Theorem 2 introduces an impossibility
(converse) result that is particular to the class of DM-BCs
described in Section II-D. Together, they provide a character-
ization of the asymptotic growth rate for the number of bits
that can be covertly transmitted in DM-BCs of this class.

Note that the scheme proposed here might not be optimal
for asymmetric channels. Indeed, if the channel is asymmetric,
it might be easier to replace a particular symbol x ∈ X in the
original codeword with another one in the covert codeword.
Therefore, in general one should allow the parameter θ to
depend on the symbol x that is replaced.

So far, a tight converse for general DM-BCs, i.e., those
that do not necessarily satisfy the conditions described in
Section II-D, is still an open problem. An interesting question
is whether the total variation distance used in the current work
can be replaced by the Kullback-Leibler divergence.

Finally, it is interesting to highlight that the problem intro-
duced in this paper is an instance of a more general problem.
In multi-user channels, broadcast codes can be altered to
perform other functionalities, e.g., simultaneous energy and
information transmission to an energy harvester, physical-layer
secrecy, etc.
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