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Abstract 19 

Even if cardiovascular magnetic resonance (CMR) perfusion imaging has proven its relevance 20 

for visual detection of ischemia, myocardial blood flow (MBF) quantification at the voxel 21 

observation scale remains challenging. Integration of an automated segmentation step, prior 22 

to perfusion index estimation, might be a significant reconstruction component that could allow 23 

sustainable assumptions and constraint enlargement prior to advanced modeling. Current 24 

clustering techniques, such as bullseye representation or manual delineation, are not 25 

designed to discriminate voxels belonging to the lesion from healthy areas. Hence, the 26 

resulting average time–intensity curve, which is assumed to represent the dynamic contrast 27 

enhancement inside of a lesion, might be contaminated by voxels with perfectly healthy 28 

microcirculation. 29 

This study introduces a hierarchical lesion segmentation approach based on time–intensity 30 

curve features that considers the spatial particularities of CMR myocardial perfusion. A first k-31 

means clustering approach enables this method to perform coarse clustering, which is refined 32 

by a novel spatiotemporal region-growing (STRG) segmentation, thus ensuring spatial and 33 

time–intensity curve homogeneity. 34 

Over a cohort of 30 patients, myocardial blood flow (MBF) measured in voxels of lesion regions 35 

detected with STRG was significantly lower than in regions drawn manually (mean difference 36 

= 0.14, 95% CI [0.07, 0.2]) and defined with the bullseye template (mean difference = 0.25, 37 

95% CI [0.17, 0.36]). Over the 90 analyzed slices, he median Dice scores calculated against 38 

the ground truth ranged between 0.62 and 0.67, the inclusion coefficients ranged between 39 

0.62 and 0.76 and the centroid distances ranged between 0.97 3.88 mm. Therefore, though 40 

these metrics highlight spatial differences, they could not be used as an index to evaluate the 41 

accuracy and performance of the method, which can only be attested by the variability of the 42 

MBF clinical index. 43 

 44 

 45 

 46 

  47 
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Introduction 48 

MR contrast-enhanced myocardial perfusion imaging (ceMPI) can supply insight into 49 

microcirculation in myocardial tissue[1]. In coronary artery disease (CAD), this method offers 50 

crucial information on the impact of vessel lesions with flow reduction. ceMPI also allows 51 

myocardial blood flow assessment, topics that are of major interest in CAD lesion detection 52 

and clinical decisions. Numerous studies have further demonstrated the ability to quantify 53 

myocardial perfusion from MR perfusion-weighted (PW) image series [2,3]. 54 

However, although quantitative perfusion indexes such as myocardial blood flow (MBF) have 55 

proven their usefulness for diagnosis [4,5], they remain rare in clinical use. Among the 56 

obstacles that must be overcome are (i) the complexity of the protocol from PW image 57 

acquisition to quantification, (ii) the wide variability between results produced by the 58 

approaches, (iii) the large amount of data that must be processed, and (iv) the numerous 59 

assumptions that must be met to reduce the number of solutions because deconvolution is an 60 

ill-posed inverse problem.  61 

Quantitative measurement approaches are usually divided into two categories: model 62 

independent and parametric approaches. Model-independent approaches assume the 63 

myocardial circulation system is linear and shift invariant (LSI) [2]. These approaches are often 64 

preferred but are noise sensitive because the introduction of small input errors might result in 65 

large measurement bias [6]. Large measurement biases particularly occur in regions with 66 

perfusion defects where the contrast-to-noise ratio (CNR) is poor due to low signal 67 

enhancement of the time-intensity curves. In contrast, model-dependent approaches rely on 68 

parametric determination of the residue function R(t) and are constructed with various levels 69 

of complexity [7]. Despite their theoretical accuracy, numerous assumptions must be satisfied 70 

prior to measurement that are often not sustainable and cannot be made at the voxel level in 71 

a reasonable amount of time. 72 

For these reasons, observation at a higher scale than the voxel is often preferred. Among the 73 

alternative methods are manual segmentation of lesions or the use of the American Heart 74 

Association (AHA) bullseye template, in which the myocardium regions are assigned to 17 75 

predetermined anatomical segments [8]. Manual segmentation requires that the boundary 76 

lesion delineation be left to the clinician, which is time-consuming and subjective due to 77 

operator dependence. If the AHA bullseye template method is rapid and sufficient in the supply 78 

of a semiquantitative coarse overview of the lesion extent in clinical summary reports, it is 79 

actually not an acceptable template for quantification. Indeed, the AHA theoretical anatomical 80 

boundaries rarely match the individual lesion shapes. This approximation can lead to a nearly 81 
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systematic over- or underestimation bias of the perfusion index, measurements depending on 82 

the perfusion level of the contaminating tissue. 83 

Recently, promising segmentation methods [9,10] have been proposed that locally cluster the 84 

voxels based on quantitative perfusion index similarity. However, even if these techniques 85 

supply segmentation that considers the shape of the suffering territory, the segmentation is 86 

conducted after the quantification. 87 

In this work, we propose a new segmentation method based on spatiotemporal region growing 88 

which clusters the neighboring myocardium voxels with similar tissue characteristics. This 89 

approach is based on temporal signal behavior that is wisely conditioned by lesion-specific 90 

features. Therefore, a first contribution is the extraction of the classically used lesion-specific 91 

features in a more robust way. 92 

The performance of our unsupervised boundary lesion delineation was evaluated by 93 

i) comparing the MBF values calculated in the obtained classified regions against these 94 

extracted from expert segmentation, over a cohort of 30 subjects referred for known or 95 

suspected CAD for a perfusion CMR with pharmacological stress in clinical settings and 96 

ii) comparing the ROIs obtained by our unsupervised technique and ROIs defined by expert 97 

segmentation by calculating the Dice score inclusion coefficient and the centroid distance. 98 

 99 

 Materials and methods 100 

Study population and MR Acquisition 101 

We recruited thirty patients referred for known or suspected CAD with perfusion CMR. The 102 

study was performed with the approval of the Institutional Review Board (IRBN 052019/ 103 

CHUSTE), and written informed consent was obtained from all subjects. We excluded patients 104 

if they had metallic implants or implanted cardiac devices incompatible with CMR, a glomerular 105 

filtration rate ≤ 30 ml/min, a high degree of atrioventricular (AV) blocks, severe chronic 106 

obstructive pulmonary disease, or claustrophobia. Patients were asked to abstain from 107 

caffeine-containing products for ≥ 12 hours prior to CMR examination.  108 

Perfusion imaging was performed using a dual-acquisition approach as described by 109 

Gatehouse et al. [11], on a 3 T MAGNETOM PRISMA scanner (Siemens Healthineers, 110 

Erlangen, Germany) with an 18-element surface coil. A standard protocol was used with 111 

cardiac localization, steady-state free-precession cine images acquired to cover the heart from 112 

base to apex. Contrast-enhanced inversion-recovery images were acquired 10 min after 113 
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injection. Vasodilation was obtained with a 0.4 ml bolus injection of Regadenoson (Rapiscan, 114 

GEMS) 1 minute before imaging. Perfusion acquisition was subsequently performed at 3 to 5 115 

short-axis locations at every heart beat with a bolus injection (6 ml/s) of gadoterate meglumine 116 

(0.2 mmol/kg) (Dotarem, France). We used the first 10 interbeat RR intervals for precontrast 117 

baseline signal measurement, and the data were acquired in free-breathing mode 60 to 110 118 

heartbeats (~60-70 s). Two types of images were acquired at every heart beat: i) a saturation 119 

recovery (SR)-prepared sequence with low resolution and a short-recovery-time (LR-SRT) 120 

image to avoid saturation of the LV-blood pool signal, and ii) SR-prepared with fine resolution 121 

and long-recovery-time (FR-LRT) images for 3 to 5 slices that could fit into the RR interval. 122 

The LR-SRT image series was used in arterial input function AIF estimation, and the FR-LRT 123 

series were used in perfusion analysis. The sequence acquired the first 3 proton density (PD)-124 

weighted scans planned for signal spatial normalization (flip angle 5°) before imaging of the 125 

T1-weighted frames. T1 weighting was obtained with a nonselective SR pulse train followed 126 

by a saturation recovery time, defined as the duration between the end of the saturation pulse 127 

and the beginning of k-space acquisition. The acquisition kernel was a 2D single-shot turbo-128 

Flash sequence. The FR-LRT main acquisition parameters were assigned as follows: spatial 129 

resolution = 1.98 × 1.98 mm², long saturation-recovery time = 43 ms, flip angle α = 10°, 130 

TR = 2ms, echo time TE = 0.95 ms, parallel acquisition (TPAT) mode using generalized 131 

autocalibrating partially parallel acquisitions (GRAPPA) with acceleration factor = 3, and linear 132 

k-space reordering. The LR-SRT images main MR parameters were: 133 

spatial resolution = 5.94 × 5.94 mm², flip angle α = 8°, repetition time TR = 1.3 ms, echo time 134 

TE = 0.74 ms, short saturation recovery time = 5 ms, centric k-space reordering. For both 135 

acquisitions, slice thickness = 8 mm, FOV = 380×380 mm2.  136 

 137 

Data analysis 138 

This section details the proposed data processing, which is summarized in figure 1. In the 139 

following, we denote an image series as the time-intensity curves ci(t) of each voxel vi. 140 

  141 
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 142 

 143 

Figure 1: Global overview of the proposed pipeline for the myocardium segmentation process. 144 

Inputs of the pipeline are the low-resolution short-recovery-time (LR-SRT) and fine resolution 145 

long-recovery-time (FR-LRT) image series. The steps described in the Materials and methods 146 

are numbered here by the bullet points from 1 to 5. Both series types are processed 147 

independently (step 1 and 2) to extract myocardium time intensity curve features (step 3). 148 

These features are exploited to process the segmentation approach composed of a first 149 

coarse k-means clustering (step 4), allowing myocardium lesion location. It is followed by 150 

spatio temporal region-growing (STRG) segmentation refinement giving a precise contour of 151 

the lesion (step 5). The results are finally compared to reference segmentations performed by 152 

two experts. The ground-truth segmentation is the result of their consensus of what they 153 

considered as  definite ischemic lesion. 154 

  155 



7 
 

Step 1: Preprocessing of MOCO, normalization and manual myocardial segmentation 156 

First, all MR images (LR-SRT and FR-LRT) were normalized and motion corrected by the non-157 

rigid Siemens MOCO algorithm [12], as reported in Figure 1. For each slice level, LV 158 

myocardium segmentation was manually performed by drawing the endo- and epicardial 159 

contours on the temporal-maximal-intensity-projection (tMIP) image [10,13]. This image was 160 

enhanced with an emphasis filter to sharpen the myocardium borders. This image clearly 161 

delineated the endo- and epicardial contours, especially by highlighting the left and right 162 

ventricle cavities, as well as the LV lateral portion of the myocardial wall. We applied the same 163 

myocardium segmentation template for all analyses. 164 

Step 2: Estimating AIF to improve feature extraction 165 

Most of the approaches that address myocardial lesion segmentation [14] or analysis are 166 

based on the features extracted from FR-LRT: peak value, time to peak, maximum upslope, 167 

area under the curve, contrast agent bolus arrival delay, etc. These features might not be 168 

robustly extracted from the image series because artifacts, noise, movement correction errors 169 

or normalization bias can occur in a clinical acquisition context. Therefore, we attempted to 170 

improve the feature extraction using assumptions based on AIF knowledge.  171 

We first estimated the AIF from the LR-SRT images to avoid signal distortions. On these 172 

images, the blood pool was detected first. From this detection, the curve with the maximum 173 

peak intensity value Cmax(t) served as a reference to aggregate other voxels, with ci(t) reaching 174 

80% of this maximum value(see appendix A1). Finally, all of the curves were averaged to 175 

compute the mean AIF time-intensity curve Sa(t)  176 

Subsequently, we extracted the following features from Sa(t): 177 

 peak value Pa, as the maximum value reached by Sa (t) 178 

 peak date tPa, as the time required for Sa to reach Pa 179 

 foot tFa, as the time required for Sa to reach 5% of Pa before reaching Pa 180 

 AIF first pass end date tEa, as the minimum signal intensity value reached by Sa after 181 

tPa and before the recirculation peak. 182 

Step 3: Robust tissue features extraction for improved segmentation 183 

As described in step 2, robust segmentation relies on features that are wisely extracted from 184 

the myocardium tissue time-intensity curves Sm(t). Indeed, the robustness and accuracy of the 185 

segmentation method described in this article rely on these features. A high contrast-to-noise 186 

ratio (CNR) of Sa(t) makes AIF features extraction easy. However, myocardium time-intensity 187 



8 
 

curves Sm(t) with lower CNR and more exposure to artifacts require more complex processing 188 

to yield accurate feature extraction. In the following section, we propose a new lesion specific 189 

feature extraction method that is more robust to artifacts. We combine the prior knowledge of 190 

the Sa(t) features with two assumptions. First, the studied system is causal. As a consequence, 191 

myocardium signal enhancement cannot start before tFa. Second, we consider that the Sm(t) 192 

peak value cannot occur after the end of the AIF first pass. These latter values are set as 193 

hierarchical constraints for search of Sm(t) features of voxels present in the myocardium region 194 

(manually delineated) extracted from the FR-LRT images in manner similar to AIF estimation: 195 

 The peak value Pm in the tissue is calculated as the maximum value of Sm(t) with t 196 

ranging from the AIF foot and the end of the AIF first pass (equation 1) 197 

𝑃𝑚 = max
𝑡∈[𝑡𝑃𝑎; 𝑡𝐸𝑎]

( 𝑆𝑚(𝑡) )   (1) 

 198 

 The peak date tPm is the time required for Sm(t) to reach Pm 199 

 The area under the curve AUC is calculated as the sum of the Sm(t) values 200 

(equation 2) 201 

𝐴𝑈𝐶 = ∑|𝑆𝑚(𝑡)|

𝑡𝑃𝑚

𝑡=0

 
(2) 

 

 The Sm(t) foot tFm is calculated in the same way as tFa 202 

 The bolus arrival delay ΔtFm is calculated as the time difference between tFa and tFm 203 

(equation 3) 204 

𝛥𝑡𝐹𝑚 = 𝑡𝐹𝑚
− 𝑡𝐹𝑎 

(3) 

 

 The maximum upslope is calculated as the maximum intensity difference in a time 205 

interval ∆𝑡 between two consecutive acquisitions in the time range from tFm to tPm 206 

(equation 4) 207 

 𝛿𝑚𝑎𝑥 = max
𝑡 ∈ [𝑡𝐹𝑚; 𝑡𝑃𝑚]  

(𝑆𝑚(𝑡 + ∆𝑡) − 𝑆𝑚(𝑡))   
(4) 

 

 The time to peak Δtmax is the time difference between tFm and tPm (equation 5) 208 

𝛥𝑡𝑚𝑎𝑥 = 𝑡𝑃𝑚 − 𝑡𝐹𝑚 
(5) 

 

 209 

This hierarchical approach avoids feature computation errors due to noise and variability of 210 

the time-intensity curve shapes and supplies robust material for the following lesion detection 211 

step. In the following segmentation approach, the 4 features Pm, δmax, AUC and Δtmax are used. 212 
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Figure 2 presents a 3-dimensional space representation of the features extracted from the 213 

time-intensity curves in the PW images acquired on a patient suffering from a severe stenosis. 214 

The three dimensions are the usual perfusion semi quantitative parameters: maximum slope 215 

δmax, peak value Pm and time to peak Δtmax. This plot gives a simple visualization of the 216 

differences between the time-intensity curve features from the affected regions and from 217 

remote tissue.  218 

 219 

Figure 2: Extraction of myocardium voxels’ time-intensity curve features (peak value, time to 220 

peak and maximum slope). The extraction starts from the voxel seed (red voxel in a.) with the 221 

lowest area under the curve and considered the center of the lesion. The seed is iteratively 222 

expanded to its neighbors, according to equation 9. At each iteration, the tolerance threshold 223 

K is incremented until covering the entire myocardium. The map on (b) represents the 224 

minimum value of K required to include a voxel in the region. (c) Time-intensity curve features 225 

of each voxel are displayed in the 3D feature space. Color map of the points is identical to (b). 226 

The magenta curve in (c) represents the region-growing scheme of the average time-intensity 227 

curve feature evolution of the growing region as a function of the iteration.  228 
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Step 4: Segmentation based on K-means clustering 229 

From the features Pm, δmax, AUC and Δtmax extracted from the voxels in the myocardial region 230 

and for each slice, a first coarse clustering pass was applied using the k-means [15] algorithm. 231 

The choice of k-means was motivated by the fact that only one parameter is needed by this 232 

simple and well used method for segmentation problems. The principle of this unsupervised 233 

approach is briefly reviewed.  234 

The aim is to cluster the myocardium voxels vi into a defined number of clusters k. Each voxel 235 

vi is associated with a vector of feature values𝜑𝑖. k-means clustering consists of minimizing 236 

the vector distance of voxels within a cluster by iteratively moving µj (equation 6): 237 

min ∑ ∑ ‖φ𝑖 − 𝜇𝑗‖
2

φ𝑖 ∈ 𝐶𝑗

𝑘

𝑗=1

 
(6) 

 

 238 

where j is the cluster index, i is the voxel vector index number, 𝜑𝑖 and μj are respectively the 239 

feature vectors [Pm, δmax, AUC, Δtmax] of voxel i and cluster centroid j, and Cj is the set of voxels 240 

associated with cluster j (a voxel 𝜑𝑖  is associated with its closer Cj according to the Euclidean 241 

distance). 242 

This minimization is performed by k-means based on the algorithm proposed by Arthur and 243 

Vassilvitskii [16], which improves the running time and the overall quality of the final solution. 244 

Based on physiological considerations, the number of clusters k was set to 3, assuming that 245 

a gradient exists in the voxel features from the healthy tissue areas to the affected tissue 246 

areas. The third cluster gathers voxels with maximal time-intensity curve features, and the 247 

second gathers voxels with gradual time-intensity curve enhancement. The first cluster is 248 

composed of voxels with the poorest enhancement features.  249 

Voxels vi belonging to the first cluster C1 (i.e., the voxels cluster with the lower average time-250 

intensity curve sum) are considered abnormal perfusion areas and are reported in a 2-251 

dimensional mask R. This mask R is finally set as an input of a connected component analysis 252 

to identify possible multiple lesion regions labeled Rn in the myocardium, where all 8-connexity 253 

connected voxels vi reported in R are labeled with an identical value. This rule can be 254 

described by equation 7: 255 

𝑅 = 𝐶1 =  ⋃ 𝑅𝑛

𝑛

  (7) 

  256 
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Step 5: Myocardial lesion segmentation refinement using spatiotemporal region 257 

growing (STRG) 258 

This step details our major methodological contribution: the STRG algorithm is applied on 259 

each labeled region Rn outputted by the k-means clustering described in step 4. The principle 260 

of this approach is to expand a seed defined as the voxel with the lowest time-intensity curve 261 

sum, as defined by equation 8: 262 

𝑣𝑠𝑒𝑒𝑑,𝑛 =  arg min
𝑣 ∈ 𝑅𝑛

∑ 𝐶𝑣(𝑡)𝑇
𝑡=0   

(8) 

 

where n is the index of the labeled region Rn, and T is the last acquisition of the time series. 263 

The region Rn is expanded on its 12 connected neighbors (Figure 3-a) belonging to Rn, and 264 

matching the condition set by equation 9:  265 

 ‖𝐶𝑖(𝑡) −  𝐶𝑠𝑒𝑒𝑑,𝑅𝑛(𝑡)‖
∞

≤ 𝐾, 𝑤𝑖𝑡ℎ 𝑖 𝑠𝑢𝑐ℎ 𝑎𝑠 𝑣𝑖 ∈ 𝑁12(𝑅𝑛) 
(9) 

 

We note that each vi is the time-intensity curve Ci(t) and that ‖∙‖∞ represents the infinity norm, 266 

meaning that we retain the maximum difference between Ci(t) and Cseed,Rn(t). In other words, 267 

at each acquisition the intensity difference between the current analyzed voxel vi and the seed 268 

must be lower than a tolerance threshold K. 269 

 270 

Figure 3: (a) 12-connected neighboring pattern and (b) Principle of inclusion coefficient of set 271 

B in A with 3 examples. (Left) B is totally included in A (Φ = 1), (center) exactly half of set B is 272 

out of A (Φ = 0.5), and (right) B is completely out of A (Φ = 0). 273 

  274 
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STRG is repeated by incrementing the value of K, starting from K = 1. At each iteration, the 275 

average time-intensity curve Savg
K (t) of the region 𝑅𝑖

𝐾 found by STRG and its feature vector 276 

𝐹𝑎𝑣𝑔
𝐾  = [Pm, δmax, AUC, Δtmax] are calculated. This algorithm is iterated until it reaches the 277 

feature consistency condition as defined in the following: 278 

Lesion segmentation refinement:  

Input: Ri input (coarse) segmentation from k-means 

           λ: consistency coefficient 

Outputs: K*: the optimal tolerance threshold, 

                M𝜆 : the refined segmentation of Ri 

beginning 

K ← 0 

do 

       K ← K + 1 

       Ri
K ← STRG(Ri, K) 

       Savg
K (t) ← mean of Ci(t) of vi ∈ Ri

K 

       𝐹𝑎𝑣𝑔
𝐾  ← Compute Features of Savg

K (t) 

while  (
‖𝐹𝑎𝑣𝑔

𝐾 ‖−‖𝐹𝑠𝑒𝑒𝑑‖

‖𝐹𝑠𝑒𝑒𝑑‖
≤ 𝜆) AND (Ri

K < 𝑅𝑛)  

M𝜆 ← Ri
K 

K*← K 

End 

 279 

This finer segmentation Mλ supplies spatial consistency and guarantees time-intensity curve 280 

similarity in the region outputted by STRG. Indeed, the neighboring voxels included in the 281 

lesion mask are associated with a signal for which the degree of characteristic variation is 282 

controlled by the λ criterion. 283 

This algorithm was applied by varying the feature consistency coefficient λ from 0.1 to 0.7 with 284 

an incremental value of 0.1. The results were compared with the medical expert segmentation 285 

ground-truth masks G considered as a reference by calculating the Dice scores D [17] to 286 

determine the optimal value for λ*. λ* was defined as the lower λ value that gave the higher 287 

Dice score (equation 10) average over the basal, mid-cavity and apical slices. 288 

𝜆∗ = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝜆

(𝐷𝑖𝑐𝑒(𝑀𝜆, 𝐺))  (10) 
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where Mλ is the segmentation mask processed by automated segmentation. The Dice score 289 

is an efficient index that compares the similarity of two segmentations: the proposed 290 

segmentation mask M and the ground truth mask G. If the masks perfectly overlap, the Dice 291 

score is equal to 1. If masks share no pixels in common, the score is 0. The Dice score is 292 

computed as follow (equation 11): 293 

𝐷𝑖𝑐𝑒(𝑀𝜆, 𝐺) =  
2 ∙ (𝑀𝜆 ⋂ 𝐺)

𝑀𝜆 + 𝐺
 (11) 

where |.| means the cardinality of the set and ∩ is the intersection of the two masks. An 294 

inclusion coefficient was also calculated from the results computed with STRG and configured 295 

with λ = λ*. This criterion is based on medical expert segmentation used as a reference and 296 

reflects the automated segmentation mask inclusion in the reference. The inclusion coefficient 297 

is established by equation 12: 298 

𝛷 =  
𝑀𝜆∗ − 𝑀𝜆∗\𝐺

𝑀𝜆∗
 (12) 

 299 

This coefficient calculates the ratio between the surface of Mλ* overlapping with G over the 300 

surface of M λ*. Hence, if Mλ* is completely included in G, then the resulting inclusion criterion 301 

is Φ = 1. The score decreases as the surface of M λ* deviates from mask G until it reaches 302 

Φ = 0, when both masks have no common voxels. The principle of this index is represented 303 

in Figure 3-b. 304 

We finaly assessed the lesion detection accuracy from the centroid distance. This metric 305 

evaluates the distance between the lesion centroids detected by STRG and the ground truth 306 

segmentations. The centroid C of a lesion region was computed from equation 13: 307 

𝐶 =  (
𝑀10

𝑀00
,
𝑀01

𝑀00
) (13) 

 308 

where M00, M10, and M01, represent respectively the area, the horizontal moment, and the 309 

vertical moment, calculated with equation 14: 310 

𝑀𝑖𝑗 =  ∑ ∑ 𝑥𝑖𝑦𝑗𝑅(𝑥, 𝑦)

𝐻

𝑦=1

𝑊

𝑥=1

 (14) 

 311 

The distance D between two centroids C1 and C2 was then calculated as the Euclidian distance 312 

(equation 15). 313 
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𝐷 =  √((𝑥𝐶2 − 𝑥𝐶1) − (𝑦𝐶2 − 𝑦𝐶1)) (15) 

 314 

 315 

Manual segmentation 316 

Ischemic lesion segmentation was conducted blindly, randomly and independently on a 317 

dedicated postprocessing workstation by two level-3 CMR-experienced observers who were 318 

unaware of the clinical and angiographic data. The observers were asked to delineate what 319 

they would consider the definite ischemic lesion and the remote normal region. They were 320 

only allowed to use the original DICOM images for analysis, and lesion segmentation was 321 

performed on the frame that was considered the most representative.  322 

Ground-truth segmentation  323 

Both experts were asked to reach a consensus on the definite ischemic lesion with all available 324 

clinical and angiographic data made available to them. They were also allowed to use an 325 

interactive spatiotemporal clustering mapping tool to refine their decision based on all 326 

spatiotemporal available data. The algorithm of this semi-automated segmentation tool is quite 327 

similar to STRG because it allows the user to select a voxel as a seed that is iteratively 328 

expanded on its neighbors by matching the condition set by equation (9). In our case, the 329 

value of the tolerance threshold was manually set by the user. This final ground-truth 330 

segmentation (also known as G) mask set was defined as the reference for subsequent 331 

comparisons. 332 

  333 
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Statistical analysis 334 

Data were screened for normality using the Shapiro-Wilk test, and were accordingly reported 335 

as the mean ± standard deviation (SD) or median and 95% confidence interval [95% CI]. Using 336 

two-way mixed ANOVA modeling, the MBF values were compared among segmentation 337 

methods (within-subject factor), with assessment of the main effect and potential interaction 338 

of the slice level or type of disease (CAD or microvascular disease) (between-subject factors). 339 

Box’s conservation correction factor was applied to account for sphericity violation. Posthoc 340 

pairwise comparisons were performed when applicable using Bonferroni adjustments.    341 

Statistical analysis was performed using Medcalc 18.2.1 (Ostend, Belgium) and Stata SE 15.1 342 

(Statacorp, College Station, TX, USA). For all analyses, statistical significance was accepted 343 

at p < 0.05. 344 

 345 

Results 346 

Among the 30 included patients, 22 demonstrated focal hypoperfused lesions that were 347 

related to macrovascular CAD disease (1-vessel = 9, 2-vessels = 6, 3-vessels = 7), and 8 348 

patients displayed a microvascular diffuse disease (dilated cardiomyopathy = 2, diabetes = 3, 349 

hypertrophic cardiomyopathy = 3).  350 

Comparison of MBF values obtained across segmentation approaches 351 

The MBF values obtained after lesion segmentation with the various approaches are shown 352 

in Figure 4. Overall, although no main effect of slice location (p = 0.27) or disease type 353 

(p = 0.19) was observed, a significant interaction was noted between disease type and method 354 

(F(5; 410) = 3.55, p = 0.004). A statistically significant difference in mean MBF values was 355 

found across methods (F(5; 415) = 31.24, p < 0.001). Pairwise comparisons showed that 356 

although only a minimal and nonsignificant difference was found between the ground-truth 357 

reference and STRG (mean difference = 0.02, 95% CI[-0.07, 0.04], p > 0.9) or k-means (mean 358 

difference = 0.046, 95% CI [-0.1,0.01], p = 0.24), significantly higher mean MBF was observed 359 

for both manual segmentation (mean difference = 0.14, 95% CI [0.07, 0.2]) and AHA (mean 360 

difference  = 0.25, 95% CI [0.17, 0.36]).  361 

 362 
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 363 

Figure 4: Average MBF measurements calculated at voxel observation scales in lesions 364 

regions detected by ground-truth segmentation defined by a consensus between two medical 365 

experts (Gr-Truth), STRG and prior coarse segmentation (STRG and K-means, respectively), 366 

manual segmentations performed by the two experts (Manual 1 and Manual 2), and AHA 367 

bullseye segmentation (AHA). 368 

 369 

In the lesion regions detected by STRG, we calculated the mean and standard deviation of 370 

the blood flows of each MBF measured directly at the voxel scale, MBFvox  and SD(MBFvox), 371 

respectively. We compared these with the blood-flow MBFROI measured on the ROI average-372 

time curve. The median values of the differences observed in the base, middle and apex slices 373 

were 20%, 8% and 16% respectively. The standard deviation over the time-intensity curve 374 

baseline showed reductions of 58%, 48% and 43% when calculated on the ROI average time 375 

curve, hence improving significantly the average time-intensity curve CNR. 376 

Overall, although no main effect of slice location (p = 0.27) or disease type (p = 0.19) was 377 

observed, a significant interaction was noted between disease-type and method 378 

(F(5; 410) = 3.55, p = 0.004). A statistically significant difference in mean MBF values was 379 

found across methods (F(5; 415) = 31.24, p < 0.001). Pairwise comparisons showed that 380 

although only a minimal and nonsignificant difference between the ground-truth reference and 381 

STRG (mean difference = 0.02, 95% CI[-0.07, 0.04], p > 0.9) or k-means (mean difference = 382 
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0.046, 95% CI [-0.1,0.01], p = 0.24) occurred, significantly higher mean MBF was observed 383 

for both manual segmentation (mean difference = 0.14, 95% CI [0.07, 0.2]) and AHA (mean 384 

difference  = 0.25, 95% CI [0.17, 0.36]. Such results suggest that STRG is more efficient over 385 

the 3 slice levels (base, middle and apex) than the other tested approaches. 386 

When considering the MBF difference between the lesion and the remote region (delta-MBF) 387 

in CAD subjects, significant overall differences were found across methods 388 

(F(4; 4236) = 17.43, p < 0.001). No difference in delta-MBF was observed between ground-389 

truth and STRG approaches (mean difference = -0.03, 95% CI[-0.103, 0.040], p > 0.9).The 390 

delta-MBF was significantly underestimated by manual (m1 p = 0.004, m2 p = 0.02) and AHA 391 

approaches (p < 0.001). 392 

Comparison of classifiers using Dice score inclusion coefficient and centroid distance 393 

metrics 394 

The median Dice scores calculated for pairs of ground-truth and automatically computed 395 

masks Mλ for each value of λ and by slice are listed in Table 1. The first column shows the 396 

Dice score reached with the simple k-means preclustering approach masks R. Based on the 397 

Dice scores, overall higher patient mask matches were obtained for a coherence coefficient 398 

value of λ = 0.5. Median scores were respectively equal to Dbase = 0.62, Dmiddle = 0.63 and 399 

Dapex = 0.66 for base, middle and apical slices. These scores were higher than those obtained 400 

with k-means presegmentation (Dbase = 0.62, Dmiddle = 0.59 and Dapex = 0.56, respectively) 401 

showing that similarity with the ground-truth mask was better after STRG refinement. 402 

 k-

means 
λ = 0.1 λ = 0.2 λ = 0.3 λ = 0.4 λ = 0.5 λ = 0.6 λ = 0.7 

Base 0.62 0.60 0.58 0.62 0.64 0.62 0.65 0.64 

Middle 0.59 0.60 0.61 0.63 0.64 0.63 0.63 0.63 

Apex 0.56 0.60 0.60 0.60 0.61 0.66 0.63 0.63 

Median 0.59 0.60 0.60 0.62 0.63 0.64 0.64 0.63 

 403 

Table 1: Median Dice scores among all patients for the three slice levels calculated between 404 

expert segmentation masks and k-means clustering (first column), or STRG segmentation 405 

masks with λ coefficient values ranging from 0.1 to 0.7. The best Dice score (green column) 406 

was obtained for λ= 0.5. 407 

Tables 2 and 3 report the Dice scores obtained on the same population of patients but divided 408 

into two categories: those suffering from focal myocardial lesions (22 patients) and those 409 
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suffering from diffuse ischemic diseases (8 patients). The best Dice score for focal lesions was 410 

obtained with a slightly higher λ value than for the  diffuse lesions. With respect to the relatively 411 

low number of patients included in the study and especially when subdivided into subsets, 412 

median calculation was chosen instead of average. 413 

 414 

 
k-

means 
λ = 0.1 λ = 0.2 λ = 0.3 λ = 0.4 λ = 0.5 λ = 0.6 λ = 0.7 

Base 0.62 0.60 0.58 0.66 0.62 0.59 0.64 0.63 

Mid 0.59 0.58 0.61 0.63 0.64 0.63 0.67 0.63 

Apex 0.59 0.65 0.63 0.66 0.66 0.67 0.67 0.67 

Median 0.60 0.61 0.61 0.65 0.64 0.63 0.66 0.64 

 415 

Table 2: Median Dice score calculated identically to Table 1, by selecting only the patient sub-416 

population with a focal 1- or 2-vessel disease. The best Dice score (green column) was 417 

obtained for λ= 0.6. 418 

 419 

 
k-

means 
λ = 0.1 λ = 0.2 λ = 0.3 λ = 0.4 λ = 0.5 λ = 0.6 λ = 0.7 

Base 0.61 0.61 0.56 0.67 0.67 0.67 0.67 0.67 

Mid 0.60 0.65 0.60 0.63 0.63 0.62 0.58 0.62 

Apex 0.56 0.60 0.60 0.60 0.61 0.66 0.63 0.63 

Median 0.59 0.62 0.59 0.63 0.64 0.65 0.63 0.64 

 420 

Table 3: Median Dice score calculated identically to Table 1, by selecting only the patient sub-421 

population with diffuse micro-vascular lesions. The best Dice score (green column) was 422 

obtained for λ= 0.5 which was the same as for the complete patient population. 423 

 Figure 5 presents the segmentation results from image series acquired on 6 patients suffering 424 

from various ischemic lesions. The plots display the average time-intensity curves of the 425 

largest regions identified by the final segmentation. In 3 cases (B1, B2 and F1) out of 6, the 426 

masks found by the STRG algorithm were more restrictive than the masks found by k-means 427 

presegmentation. In all cases and as expected, the average time-intensity curve of the region 428 

outputted by STRG cSTRG(t) presented a greater peak value enhancement and was smoother 429 

than that of cseed(t). When the optimal STRG region Mλ* was more restrictive than the k-means 430 
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region R, the behavior of the voxels present in R and outside of Mλ* showed important 431 

differences (higher peak value, maximum slope and AUC). This result shows the importance 432 

of the refinement supplied by the STRG approach to reach an average signal that is as close 433 

as possible to the lesion center without contamination by voxels showing intermediate or low 434 

perfusion defects. Oscillations in the time-intensity curves displayed in plot F1 and especially 435 

F2 reveal motion correction mismatches. Despite these artifacts, segmentation was accurately 436 

detected in both cases. 437 

 438 

Figure 5: Segmentation results on mid-ventricular slices acquired in 6 different subjects. Endo 439 

and epicardium borders are defined by the red and green contours, respectively. Images on 440 

columns A and D expose the manual lesion segmentation. k-means and STRG segmentations 441 

are displayed in columns B and E, respectively, with light-blue boundaries and with colored 442 

masks. The color map of the STRG mask indicates the threshold value K for which the voxel 443 

has been included in the region. The plots in columns C and F show time-intensity curves of: 444 

(purple) normal voxels; (light blue) voxels belonging to k-means segmentation and out of the 445 

STRG mask (if any); (orange) the STRG mask average; and (dark blue) the STRG seed voxel. 446 

Purple arrows indicate the spatial position of the voxel from which was extracted normal signal.  447 

  448 
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Table 4 indicates the median and interquartile range (IQR) of inclusion coefficients Φ of STRG 449 

segmentation masks Mλ* in the ground-truth masks. These values were calculated over all 450 

patient cohorts and over the dense and diffuse patient subsets on basal, middle and apical 451 

slices. In the complete patient set, the median (IQR) inclusion coefficients Φ were equal to 452 

Φbase = 0.68 (0.30), Φmiddle = 0.62 (0.27) and Φapex = 0.75 (0.30). In comparison, the median 453 

(IQR) inclusion coefficients of the k-means segmentation masks R in the ground truth mask 454 

were Φbase = 0.56 (0.28), Φmiddle = 0.56 (0.22) and Φapex = 0.55 (0.34). This result indicates that 455 

in all cases, inclusion was significantly greater with STRG segmentation than with k-means 456 

presegmentation. Table 4 also indicates that the inclusion coefficients are greater on diffuse 457 

lesions than on focal ones.  458 

 Base Middle Apex 

Median IQR Median IQR Median IQR 

All 

patients 

(λ = 0.5) 

 

0.68 0.30 0.62 0.27 0.75 0.30 

focal 

lesions 

(λ = 0.6) 

 

0.63 0.30 0.62 0.28 0.74 0.34 

Diffuse 

lesions 

(λ = 0.5) 

0.73 0.23 0.69 0.21 0.76 0.19 

Table 4: Median and interquartile range inclusion coefficients of automated STRG 459 

segmentation against expert segmentation, calculated over the entire patient population, focal 460 

lesion subset, and diffuse lesion subset. The coefficient was calculated over basal, middle and 461 

apical slices. 462 

  463 
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  Focal 1- or 2-vessel disease Diffuse micro-vascular 

disease 

k-means STRG  

(λ = 0.6) 

k-means STRG  

(λ = 0.5) 

Dice 

Score 

Base 0.62(0.20) 0.64(0.19) 0.61(0.20) 0.67(0.16) 

Middle 0.59(0.16) 0.67(0.14) 0.60(0.26) 0.62(0.17) 

Apex 0.59(0.21) 0.67(0.21) 0.56(0.18) 0.66(0.17) 

Inclusion 

Coefficient 

Base 0.53(0.21) 0.63(0.30) 0.67(0.48) 0.73(0.23) 

Middle 0.56(0.25) 0.62(0.28) 0.57(0.18) 0.69(0.21) 

Apex 0.58(0.37) 0.74(0.34) 0.55(0.15) 0.76(0.19) 

Centroid 

Distance 

(mm) 

Base 3.22(2.80) 2.54(1.38) 2.31(3.45) 1.64 (1.44) 

Middle 3.15(2.24) 2.33(2.81) 1.84(1.12) 1.73(0.68) 

Apex 1.67(1.42) 0.97(0.99) 3.88(5.51) 2.93(1.52) 

Table 5 : Median (IQR) Dice scores, inclusion coefficients and centroid distances (in mm), 464 

calculated over the two patient sub populations for basal, middle and apical slices. 465 

Table 5 summarizes the medians and interquartile ranges of Dice scores, inclusion coefficients 466 

and centroid distances between ground truth and regions detected by k-means and STRG for 467 

the two categories of populations. In all cases, the scores were improved by STRG refinement 468 

compared to the respective k-means. While the Dice score gave information on the lesion 469 

coverage, the centroid distance informed on the location accuracy of the lesion core. 470 

Reduction of this distance with the use of STRG, suggests a closer lesion core location to 471 

ground truth as defined by experts. 472 

We calculated the median and IQR of the K* values used in segmentation over the all-patient 473 

set and by disease type as defined above (CAD or diffuse diseases) with their respective λ* 474 

values. These values are reported in Table 6 by slice (base, middle and apex). Minor 475 

differences were observed between the optimal thresholds used in the context of either CAD 476 

of diffuse disease lesion. Nevertheless, in all cases the coefficient IQR calculations indicated 477 

a high variability because they ranged from 10.5 to 12. This observation highlights an 478 

important amplitude of the used thresholds over all datasets that was independent of the type 479 

of lesion and shows that the use of an adaptive threshold was necessary for robust and 480 

accurate segmentation.  481 
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 Base Mid Apex 

 Median IQR Median IQR Median IQR 

All 

patients 

(λ = 0.5) 

 

8.50 11.5 7 10.5 10.5 12 

Focal 

lesions 

(λ = 0.6) 

 

8 13 7 13 12 11 

Diffuse 

lesions 

(λ = 0.5) 

10.5 9 11 10 6 14 

Table 6: Median and interquartile range applied threshold K* for STRG segmentation over 482 

(line 1) the complete patient population with λ= 0.5, (line 2) the patient population with a 483 

focal ischemic lesion and with λ= 0.6, and (line 3) the patient population with diffuse 484 

ischemic lesion λ= 0.5 485 

Principle component analysis 486 

Principle component analysis (PCA) was applied by using the time-intensity curve features 487 

extracted from the lesion regions obtained by automated segmentations. PCA was performed 488 

to determine selected salient features of the perfusion curves within the different types of 489 

segmented lesions. The Pareto diagram in Figure 6 indicates that more than 90% of the 490 

information stored in the time-intensity curve features was carried by the first 3 components. 491 

For all slices, the first component was essentially based on the peak value and maximum 492 

slope, which were highly correlated. The second component was mainly defined by the delay 493 

and time-to-peak features. The orthogonality of these features to the maximum slope and peak 494 

value suggests independence between the two groups of features. Delay and time to peak 495 

were highly correlated in the middle-and apex plot and negatively correlated in the base plot.  496 
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 497 

Figure 6: (top-left) Pareto diagram and principle component analysis plots of average time-498 

intensity curves features in regions automatically segmented by the proposed approach. For 499 

ease of visualization, PCA diagrams were plotted over 2 dimensions that already contained 500 

more than 75% of the information. Blue points represent focal lesions and magenta diffuse 501 

ones.   502 

The diffuse lesion region signal features appeared to be significantly influenced by the time to 503 

peak value and maximum slope feature, especially when examining the apex PCA plot. Focal 504 

lesion features were spread over the diagram plot with no significant influence from any 505 

feature.  506 

No significant difference between diffuse and focal lesions could be observed. However, it is 507 

clear that the diffuse lesion population is more concentrated around the peak value and 508 

maximum slope feature vector. This outcome was actually expected because enhancement 509 

is more effective in this type of pathology than in focal lesions where the peak value was 510 

extremely weak. Hence, the variability could not be determined.  511 

Figure 7 indicates a lesion detected on a patient slice with a focal lesion and aliasing artifact. 512 

The presence of this artifact had no impact on the final segmentation due to the use of 3 513 
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clusters at the k-means segmentation step. Indeed, a cluster was “sacrificed” for the artifact, 514 

but the lesion cluster was sufficiently robust to allow accurate STRG segmentation.  515 

 516 

Figure 7: (left) STRG segmentation result (green) on an image series with aliasing artifact 517 

occurring on an inferior segment shown by red arrows; (right) Plots of time-intensity curves of 518 

voxels and regions associated with artifact (red) , lesion region detected by STRG (green), 519 

lesion region’s seed (blue), voxels out of lesion region (gray). 520 

  521 
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Discussion 522 

This proposed segmentation approach offers a robust, easy, reliable and objective automatic 523 

method to detect most representative pixels from ischemic coronary lesions using PW images 524 

based on the time-intensity curve shapes and features of voxels belonging to the myocardium. 525 

Average MBF values measured in targeted lesion regions are indeed lower and closer to the 526 

ones obtained by the expert ground-truth classification and have lower standard deviation in 527 

the determined region. 528 

Our hierarchical approach proposes a first rough segmentation based on time-intensity curve 529 

feature similarity and refinement by a method that sets spatial and temporal constraints 530 

regulated by the time-intensity curve features to exploit the totality of the information given by 531 

the PW images, especially in the temporal dimension. Exploitation of the spatial constraint 532 

only after the second step (STRG) enable multiple lesion detection when it occurs (Figure 533 

5[B2-E2], and Figure 8) since STRG is performed as many times as the number of connected 534 

regions detected by k-means clustering.  535 

 536 

 537 
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Figure 8: (top line) Ground-truth segmentation and (middle line) segmentation results on PW-538 

image series at peak enhancement acquired sequentially without delay after the RR wave on 539 

a patient with multiple lesions on anterior, septal, and inferolateral segments. Green and red 540 

lines indicate the endo and epicardial bounds. k-means (cyan curves) and STRG (color 541 

masks) segmentation results totally matched on septal and inferolateral segments. STRG 542 

segmentation was slightly more restrictive than k-means on anterior segmentation. (Bottom 543 

line) late gadolinium enhancement images acquired on same patient and slices at end-diastole 544 

mismatched with perfusion images, indicating pure ischemic lesion without necrosis.   545 

This method exquisitely considers the high interpatient variability of the signal collected in the 546 

images to propose an adaptive method for accurate segmentation. STRG segmentation relies 547 

on an automatically set and appropriate tolerance threshold K, based on the average time-548 

intensity curve coherence. This feature gives the method a wide level of flexibility while making 549 

it robust to temporal frame coregistration artifacts (Figure 5 – plots F1 and F2) and to aliasing 550 

artifacts, as shown in Figure 7.  551 

We observed that measurements of MBFvox , calculated as an average of MBF values from 552 

a map region, showed differences from measurements of MBFROI, as well as difference from 553 

blood flow measurement of the average time curve in the  same region. This result shows that 554 

in a certain number of cases, there is value in clustering before quantification, even with a 555 

simple quantification approach, demonstrating the utility of the segmentation approach. 556 

As shown above by the PCA, the focal ischemic lesions’ signal was less homogenous than in 557 

the case of diffuse regions, leading to the need for a slightly higher λ value. However, this 558 

higher tolerance is compatible with accurate segmentation considering ground-truth 559 

comparison because the feature difference between the lesion and healthy tissue is important. 560 

In this study, the algorithm was calibrated to obtain the best match between automated and 561 

manual segmentations based on the Dice score. Nevertheless, the use of a more restrictive 562 

λ-value could guarantee a higher similarity between time-intensity curves and is of interest for 563 

analysis of the lesion center because a significant enhancement difference might occur 564 

between the time-intensity curves of the seed and final lesion region, as shown in Figure 5, 565 

plot F3. 566 

By showing that lesion feature variability was important, especially for focal lesions, PCA also 567 

confirmed that an accurate and robust segmentation cannot only consider one feature, but a 568 

combination of features, done in this study. 569 

Nevertheless, this technique presents one limitation. This technique relies on the exploitation 570 

of relative differences between time-intensity curve features regardless of any analysis of the 571 
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meaning of these quantities. As a consequence, this method cannot be considered solely for 572 

triage between healthy and CAD patients. 573 

In all contexts, the Dice score reached a modest value although the results met visual 574 

agreement. We note that the Dice score, which is a common and frequently used comparison 575 

method, is intrinsically not the best approach for evaluating such results. Indeed, if physicians 576 

are trained to detect the culprit sectors with high sensitivity, they never precisely size the 577 

ischemic lesions and only the voxels with minimal doubt are conserved for the ground-truth 578 

definition. Moreover, although the Dice score is highly dependent on the lesion size, the spatial 579 

surface of the smallest lesions can be less than 10 voxels. In this particular case, small 580 

variations between detection and ground-truth might lead to important reduction of the score. 581 

Therefore, our proposed method could perhaps be considered as more invariant and reliable 582 

than subjective manual segmentation. 583 

The Dice score was complemented by inclusion coefficient Φ, and centroid distance. The first 584 

showed the segmentation accuracy of STRG with a median ranging between Φ = 0.62 and 585 

Φ = 0.76. Hence, a major portion of the STRG segmentation mask Mλ* was similar to the 586 

ground-truth mask, but a portion of this latter group was somehow rejected by STRG because 587 

the time-intensity curve behavior of this portion of the surface did not match the seed signal 588 

under the conditions laid down by the consistency coefficient λ*. This result suggests that the 589 

STRG segmentation was more restrictive than that performed by the clinician in charge of 590 

reference segmentation. This restrictive segmentation is nevertheless crucial because the 591 

behavior of the average region time-intensity curve must reflect the microcirculation of the 592 

segmented region particularly, in the case of the perfusion indexes measurement context in 593 

which the quantification approaches are often ill-conditioned problems and rely on 594 

assumptions required to isolate a solution. The centroid distance showed the improvement of 595 

lesion center location accuracy when STRG was applied compared to k-means. In other 596 

words, STRG also modifies the k-means presegmentation to “refocus“ the lesion core because 597 

STRG can very accurately detect the location of the seed that is the voxel showing the lowest 598 

indicator uptake. The lesion region is then built around this seed by aggregating adjacent 599 

voxels matching the initial curve behavior. It is therefore not surprising that STRG improves 600 

centroid distance score. 601 

Even if these metrics allowed us to highlight spatial differences, only the MBF variability should 602 

be considered to evaluate the approach accuracy. The reason is mainly the difficulty of 603 

defining a robust and precise delineation of the lesion because the temporal dimension 604 

acquired image series makes it difficult to make an incontestable lesion region definition. 605 

Indeed, only one frame of the series – often the peak contrast frame - is used, due to the 606 
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representation limitation, when the perfusion defect information is spread over the entire 607 

series. 608 

We also emphasize that this segmentation technique used AIF calculated from LR-SRT 609 

images to improve the robustness of the myocardium TIC features in the FR-LRT images. The 610 

LR-SRT images are usually exploited, as in this work, for perfusion quantification purposes 611 

because they allow avoidance of the signal distortions in the LV blood pool due to important 612 

contrast agent concentration [11]. However, the CNR from the LV blood pool signal of the FR-613 

LRT images could be sufficient to perform accurate myocardium St(t) feature extraction. 614 

Hence, we anticipate no difficulty in adapting the pipeline approach with PW images acquired 615 

using other techniques, as long as they supply a sufficient CNR. 616 

This segmentation technique proved its ability to yield robust and accurate lesion 617 

segmentation results with the use of only semiquantitative perfusion parameters. This 618 

approach also guarantees time-intensity curve homogeneity by constraining the variation of 619 

features by a single coefficient. Moreover, this approach could be combined with prior 620 

segmentation via a myocardium segmentation technique. Further work should be performed 621 

to tackle this issue by using convolutional neural networks.  622 

The use of complex perfusion models for perfusion indexes quantification is often limited 623 

because it requires assumptions that are difficult to make, due to a lack of knowledge of the 624 

physiological mechanisms in the lesion, and in particular, at the voxel observation scale level. 625 

The average time-intensity curve regions where the homogeneity of microcirculation behavior 626 

is guaranteed could offer possibilities for assumptions by analysis of its shape where 627 

implementation would be far too long if this analysis would have to be done voxel by voxel. 628 

Associated with LSI deconvolution methods, this approach can supply regions with attenuated 629 

breathing and heart movement artifacts, and improve CNR in lesion locations where it is 630 

particularly low. Hence, the accuracy and robustness of measurements could be improved. 631 

From the perspective of improvements, this study did not exploit the spatial inter-slice lesion 632 

detection coherence to enhance the algorithm’s robustness. However, this information, which 633 

is widely used by clinicians, could be a good indicator to eliminate casual false positive 634 

detection. Moreover, according to recent advances in segmentation based on machine 635 

learning approaches, the manually performed myocardium segmentation on FR-LRT images 636 

should soon  be  performed automatically with acceptable robustness [18–21], even in 637 

ischemic patients. 638 

In conclusion, the approach proposed in this work aimed to aggregate the voxels most likely 639 

belonging to ischemic lesions. This classification was compared with the ground truth selection 640 
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performed by two experts. Our study demonstrated that this approach automatically achieved 641 

the closest ground truth clustering of voxels belonging to the lesion, provided that at least one 642 

lesion exists, which is the only limitation of the developed solution.  To our knowledge, there 643 

are no large clinical studies that permit us to clearly understand how MBF values are spread 644 

between different patient groups clustered by their pathologies. We could legitimately consider 645 

that a large-scale descriptive statistic could be used to characterize normal values and thus 646 

introduce additional characteristics such as normal value limits, perhaps concluding that MBF 647 

values are normal in the absence of lesions.  648 

The output of our algorithm can be directly applied for inline calculation of the MBF in the 649 

determined culprit region of interest to supply i) automatic and robust detection of the culprit 650 

sector(s) that intrinsically excludes susceptibility artifacts  and ii) the most representative 651 

stress MBF values in the suspected regions. Indeed, stress MBF are as the most clinically 652 

relevant parameter for clinical decision-making prior to revascularization [22]. 653 

  654 
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Appendix 655 

Figure A-1: Arterial input function extraction process. The AIF is extracted from (a) the LR-656 

SRT image series by segmentation (light blue surface) of the LV blood pool cavity (b) Time-657 

intensity curves of voxels owning to this region are then analyzed to identify the one (light 658 

yellow) reaching the highest peak value. This value is set as the peak reference Pref, and 659 

(yellow) voxels va whose peak values reaching more than 80% of Pref are considered as 660 

relevant for the AIF estimation. The (green) AIF time-intensity curve Sa(t) is then calculated 661 

as the average time-intensity curves ca(t) of voxels va. 662 

 663 

  664 
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