
PHYSICAL REVIEW B 98, 125412 (2018)

Anderson localization induced by gauge-invariant bond-sign disorder
in square PbSe nanocrystal lattices
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We study theoretically the problem of electrons moving on a two-dimensional square lattice characterized
by nearest-neighbor hopping terms of constant amplitude but random sign. The original motivation came from
the discovery that this “bond-sign” disorder can be present in square lattices of epitaxially connected PbSe
nanocrystals, which have been recently synthesized using colloidal routes. We investigate how this type of
disorder tends to localize the electronic wave-functions and modifies the electronic structure. This is done via the
calculation of the density-of-states, the participation ratio and the localization length. We show that, when the
relative fraction p of negative signs increases from 0% to 50%, the effect of the disorder on the wave functions
saturates at a constant level when p reaches values above ∼25%. This behavior reveals that the true disorder
experienced by the electrons is not the nominal disorder defined by p but a smaller part of it, which is irreducible
due to frustrations. The amount of true disorder can be obtained by successive local gauge transformations as
developed in the past to study models of spin glasses. In the thermodynamic limit, this irreducible gauge-invariant
disorder induces localization of all electronic states, except at the center of the band where our calculations
suggest that zero-energy states have a critical behavior. The particle-hole symmetry, which characterizes these
disordered systems plays a crucial role in this behavior, as already found in lattices with random hopping or
random magnetic flux, for example. In the case of lattices of PbSe nanocrystals, the effects of the bond-sign
disorder are found to be weaker than those of more conventional types of disorder.
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I. INTRODUCTION

The localization of waves propagating in disordered media
remains one of the most universal problem in physics. Sixty
years after the seminal work of Anderson [1], it is now
well-known that localization properties depend not only on
the dimensionality of the media [1–3] but also on their fun-
damental symmetries (time-reversal, spin-rotation, chirality,
parity). On the theoretical side, Anderson localization was
mostly investigated for electrons on lattices with a single
orbital per site. The disorder is usually introduced in the tight-
binding Hamiltonian as a random distribution of the onsite
energy E0 [1,3] or the nearest-neighbor hopping term t [4–8],
or by a fraction of missing bonds [9–11]. The predictions
of these models were verified experimentally with photons
[12–14] acoustic waves [15,16], and matter waves [17,18].
These theoretical models are also very useful to study the
effect of the disorder on the electronic and transport properties
of semiconductor nanocrystal (NC) assemblies [19–24].

In this paper, we investigate a type of disorder (hereafter,
bond-sign disorder), which has received little attention up
to now [25], even if we will see that it presents important
similarities with classes of disorder models that received con-
siderable attention in particular for the investigation of critical
points and wave functions [26–36]. Our initial motivation
came from the recent synthesis of novel 2D materials using
PbSe colloidal NCs as building blocks (more generally PbX
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NCs, X = Se, S, Te) [37–39]. The PbSe NCs, characterized
by a truncated cubic shape, spontaneously self-assemble into a
long-range ordered square (super)lattices by forming epitaxial
connections via the {100} facets of the nanocubes [Fig. 1(a)].
Before formation of the lattice, each individual NC approxi-
mately behaves as a spherical quantum dot. Its highest hole
(valence) and lowest electron (conduction) states can be seen
as standing waves characterized by a S-like envelope wave
function. In the 2D lattices, the electronic coupling between
neighbor NCs leads to the formation of energy bands which
can be well described by an effective Hamiltonian in which
each site represents a NC, E0 is the S-state energy, and t

accounts for the coupling between the S states of nearest-
neighbor NCs [40,41]. In a 2D square lattice of parameter a

(typically of the order of 5 nm), this leads to a band dispersion
of the form

E(k) = E0 + 2t[cos(kxa) + cos(kya)], (1)

where k = (kx, ky ) is the 2D wave vector (see examples in
Fig. 2).

This effective model was recently used to study the effects
of the disorder (NC polydispersity, fraction of missing bonds)
on the transport properties in these lattices of epitaxially-
connected NCs [22,42]. In the most logical way, the disorder
was characterized by distributions of E0 and t , and by a cer-
tain percentage of broken bonds (t = 0). However, there are
additional nonconventional sources of disorder which were
not considered (however, see Supplementary Information of
Ref. [42]). Indeed, in each NC, the true wave functions
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FIG. 1. (a) Top view of a square lattice of PbSe NCs attached
via {100} facets. Each NC has a truncated nanocube shape with
six {100}, eight {111}, and twelve {110} facets. Grey/dark colored
(gold/light colored) spheres are used to indicate Pb (Se) atoms,
respectively. (b) Schematic view of the electron wave function in
two neighbor NCs, showing two situations with hopping terms (t )
of opposite sign. (c) Selected section of a square lattice with bonds
characterized by a hopping term t or −t . The unitary transformation
consisting in changing the sign of the orbital at the center of the
section allows to reduce the number of bonds with negative sign.

are not just S-like orbitals but are actually the product of
the S-like envelope by the Bloch wave function at the bulk
semiconductor band edge [43]. In the case of PX materi-
als, the valence and conduction band extrema are at the L

point of the Brillouin zone and are fourfold degenerate [44].
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FIG. 2. (a) Lowest conduction bands (blue solid lines) calculated
for a square lattice of PbSe NCs. The distance between centers of
nearest-neighbor NCs, i.e., the lattice parameter, is given by a = na0,
where n = 8. The red solid line presents the energy dispersion given
by Eq. (1) with E0 = 0.460 eV and t = −0.032 eV. (b) Same but
for n = 9, E0 = 0.438 eV, and t = +0.026 eV. (c) Same but for
a rectangular lattice characterized by E0 = 0.461 eV, n = 8 along
the [100] direction (t = −0.044 eV), and by n = 9 along [010]
(t = +0.024 eV).

Therefore, in each PbX NC, the lowest conduction (highest
valence) states are composed of a manifold of eight states
(including spin degeneracy). The degeneracy of these states
is slightly lifted due to inter-valley couplings induced by the
quantum confinement [44]. When identical NCs are attached
to form a 2D square lattice, this leads to the formation of four
(twofold degenerate) bands instead of one, but their energy
dispersion is still approximately described by Eq. (1), as
shown in Figs. 2(a) and 2(b) presenting two typical conduction
band structures calculated using the methodology described in
Appendix A.

However, the comparison between Figs. 2(a) and 2(b)
reveals a remarkable feature: the two band structures are
characterized by couplings t of opposite sign. These band
structures are calculated for square lattices of PbSe NCs
characterized by a (super)lattice parameter a = na0 (distance
between NC centers), where a0 is the (microscopic) lattice
parameter of bulk PbSe and n is an integer, as required by
the periodicity of the superlattice [Fig. 1(a)]. Figures 2(a)
and 2(b) are obtained for n = 8 and 9, respectively. In fact,
it was shown in Ref. [40] that the sign of t depends on the
parity of n. This sign is determined by the rapidly oscillating
Bloch-function part of the electron (hole) wave function in
each NC, as schematically depicted in Fig. 1(b). As a matter
of fact, Fig. 2(c) shows that, for a rectangular lattice defined
by n = 8 and 9 in the [100] and [010] directions, respectively,
the energy dispersion is characterized by hopping terms of
opposite sign along the two directions.

In this context, the NC size dispersion naturally present in
lattices of PbX NCs should result in bond-sign disorder, in
addition to other types of disorder [42]. It is not possible to
incorporate these effects into atomistic tight-binding calcula-
tions due to computational limits. Therefore, in the following,
we use the effective lattice Hamiltonian model to study the
effect of the bond-sign disorder alone in order to identify its
specific properties. We will see that, among other results, this
study establishes unexpected links between different areas of
condensed matter physics, from colloidal NCs to spin glasses,
from the band structure of superlattices to the concepts of
gauge invariance and frustrations [25,45–47].

In this work, our main goal is to investigate the general
effects of bond-sign disorder on the quantum states of elec-
trons on square lattices in order to predict their influence in
particular in the case of lattices of PbSe NCs. We consider
systems in which the hopping term can take only two opposite
values, ±t , with a probability p for −t (by convention,
E0 = 0, t > 0). We show that p, which characterizes the
nominal disorder, does not represent its real effect on the elec-
tronic states. In close analogy with the theoretical treatments
on the Ising model of spin glass [25], the amount of apparent
disorder can be reduced by successive gauge transformations.
In 1D lattices, this reduction is total in such a way that there
is no real disorder, whatever p [48]. In contrast, in 2D square
lattices, Anderson localization takes place due to the existence
of a gauge-invariant (GI) disorder (or frustration [45]) actually
seen by the electrons. We characterize this true (real) disorder
by pr , the minimum fraction of bonds with negative sign
obtained by gauge transformations (other measures of the
disorder are possible). This GI disorder pr almost coincides
with the nominal disorder for p below ∼10%. When p is
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further increased, the amount of real disorder varies sublin-
early and finally saturates at a constant value for 25% � p <

50% [49]. In this work, we calculate the participation ratio,
which measures the localization of the electronic states, and
the fourth moment of the density of states (DOS). These two
quantities allow to characterize the effects of the GI disorder
and their variations with the nominal disorder. We quantify
the localization effect of the GI disorder by calculating the
localization length versus electron energy. We conclude that,
in lattices of PbSe NCs, the bond-sign disorder has relatively
weak influence compared to more conventional disorders [42].
We also show that zero-energy states are delocalized in con-
trast to the others, for reasons, which were already identified
in disordered lattices presenting a similar chiral symmetry
[26–36],

The results presented here are totally universal since they
do not depend on the value of |t |. Therefore the control of
the sign of the effective hopping term in systems other than
NC lattices should be of high fundamental interest in order to
study the effect of bond-sign disorder. The scientific context
for such studies is favorable since many experiments recently
concerned the investigation of optical, acoustic, and matter
waves in artificial lattices [13,16–18,50–52].

II. GAUGE-INVARIANT DISORDER

A. Gauge transformation

We consider a square lattice of N × N sites, with a one
S orbital per site. For convenience, we assume periodic
boundary conditions. Without loss of generality, the nearest-
neighbor hopping term is set to |t | = 1 and the on-site energy
of each orbital Es = 0. The Hamiltonian matrix elements can
be written as [25]

Hij = ±1, if i @ j = 0 otherwise, (2)

where @ refers to adjacent sites. H is thus a symmetric matrix
of dimension N2.

We start with a nominal disorder defined by p. In most
cases, the number of “negative bonds” can be reduced by
successive unitary transformations, without changing the na-
ture of the system [25,48]. Each operation is a local gauge
transformation consisting in changing one orbital of the tight-
binding basis into its opposite, which reverts the sign of
all bonds connected to this site [Fig. 1(c)]. By definition,
if we consider all possible transformations, we can find a
configuration with a minimum number of negative bonds that
defines the GI disorder (see below for details). We will see
that the GI disorder is the true one probed by the electrons.

1. Equivalent representations and irreducible configurations

Important properties arise from the definition of Eq. (2).
H has 2N2−1 representations that keep the determinant un-
changed. These representations correspond to multiplying the
atomic orbitals by a minus sign. These 2N2−1 permutations
constitute a class of equivalent elements. It is important to
note that if there are more than 2N2−1 possible configurations
for the lattice, then there must be several classes.

Under periodic boundary conditions, each site has V

bonds. The number of total bonds in the system are given

by Nb = N2V
2 . The factor 1

2 prevents from counting the
same bond twice. The configuration space, determined by
all possible generated Hamiltonians, contains NCf = 2Nb =
2

N2V
2 elements, since each bond can take two values (±1)

independently from the values of the other bonds. Using the
property that each of these elements has 2N2−1 equivalent
representations, we obtain the number of equivalence classes

NCl = 2
N2V

2

2N2−1
= 2N2( V

2 −1)+1.
At this point, we define an irreducible configuration as a

configuration in which the number of negative bonds cannot
be lowered by any series of permutations. This implies by
definition that each class has at least one irreducible config-
uration which corresponds to the one with the lowest number
of negative bonds.

2. 1D Case

In 1D lattices with periodic boundary conditions (V = 2),
the number of classes NCl is 2. It can be easily demonstrated
that any nominal disorder can be reduced to a configuration
with either zero or one irreducible negative bond in the chain
[48]. Therefore all 1D lattices behave as perfectly ordered
chains (no GI disorder), all states are delocalized whatever p.

3. 2D case

For V > 2, which is the case of 2D lattices, the number of
classes scales with N . Also, the number of classes is always
� 2, meaning that there are always configurations with nega-
tive bonds that cannot be reduced to zero negative ones.

In contrast with the 1D case, the classes are no longer
defined by the number of irreducible negative bonds. Two
irreducible configurations with a given number of negative
bonds do not necessarily belong to the same class. As an
example, we take the simple case of one negative bond on
the ith atom. The atom has four total bonds, hence there are
four possible configurations of choosing one of them to be
negative. All of these four configurations cannot belong to the
same class because there is no way of changing the position
of the negative bond around the ith atom while keeping all
the others in the system unchanged. Hence different configu-
rations with the same number of negative bonds can belong to
different classes.

Interestingly, 2D lattices with any nominal disorder can
be also found in configurations of vanishing GI disorder. For
example, if we start from a lattice with all bonds of positive
sign, it is always possible to generate configurations with the
required number of negative bonds by applying successive
gauge transformations. However, the statistical weight of
these configurations (among all configurations) is small and
decreases with N . In other words, if we generate lattices with
a nominal disorder p by choosing the sign of each bond ran-
domly, there is a negligible chance to obtain a configuration
with no GI disorder. On the contrary, in statistically-relevant
configurations (thermodynamic limit), there is an irreducible
fraction of negative bonds which, in average, is given by a
certain function of p that we call pr (p).
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FIG. 3. Relative amount pπ of plaquettes with π flux (red solid
curve) and pr of GI disorder (blue dashed curve) versus nominal dis-
order p, for lattices with bond-sign disorder. The standard deviation
induced by the calculations on sets of systems of finite size is below
10−3% on pπ and 0.2% on pr .

B. Analogy with spin glasses

The determination of the GI disorder in a general lattice
with bond-sign disorder is a complex problem which, how-
ever, can be achieved following methodologies which were
developed many years ago to study the physics of spin glasses
[45,47]. If we consider a random Ising spin system with a
variable concentration of mixed nearest-neighbor exchange
couplings ±J on a square lattice (a well-known model of spin
glass), the ground state of the system is characterized by an
irreducible disorder, i.e., a frustration [45,46]. As explained
in Ref. [25], the search for the ground state in this model
and the determination of the GI disorder in lattices with
bond-sign disorder are mathematically equivalent problems.
Therefore we could use the algorithm developed in Ref. [53]
to determine the GI disorder. In the present work, we preferred
to employ the more recent and more efficient algorithm of
Ref. [54]. Using the program based on this algorithm and
available in the public domain [55], we have determined the
GI disorder for a random set of lattices, for different values
of the nominal disorder p, and we have deduced the amount
of GI disorder pr (p). This function will be used for the
interpretation of disorder effects on the electronic states.

The evolution of pr with p, presented in Fig. 3, is consis-
tent with previous calculations [46,53]. For small values of
p, the GI and nominal disorders almost coincide [pr ≈ p].
In this regime of weak disorder, the negative bonds have a
high probability to be isolated from each other. Thus it is
not possible to reduce their number by applying gauge trans-
formations without creating more negative bonds during the
procedure. On the contrary, the saturation of pr above ∼25%
takes place when, in average, there is more than one negative
bond per site. In that case, the number of negative bonds can
be efficiently reduced by successive gauge transformations.

C. Flux per plaquette

The bond-sign disorder that we are considering here could
be seen as the effect of a spatially varying magnetic field
carrying a 0 or π flux per plaquette of the square lattice.

The flux is 0 (π ) if the product of the bond signs along the
edges of the plaquette is positive (negative). Since this flux
is gauge-invariant [45,47], the map of the flux on a given
sample provides a representation of its disorder configuration.
If we are interested in statistically-relevant configurations
(thermodynamic limit), the relative amount of plaquettes with
π flux (hereafter, pπ ) is another measure of the true disorder
present in the system, in addition to pr .

Figure 3 shows pπ calculated as a function of the nominal
disorder p. Big lattices (N = 5000) were considered for the
calculation in order to minimize statistical errors. The varia-
tions of pπ and pr are clearly coherent. The highest value for
pπ saturates at 50%. In samples of finite size, configurations
with pπ between 50% and 100% exist but they are statistically
unlikely. The (ordered) π -flux phase, which was extensively
studied in different contexts cannot be seen as a clean limit of
the bond-sign disorder problem.

For p close to 0% (or 100%), a linear relation between
pπ and pr is obtained (pπ ≈ 4pr ). This was expected since
negative bonds are isolated from each other and there are
two plaquettes with π flux per negative bond (2 bonds per
plaquette). However, at increasing nominal disorder, the coef-
ficient of proportionality between pπ and pr becomes smaller
because the number of plaquettes with π flux tends to decrease
when negative bonds get closer.

At the end of this section, it is interesting to come back
to the definition of the nominal disorder p. Since p is not
a gauge-invariant quantity, its setup requires to fix the local
gauge. In the case of lattices of PbSe NCs, the sign of
the hopping terms between neighbor NCs is determined by
microscopic aspects. More generally, in artificial lattices, the
sign can be controlled by their design and topology (see
below, Sec. III G). As a consequence, these real systems
are not exactly invariant by local gauge transformations, the
bond-sign disorder is always accompanied by other types of
disorder. However, in artificial lattices, their effects can be
minimized as much as possible by careful design.

III. RESULTS AND DISCUSSION

In the following, we present results on the electronic
structure of disordered lattices. These investigations are based
on the full diagonalization of the Hamiltonian [Eq. (2)], for
different values of N and p, for different configurations of the
disorder (random choice of the bond sign).

A. DOS

The DOS averaged over 50 random configurations are
presented in Fig. 4, for p = 5% and p = 50% (N = 50). The
comparison with the DOS for the pristine square lattice shows
that the bond-sign disorder has a significant effect on the
electronic structure of 2D lattices, whereas it has no effect on
1D lattices. This confirms the existence in 2D of frustrations
which do not exist in 1D. However, the bond-sign disorder
has not the same influence on the electronic structure as other
more conventional types of disorder. This can be seen by
comparing with the DOS obtained for percolating lattices with
50% of broken bonds (t = 0) (Fig. 4). Note that this type of
disorder is also present in lattices of PbSe NCs [42].
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FIG. 4. DOS for different types of 2D square lattices. (a) Black
line: percolating lattice with 50% of broken bonds (i.e., with t = 0).
(b) Blue line: perfect lattice without disorder. (c) Green line: Lattice
with a weak nominal bond-sign disorder (p = 5%). (d) Orange line:
lattice with the maximum nominal bond-sign disorder (p = 50%).
(e) Red line: infinite Bethe lattice. DOS for disordered lattices are
calculated for N = 50 and are averaged over 50 configurations
[standard deviation = 0.02 for (a), 0.003 for (c), and 0.01 for (d)].

B. Participation ratio

A convenient probe of the localization of the wave func-
tions is the participation ratio χ defined for each state as
χ = (

∑
i |ci |4)−1, where ci is the complex amplitude of the

wave function on the site i. χ measures the number of sites
which contribute to the state. For its calculation, we have
added to H a small on-site disorder (Gaussian distribution,
standard deviation of 10−4|t |) in order to remove possible
degeneracies of the eigenstates. This numerical treatment has
a marginal effect on the values of χ , except at E ≈ 0 for
reasons which will be discussed in Sec. III E.

The results for 2D square lattices, averaged over the 100
random configurations, are depicted in Fig. 5 for different
values of p. For the sake of comparison, χ is normalized by
the total number (N2) of sites in the sample since χ/N2 = 1
in absence of disorder.

Figure 5 shows that even a small amount of bond-sign
disorder (e.g., 10%) induces a visible localization of the wave
functions, not only near the band edges but also everywhere
else in the energy spectrum. The localization increases with p

but saturates above ∼25%. Remarkably, the real disorder ex-
perienced by the electrons is approximately the same between
p ≈ 30% and p = 50%.

C. Correlation with the GI disorder

1. Localization vs GI disorder

The influence of the bond-sign disorder on the wave
function localization is clearly visualized in Fig. 6(a), which
displays χ/N2 versus p, the overline representing the average
over all energy states of the spectra. At increasing p, starting
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FIG. 5. Normalized participation ratio χ/N2 for the electronic
wave functions in 2D square lattices (N = 100) versus their energy,
for different values of the nominal disorder: p = 5% (green), 10%
(black), 15% (red), 20% (violet), 25% (purple), 30% (cadet blue),
35% (cyan), 40% (magenta), and 50% (orange) (standard deviation
≈0.04 for all curves).

from 0, χ/N2 first decreases, second starts saturating, and
third becomes approximately constant for p above ∼25%.
This behavior is directly related to the amount of GI disorder
in the lattices. This is demonstrated by the clear correlation
between the variations of χ/N2 [Fig. 6(a)], pr [Fig. 6(b)]
and pπ (Fig. 3) with p. The saturation for p above ∼25%
is a specific feature of the bond-sign disorder. In the case of
more conventional forms of disorders, χ/N2 usually tends to
zero when the disorder is increased, as shown in Fig. 6(a) for
the percolating lattice in which p represents the percentage of
broken bonds. In that case, in the thermodynamic limit (N →
∞), χ/N2 → 0 for any value of p above 0.5, which corre-
sponds to the bond percolation threshold for the square lattice.

2. DOS versus GI disorder

The influence of the disorder is also visible on the DOS
(Fig. 4). In order to be more quantitative, it is instructive to
calculate the moments of the DOS. These quantities are also
very useful for the description of disordered systems [56,57].
The pth moment of a DOS n(E) is defined as

μp =
∫ ∞

−∞
Epn(E)dE. (3)

In the present case, all moments of odd order vanish due
to the symmetrical character of the DOS. In Appendix B, we
show that μ2 is independent of the amount of disorder. As a
consequence, μ4 is the first moment that characterizes the real
effect of the disorder on the DOS and we provide its analytic
expression in Appendix B. Figure 6(b) displays the variations
of the normalized moment μ4/μ4(0) as a function of p, μ4(0)
being the moment in absence of disorder. Starting from p = 0,
the normalized moment is a decreasing function of p but

125412-5



ATHMANE TADJINE AND CHRISTOPHE DELERUE PHYSICAL REVIEW B 98, 125412 (2018)

FIG. 6. (a) Average normalized participation ratio χ/N2 vs p for
lattices with bond-sign disorder (+, blue curve) and for percolating
lattices (×, red curve). (b) Amount of GI disorder pr (red curve) and
normalized fourth moment of the DOS μ4/μ4(0) vs p, for lattices
with bond-sign disorder. The curve for pr is the same as in Fig. 3 and
is reproduced here for the sake of comparison.

reaches a saturation regime for p � 25%. Once again, this
behavior is explained by the evolution of pr with p [Fig. 6(b)],
the modifications of the DOS are correlated with the amount
of GI disorder.

The ratio μ4/μ
2
2 is known to be a measure of the bimodal

character of the DOS. As shown in Fig. 4, this bimodal
character becomes pronounced when the bond-sign disorder
is strong, which is consistent with a decrease of μ4 with p

(the second moment μ2 being constant). In Appendix B, we
discuss the physical origin of this behavior. We also explain
why the DOS in the limit of strong disorder shares many
similarities with the DOS calculated for the Bethe lattice
(Fig. 4).

D. Localization length

In this section, we go deeper into the analysis of the
wave function localization induced by the bond-sign disorder.
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FIG. 7. Localization length λM for quasi-1D ribbons of width M

in presence of a nominal bond-sign disorder p of 50%. (a) λM/M vs
1/M , for different values of the normalized electron energy (0.5 �
|E/t | � 3.9). (b) Scaling curve obtained from these data. The solid
line is a fit with the scaling function f (x ) = d ln(1 + x/d + bx2 +
cx3) and d = 0.24910, b = 0.15546, and c = 0.01279.

We consider samples of quasi-1D geometry, of infinite length
along the x direction. In the perpendicular direction y, the
ribbon has a finite width of M sites. Figure 7 presents local-
ization lengths calculated for maximum disorder (p = 50%).
The localization length λM is deduced from the calculation
of the Lyapunov exponents using a transfer matrix formalism
[58,59] as described in Appendix C. The plot of λM/M versus
1/M [Fig. 7(a)] clearly shows that the states for |E/t | � 0.5
are localized (λM/M → 0).

The localization properties of the 2D system are then
deduced from those of quasi-1D ones using scaling theory
[59]. Figure 7(b) shows that the localization lengths of 1D
ribbons satisfy a one-parameter scaling λM/M = f (ξ/M ),
where ξa is the 2D localization length presented as function
of the energy E in Fig. 8.

The 2D localization length tends to increases when one
moves towards the center of the band. In that case, high values
are found, exceeding 100 in units of the lattice spacing a

for |E| � 2.1. This shows that the localization induced by
the bond-sign disorder is not too strong, even for p = 50%.
However, it is interesting to see that localization lengths
for bond-sign disorder are significantly smaller than in the
random-flux model [34]. This means that random fluxes
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FIG. 8. 2D localization length versus normalized carrier energy
E/|t | for the 2D system.

scatter the electrons more efficiently in the {0, π} ensemble
than in [−π, π ].

It is interesting to compare the localization length (Fig. 8)
with the participation ratio χ (Fig. 5), which was presented in
Sec. III B. As can be seen, the two quantities seem to track
each other, they exhibit similar behavior. This comparison
cannot be more quantitative since χ was calculated for a
system size smaller than (or comparable to) the localization
length, i.e., χ is not converged. However, this suggests a regu-
lar behavior of the participation ratio with respect to the local-
ization length, whereas a singular behavior was found in the
Anderson model with strong bounded diagonal disorder [60].

E. Critical behavior at zero energy

The case of the band center (E = 0) requires specific
attention. Figure 9 shows that λM/M remains approximately
constant when the width M of the ribbon is increased, which
tends to indicate that the zero-energy state is not localized.
In addition, the value of the localization length depends on
the parity of M . It is important to note that the results of
Fig. 9 have been obtained assuming periodic conditions at the
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λ M
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 (
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FIG. 9. Same as in Fig. 7(a) but for E = 0. λM/M is shown as
function of 1/M for even (red circles) or odd (blue dots) values of
the quasi-1D ribbons of width M .

boundaries of the ribbons (in the y direction). If we use free
boundary conditions, the calculation of λM/M diverges for
odd M .

Remarkably, very similar behaviors (delocalization of the
states near the band center, influence of parity and boundary
conditions) have been found with the random-flux model, i.e.,
for square lattices in which a static magnetic field is randomly
distributed with zero mean [27–31,33,34,36]. The existence
of extended states was also found in the model proposed
by Gade [26], as well as in 1D [4,5] and 2D [6–8] systems
with off-diagonal (random hopping) disorder, including in
presence of π flux [32,35]. All of these systems have their own
characteristics but they are all characterized by a sublattice
(chiral) symmetry implying that, for every state of energy E,
there is a state with energy −E [31,61]. In this context, states
at E = 0 are special since they may transform into themselves
under the chiral symmetry operation. This implies in many
cases diverging DOS and localization length near the band
center [26]. At zero temperature, the extended systems are
metallic at E = 0 but insulating at any other energy, E = 0
is a critical point.

Chiral and particle-hole symmetries, which hold for each
configuration of disorder on the hopping terms, are thus
verified in presence of bond-sign disorder. Combined with
the results of Fig. 9, this supports a critical character of the
zero-energy point but deeper theoretical studies are certainly
necessary to confirm. In addition, it would be interesting to
see whether the DOS diverges at E = 0, like in Gade [26] and
random-flux [34] models for example. The present calcula-
tions (Fig. 4) do not allow to conclude as the singularity in the
DOS may be extremely sharp.

It is important to mention that the delocalization at the
band center is destroyed by on-site disorder which breaks the
particle-hole symmetry [32,34]. Therefore the calculations of
the participation ratio which were presented in Sec. III B and
which include small on-site disorder terms (Fig. 5) cannot be
used to investigate the wave function properties at E = 0.

F. The case of lattices of PbSe NCs

We now consider the square lattices of PbSe NCs studied
experimentally and theoretically in Ref. [42]. The measured
disorder is described in the calculations of the electronic
structure by including fluctuations of the on-site and hopping
energies and by taking into account the fraction (∼20%) of
missing bonds between neighbor NCs. In these conditions,
it is found that the localization length is smaller than 6a.
Even if the fraction of missing bonds was reduced to 5%,
the localization length would remain smaller than 20a. In
these calculations, the bond-sign disorder was not considered.
However, by comparison with the results of the previous
section, we can conclude that the bond-sign disorder would
not contribute to limit the localization length in a significant
way. Therefore its neglect in Ref. [42] is justified by the
present work.

G. Bond-sign disorder in artificial lattices

In lattices of PbX NCs, the bond-sign disorder cannot be
present alone because it comes from the NC size dispersion
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FIG. 10. (a) RF circuit consisting of a square lattice of coupled
inductances. Inductances play the role of sites and capacitances the
role of bonds. The inset shows the simple case of two connected
sites. (b) A bond-sign can be changed by inverting the connections
between the nodes of two first-nearest-neighbor inductances (red
connections).

which is also at the origin of fluctuations of the on-site and
hopping energies. Thus its experimental investigation would
be much easier in dedicated artificial lattices in which other
types of disorder could be minimized.

A way of implementing the bond-sign disordered lattices
can be found in the realm of Radio-Frequency (RF) circuits.
Indeed, it was shown using Bloch theory [62] that the dis-
persion relations of 2D negative-refractive-index transmission
lines can be intuitively explained by the concepts of band
structures in 2D Brillouin zones. The structure consists of LC
resonators coupled through capacitances. In certain cases, it
is possible to neglect the capacitance of the resonator. This
approximation leads to a simpler version of these systems
where each inductance plays the role of a site [Fig. 10(a)] [63].
Interestingly, it is possible to invert the sign of the coupling
simply by inverting the connections between the nodes of
two first nearest-neighbor inductances [Fig. 10(b)]. A single
inversion of this type is irreducible and acts as a frustration
within the lattice. On the contrary, a site with four negative
bonds is reducible to zero negative bond just by a vertical
flip of the inductance. This action is equivalent to a local
gauge transformation discussed in previous sections. Interest-
ingly, a more complex braiding of connections was recently
used to create topologically nontrivial phases in such LC
circuits [63].

IV. CONCLUSION

We have shown that the bond-sign disorder induces local-
ization of the electronic wave functions in 2D square lattices,
except at the band center. The true disorder seen by the elec-
trons is an irreducible part of the nominal disorder specified
by the relative fraction of bonds with a negative hopping
term. The electronic properties, including the DOS and the
localization length, are only sensitive to this irreducible disor-
der, which results from frustrations that cannot be removed
by local gauge transformations. This work was originally
motivated by studies on lattices of PbSe NCs in which the
size dispersion leads to bond-sign disorder, in addition to more
conventional types of disorder. However, our results show that
the effects of the bond-sign disorder in these systems are not
the dominant ones.

Another interesting feature of the bond-sign disorder is the
critical character of the zero-energy point characterized by a
diverging localization length. This type of behavior is already
well-known as it was found in disordered 2D lattices in which
there is a sublattice (chiral) symmetry [26–36]. The present
work is quite general, it should motivate further experimental
studies on artificial lattices in which we could generate bond-
sign disorder on demand.
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APPENDIX A: ATOMISTIC TIGHT-BINDING
CALCULATIONS OF THE BAND STRUCTURE

OF PBSE NC LATTICES

The band structure of square lattices of PbSe NCs shown
in Fig. 2 was calculated using the atomistic tight-binding
method. Each atom in the lattice (Pb or Se) is described by
a double set of sp3d5s∗ atomic orbitals including the spin
degree of freedom [44]. Spin-orbit coupling is included.

We have considered 2D lattices of 〈001〉-oriented NCs
attached via perpendicular {100} facets. Each NC has the form
of a truncated nanocube, comprising six {100}, eight {111},
and twelve {110} facets. The positions of the vertices of the
NC shape are given by P [±1,±(1 − q ),±(1 − q )], where
[±1,±1,±1] indicate the position of the six corners of the
original nanocube (q = 0), q is the truncation factor and P

represents all possible permutations. The results presented in
this paper have been obtained for q = 0.45. The length of the
vectors delineating the superlattice is na0 where n is an integer
and a0 is the lattice parameter (0.612 nm for PbSe). Details on
the calculation methodology can be found in Ref. [40].

APPENDIX B: MOMENTS OF THE DOS

The moment of order p [Eq. (3)] can be rewritten as

μp = 1

N2
Tr Hp = 1

N2

∑
α

〈α|Hp|α〉 (B1)

where the sum is over the orbitals |α〉 on the N × N sites of
the system and H is the Hamiltonian. The moment can be
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expressed under the form

μp = 1

N2

∑
α

⎡
⎣ ∑

α1···αp−1

〈α|H |α1〉〈α1|H |α2〉 · · · 〈αp−1|H |α〉
⎤
⎦.

(B2)

The calculation of the term in the bracket of Eq. (B2)
requires to consider all possible different circuits of p walks
authorized by the Hamiltonian matrix elements, starting and
ending on the orbital |α〉. μp is given by the average of these
terms over all the orbitals. In a pristine square lattice, these
terms are all identical. Therefore, in presence of disorder, μp

is given by the statistical average of the bracketed term over
the different configurations of disorder.

In the specific case of the bond-sign disorder, the second-
order moment is not altered because it only includes terms of
the form |〈α|H |α1〉|2 in which the sign of the matrix element
is unimportant. For the square lattice, since each site has four
nearest neighbor, μ2 is equal to 4|t |2.

The fourth-order moment μ4 is thus the first nonzero
moment, which depends on the disorder. In order to calculate
it, we have considered all possible circuits of 4 walks, which
are 36 in number. Each circuit contributes to the moment as
a term |t |4 multiplied by the product of the sign of each bond
on the circuit. Taking into account the probability p to have a
negative bond, we obtain after some algebra

μ4 = 28|t |4 + 8|t |4(2p − 1)4. (B3)

We have checked that Eq. (B3) fits perfectly with the
numerical results of Fig. 6(b). For p = 0, μ4 is maximum
(36|t |4) because the terms associated with the 36 circuits all
come with a positive sign. For p 	= 0, there are 28 circuits
in which each hop between two neighbor sites is done back
and forth. The corresponding 28 terms thus remain unaltered
because all signs are squared. Only eight circuits in the form
of squares (of side a) give terms influenced by the bond-sign
disorder. For p = 50%, their contributions cancel out since
there is the same probability to find them with a positive or
negative sign (μ4 = 28|t |4). This explains why μ4 decreases
in presence of disorder [Fig. 6(b)].

It is interesting to compare the present results with those
obtained for the same Hamiltonian but on a Bethe lattice in
which each node is connected to four neighbors [64]. By
construction, a Bethe lattice is cycle-free and therefore μ4

is equal to 28|t |4, like for the square lattice with p = 50%.
As a consequence, it can be anticipated that the two systems

have comparable DOS. This is indeed confirmed in Fig. 4,
which shows that the DOS for the square lattice increasingly
resembles the DOS for the Bethe lattice [65] when the amount
of bond-sign disorder is increased. In particular, the bimodal
character of the DOS becomes more pronounced.

APPENDIX C: CALCULATION OF THE
LYAPUNOV EXPONENTS

We consider a ribbon of M atoms in width, with free
boundary conditions except otherwise stated. The 1D lattice is
divided into successive strips. The wave function in the strip n

is denoted |�n〉. The Schrödinger equation at a given energy
E is written as

Hn,n|�n〉 + Hn,n−1|�n−1〉 + Hn,n+1|�n+1〉 = E|�n〉, (C1)

where Hn,m is the Hamiltonian matrix between strips n and m.
Equation (C1) can be rewritten in a matrix form as(|�n+1〉

|�n〉
)

= Tn

( |�n〉
|�n−1〉

)
, (C2)

where Tn is a transfer matrix

Tn =
(

H−1
n,n+1[E − Hn,n] −H−1

n,n+1Hn,n−1

1 0

)
. (C3)

Thus, given initial values |�0〉 and |�1〉, the wave function for
any strip can be obtained by iteration,(|�n+1〉

|�n〉
)

= Mn

(|�1〉
|�0〉

)
, (C4)

where Mn = T1T2 · · · Tn−1Tn.
The Lyapunov exponents are calculated as follows [58,66].

We consider 2M (dimension of Tn) normalized vectors vi .
We multiply each vector successively by L transfer matrices
chosen from a random sequence and we orthogonalize them
using Gram-Schmidt algorithm. We calculate the norm di

k

of the vectors and we normalize them. The procedure is
repeated N times (k = 1 · · · N ). The Lyapunov exponents
γi (i = 1 · · · 2M ) are then given by

γi = 1

NL

N∑
k=1

ln
(
di

k

)
. (C5)

In the present work, we used N = 104 and L = 10, which
ensures good convergence and numerical accuracy of the
results. The localization length λM is defined as the bond
length a divided by the smallest positive Lyapunov exponents.
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