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ABSTRACT

In this work, flow control of transonic shock wave bound-
ary layer interactions is investigated. A wind-tunnel ex-
periment featuring the Délery bump is considered and
RANS simulations are carried out to compute the flow
inside the test section. The massive separation due to
shock wave boundary layer interaction is controlled by
fluidic Vortex Generators(VGs). A two steps Kriging op-
timization of the pitch and skew angles of twelve VGs is
performed. The second step consisting in a precise opti-
mization of the control of the corner flow separation. The
goal of these optimizations is to minimize the total pres-
sure losses through the shock wave and along both the
boundary layer and the corner flows.

1. INTRODUCTION

Conceiving the air intake remains a preeminent challenge
during the design process of a supersonic aircraft. The
difficulty lies in the fact that the shock wave necessary
to this mechanism is going to interact with the turbu-
lent boundary layer. The well known phenomenon of
Shock Wave Boundary Layer interaction(SWBLI) often
provokes the separation of the flow. Therefore this sep-
aration leads to losses, inhomogeneities and instationar-
ities of the flow. This interaction has been widely stud-
ied (see [8, 1, 9, 13] among others), and the instationar-
ities have been linked to the separation bubble. In order
to prevent these drawbacks, many control devices have
been studied: bleeding, blowing, adaptative geometries
like 2D and 3D bumps, diverters, and Vortex Genera-
tors(VGs)(see [21, 24] for example). These methods re-
quire a full understanding of the complete problem. They
should improve the efficiency of the whole air intake, tak-

ing into account their added mass and relative energy effi-
ciency. The scope of this physic field is detailed including
its fallacies in [6]. In this study, the authors choose to in-
vestigate the air jet vortex generators from a full 3D point
of view. This control method seems promising as it dis-
plays the same advantage as the mechanical VGs which
have been proven to be efficient to reduce the separation
zone(see [20, 19, 26, 3]) and it has the advantages of be-
ing energy efficient and easily turn off when not neces-
sary and so not to be a drawback in other flight configu-
rations.

The always ongoing advances in calculation power al-
lows to set up optimization process which manage to
chose the numerous inherent parameters of this type of
control. This paper develops a optimization process fo-
cusing on the skew and pitch angles of the air VGs and
the control of the global flow separation including the ef-
fect of the corner flow.
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Figure 1: Shock Wave Boundary Layer Interaction (from
[23]).

This numerical study is realized on the Délery bump



configuration of the S8Ch wind tunnel of the ONERA
Meudon Center which is detailled in [3, 22, 23]. The
shape of the bump has been specially designed to in-
duce a strong interaction between the boundary layer and
the shock at a nominal Mach number being equal to 1.4,
which generates an extended separated zone. A sketch of
the interaction is presented in Fig. 1. The stagnation con-
ditions of the flow are near ambient pressure and tempera-
ture: pst =0.96-10° +300 Pa and T'st = 300+ 10 K. The
incoming boundary layer is turbulent and their properties
just upstream of the interaction obtained by LDV measur-
ments are: physical thickness 0 = 3.9 mm, displacement
thickness 6; = 0.46 mm, momentum thickness 8 = 0.25
mm, and incompressible shape parameter Hi = 1.6. The
associated unit Reynolds number is around 14-10° m~!,
which leads to a value of Reg = 3500 for the incoming
flow.

Firstly, the numerical model used is presented, sec-
ondly the optimization process is detailed. It is then ap-
plied to the boundary layer separation before a second
step of optimization specifically dedicated to the corner
flow separation.

2. NUMERICAL MODEL
2.1 Overset Meshes

First of all, in order not to have to mesh again the whole
wind tunnel at each vortex generators configuration, we
choose to use structured overset meshes. The whole pre-
process has been handled using the ONERA software
Cassiope [2].

Figure 2: Overset meshes of the wind tunnel with fluidic
VGs: fine mesh, jets’ meshes and coarser mesh.

The meshes are on display on Fig. 2. The main idea
was to have a really fine mesh close to the VGs position

Table 1: Mesh characteristics

Number of Points
Jet 252 681
Fine mesh 60 839 100
Coarser mesh 4922 640

in order to fully capture the flow coming from the jets and
their interaction with the incoming boundary layer. The
principle characteristics of the meshes are summed up in
table 1. Close to the walls, the cells are lower than 2
pm which results in a dimensionless wall distance lower
than 1 almost everywhere. The boundary layers thick-
nesses are described using about 50 points. This allows
to capture at the same location than the measured one,
a boundary layer thickness 8 = 3.3 mm, a displacement
thickness 8; = 0.42 mm and an incompressible shape pa-
rameter H; = 1.33 which are close to the one measured
experimentally in the wind tunnel by [3].

2.2 Boundary conditions and initial states

In order to accelerate the convergence of the calculations,
three initial states have been used. They correspond to
different Mach number of the same stagnation condi-
tions Py = 0.96- 10° Pa and Tj = 300 K. The first ini-
tial state of Ma = 0.01 is imposed on the almost static
zone in the convergent of the channel, the second state
with a Ma = 0.6 is imposed on the central part of the test
section-including the first throat being the bump- and the
last one with Ma = 1.3 is used to initialize the second
throat which controls the flow rate.

At the entrance of the wind tunnel a subsonic injec-
tion condition is imposed using P,y and the stagnation en-
thalpy corresponding to the first state. At the end of the
diffuser, a condition of supersonic outflow is imposed.
As the mesh only represents half of the wind tunnel, a
condition of symmetry is imposed on the median plane.
Everywhere else is imposed a condition of viscous wall.
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Figure 3: Illustration of the blanking process.

When the jets are added, the coarser mesh is blanked
by the fine mesh using a Cassiopee function. The pro-
cess is illustrated on Fig. 3. At least two cells of each
mesh are kept inside of the overset mesh in order to do a
proper interpolation. Some other examples of the use of



this function can be found in [16]. Furthermore, the lower
wall of the fine mesh is set to a doubly defined condition,
meaning that the wall is considered as viscous wall, yet
the cells crossed by a jet the wall are considered an over-
lap boundary.

2.3 Solver

The structured RANS computations are executed with
an Onera’s in home software: elsA. Informations on
this computing code can be found in [4]. This soft-
ware uses a cell-centered finite volume discretization on
structured point-matched and overset grids.The spatial
and time integration are respectively carried out using a
upwind second-order Roe scheme with Harten entropic
correction and a backward-Euler scheme with implicit
lower/upper symmetric successive overrelaxation.

The turbulence is modeled using the one-equation
SpalartAllmaras (SA) model with the quadratic constitu-
tive relation correction [7]. This correction enriched the
Boussinesq relation with anisotropic terms. This allows
to improve the precision of the model in the corner flow
separation zone.

The calculation are processed on a NEC cluster, more
precisely on 256 cores distributed on 10 processors. It
takes an equivalent of 3 800h CPU to achieve 30 000 it-
erations and a proper convergence of the residuals.

2.4 Reference case
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Figure 4: Longitudinal velocity field at the symmetry
plane of the wind tunnel calculated using elsA.

The uncontrolled reference case is calculated in order
to have a comparison with experimental data. The sym-
metry plane of the wind tunnel calculated using the pro-
cess detailed above is compared to 2D PIV results ob-
tained by [22] in Fig.4 and Fig.5. The longitudinal ve-
locity fields are very well matching and the size of the
separated zone in the streamwise direction is well pre-
dicted even if the height of the bubble is slightly overes-
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Figure 5: Longitudinal velocity field at the symmetry
plane of the wind tunnel measured using 2D PIV method
from [22].

timated. Nota bene, the green cells in the red and blue
area on Fig.4 are the cells of the fine mesh outside of the
interpolation zone and thus do not reflect an error in the
computation.

3. OPTIMIZATION APPROACH:
A KRIGING ALGORITHM

In order to proceed to an optimization of several parame-
ters of the control, an optimization method is set up. The
idea is to be able to minimize an objective function de-
scribed in 4.2 with respect to some parameters described
in 4.1 and 5.1. As the phenomena of the interactions be-
tween a jet and a cross flow and between a vortex and a
shock wave can be really non linear, a kriging algorithm
is chosen.This method has been widely employed in var-
ious optimization processes, such as for example: porous
media [10], aerodynamic design [17], fluid structure in-
teraction [5]. It has the advantage of not inferring the
smoothness of the function. Furthermore as the objective
function can be really flat with only very localized max-
ima, this method of search should be quicker than a con-
ventional Newton method. Another method would have
consisted in running an adjoint state method to calculate
the gradient, nevertheless the size of the mesh prevents us
from using this methodology.

The different sequences of the method are described in
Algo.1.



Algorithm 1 Kriging optimisation

1: Sampling Plan

* Generation of the 7 initial sampling points with
a Latin hypercube sampling method

2: Observations
 Evaluation of these designs with elsA.—Sec. 2
3: Construction of the Surrogate

* Construction of a surrogate model using Krig-
ing method

4: Search of the Infill Criterion

* Construction of the model of the Expected Im-
provement

» Search of the maximum of the Expected Im-
provement thanks to a Genetic Algorithm.

5: Addition of a New Design

 Evaluation of the new design at the maximum
of the Expected Improvement with elsA.

* Addition of the new design to the model back to
step 3.

After evaluating the sampling plan, the method called
Kriging is used to construct a first model (see 3 of the
algorithm).. This method is explained in [11], [12] and
[18]. The main idea when building a model is to use a
base of functions with which you calculate the model at
each point of the exploration space.

In Kriging, the basis functions are defined in Eq. 1,
each i one linked to a " sampling point of the n points
already measured.

W' (x) = exp(— ) Blxj —x; 1) (1)
k=1

With x;,x_,- the coordinates in the j* dimensions of re-

spectively x', x, the i* sampling point and the evaluation
point. The 6; and p; are variable parameters.

These functions are close to a Gaussian with parame-
ters 6 and p; which allow us to balance the influence of
each sample point in every dimension in order to find the
best model. These functions takes advantages of the fact
that you are more certain of the validity of your model
near to a sampling point and of the fact that the function
can change more or less quickly near to each sampling
point. In our case only the 6, parameters are optimized
using a genetic algorithm and the p; parameters are kept
equal to 2.

4. FIRST OPTIMIZATION: THE SEPA-
RATION’S CONTROL

4.1 Optimization parameters

CQess S

Figure 6: Positions of the jets.

The achievement of the control depends on a wide va-
riety of parameters: the numbers of jets, their lateral and
longitudinal positions, their pressure of injection, their
pitch and skew angles for each of them. In order to have
areasonable time of calculation, only two parameters are
optimized in a first approach. The others parameters are
chosen thanks to some first trials and literature results on
the mechanical micro vortex generators. The basic con-
figuration is defined as follows: ten VGs are positioned in
the spanwise direction of the channel, separated by 2.1 §
(with a bigger gap in the center of the channel due to the
presence of a sensor) and 12 § in front of the shock wave
boundary layer interaction which was the best location
determined in a previous study with the same interaction
[3]. The positions of the jets can be seen on half of the
wind tunnel on Fig. 6. The total injection pressure is
fixed to 2 bar. The jets diameters are fixed to 1 mm. This
is done to ensure a small mass flow rate and a small mo-
mentum coefficient ¢y, defined in Eq. 2 which are main
criteria of efficiency for such fluidic control devices. The
momentum coefficient ¢, characterizes the energy of the
jets compare to the whole channel.

ijet szgt Sjet
b 0.5p.U2S, @

It should be noticed that the real shape of injection is
an ellipse which varies with respect to the pitch and skew
angles.

Furthermore, the VGs are chosen to be oriented in
contra-rotative angles. Previous studies (as [4] for in-
stance) demonstrated that even if the vortices generated
by a contra-rotative pair of VGs are more likely to ap-
pair and thus to generate a weaker region in the boundary
layer, they will sustain each other and thus generate a bet-
ter mixing. Moreover, in a rectangular channel, only one
direction VGs will cause a lateral speed which will de-
teriorate one corner flow strongly. The two angles of the
jets are defined on Fig.7 with respect to the local tangents.
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Figure 7: Definition of o and f3, respectively pitch and
skew angles in the case of the perpendicular jet producing
the well known contra-rotative pair of vortices visualized
on a Q criterion equal to 3 - 103 isosurface colorized with
longitudinal vorticity.

Due to physical constraints, the o angle is only varied be-
tween 30°and 150°. The angle B is varied between 0°and
180°. Combined with the pitch rotation, this variation al-
lows to consider all the physical configuration including
the reversed jets which are less tested in the literature.

4.2 Objective function: DC50 coefficient

The goal of this study is to reduce the separation zone
which should improve both the homogeneity and the total
internal energy of the flow after the shock wave bound-
ary layer interaction. In order to quantify the improve-
ment on both of these quantities, a one dimension func-
tion has been selected. A criterion, called DC50, is de-
fined based on an existing criterion used by aircraft man-
ufacturers: the DC60 criterion [15, 14]. This criterion is
calculated on a slice perpendicular to the channel placed
behind the interaction and the separation zone as it can
be seen on Fig. 8. It consists of a comparison between
the mean stagnation pressure Piy,, in the slice with the
worse mean stagnation pressure in a fiftieth of the slice
Piyone. This quantity is divided by the mean kinetic ve-
locity @mean in the slice in order to give an information
not only on the homogeneity of the flow but on the con-
servation of the energy. This criterion is summed up in
Eq. 3. The fifty portions of the slice of the reference
case(without control) are presented on Fig. 9. The loss
of stagnation pressure due to the boundary layer and cor-
ner flow separation are clearly visible. The DC50 of the
reference case is equal to 0.88. The objective of the opti-
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Figure 8: Stagnation pressure non dimensionalized using
Py = 0.96-10° Pa on the DC50 plane at x = 468 mm,
volume of the reverse flow-white surface- and Q criterion
equal to 3- 108 isosurface colorized with longitudinal vor-
ticity for the reference case.
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Figure 9: Stagnation pressure non dimensionalized using
P, = 0.96-10° Pa on the transverse plane of the reference
case used for the DC50 criterion with the 50 zones.

mization will be to minimize this criterion.

Piyean — min(Pizone)

DC50 = 3)

qmean
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Figure 10: Regression kriging model of the DC50 func-
tion with respect to the skew and pitch angles of ten
VGs.The white dots represent the calculated cases.

4.3 Results

4.3.1 DC50 model

After 36 iterations of the algorithm, the model does not
seem to vary a lot and two main zones of interest appear.
Due to the closeness of some calculation points and to
the uncertainty of the RANS numerical calculation of the
DC50, a regression kriging is used instead of the classical
kriging. It allows the model to take into account a small
margin of uncertainty and not to try to perfectly fit the
calculated points. The model is then improved with four
points at no additional numerical cost as they all corre-
spond to the same configuration, indeed, when the pitch
angle is fixed to 90 °the skew angle does not have a real
signification as the jets remain vertical with respect to the
local tangents.

The model is presented on Fig. 10. First of all the up-
per and lower limits seems to be the same but reversed
which is a fair result as when f goes from 0°to 180°the
jets are just directed in the opposite direction so « is equal
to its complementary angle to 180°. Then the model
present a ’quasi-central symmetry”’. This is coherent with
the fact that the intensity and position of the vortices gen-
erated by the jets symmetric with respect to the centers
of the model are symmetric along the longitudinal plane.
The difference of level of DC50 is due to the fact that the
jets close to the center and the corner of the channel in-
teract differently. The two main zones of interest in blue
and green are on the reverse jets zones presented which
differs from the previous studies which consider that the
preferential angles were o = 30°and 3 =60°.

Dimensionless Stagnation Pressure

0.1 0.64 0.74 0.84 0.94
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04 -00 04_ 00
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(a) Optimum-Case 28 (b) Sub optimum-Case 12

Figure 11: Stagnation pressure non dimensionalized us-
ing Pp = 0.96- 10 Pa on the transverse DC50 plane of
the best controlled cases of the first optimization.

The best controlled case -Case 28- is for & = 30° and
B =102.8°values of angle, the objective function is equal
to 0.68 which is already an improvement of 20%. It gen-
erates the DC50 slice presented on Fig. 11a and the re-
verse flow visible on Fig. 12. This configuration is com-
posed of reversed jets with the lateral one pointing out-
ward at the wall. The external jet manages to reduce
the impact of the corner flow by inducing a reverse flow
upstream and farther from the lateral wall. The corner
flow presents a completely different shape and seems to
be more efficiently dissipated.

imensionless

VorticityX Stagnation Pressure
100000 0.98
80000 0.94
60000 0.9
40000 0.86
20000 0.82
0 0.78

-20000 0.74

-40000 0.7

-60000 0.66

-80000 0.62

-100000

Figure 12: Stagnation pressure non dimensionalized us-
ing Py = 0.96 - 103 Pa on the DC50 plane at x = 468 mm,
volume of the reverse flow-white surface- and Q criterion
equal to 3- 108 isosurface colorized with longitudinal vor-
ticity for the optimum-Case 28.



4.3.2 Furthers analysis

The mechanism which makes the optimum control can
be explained as follows: this couple angles generates for
each jet a pair of same sign longitudinal vorticity as it can
be seen on Fig. 13a. This pair of vortices is going to gen-
erate a lateral velocity for each pair of vortices. Looking
at the development of the vortices farther downstream on
Fig. 13b, in the case of the central jets, the two vortices
are going to merge when they meet the adjacent opposite
vortices and form a new pair of opposite vortices that are
going to sustain each other in the downstream flow di-
rection. For the lateral jet, the pair of vortices is going
to move closer to the wall and provoked a mixing which
induces a weaker boundary layer between the two vor-
tices. This weaker zone is more sensitive to the adverse
pressure gradient due to the shock and separates earlier.
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(a) Longitudinale vorticity at x=285mm-Case 28.
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(b) Longitudinal vorticity at x=300mm-Case 28.

Figure 13: Longitudinal vorticity on two transverse
planes along the flow.

The conclusion of this first optimization is that the al-
gorithm manage to find an optimum which reduces the
value of the objective function and this configuration is
composed of slightly reversed jets. Nevertheless, this
study emphasizes the fact that the most impacting part
of the reverse flow on the DC50 criterion is the corner
flow, this has already been highlighted in [25, 27]. To
improve the control, a second optimization is considered
with a specific jet controlling the corner flow. In order
not to allow the central reverse flow to grow while the
corner separation diminish, a central control will be con-
served. The case chosen for this is the sub optimum case
-Casel2- with @ = 120° and B =45°, presented on Fig.
11b and Fig. 14. It generates a DC50 of 0.78 which is
only a 10% of improvement however, it controls better
the separation and as the lateral jet is going outward the
wall, it allows the corner control jet not to interact with
the central ones.
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Figure 14: Stagnation pressure non dimensionalized us-
ing Py = 0.96- 10° Pa on the DC50 plane at x = 468 mm,
volume of the reverse flow-white surface- and Q criterion
equal to 3- 108 isosurface colorized with longitudinal vor-
ticity for the sub-optimum-Case 12.

Table 2: Parameters of the second optimization.

Parameter Min | Max
X position(mm) | 260 | 320
Z position(mm) | 38 | 57.5
Pitch angle o(°) | 30 150
Skew angle B(°) | 0 180

5. SECOND OPTIMIZATION: THE
CORNER FLOW SEPARATION’S
CONTROL

5.1 New optimization’s parameters

As explained in 4.3.2, the second optimization considers
a control with 12 jets, the 10 central ones of the Case 12-
o = 120° and B =45°, and a jet in each corner to control
specifically the corner separation. The positions and ori-
entation of the central jets can be seen on Fig. 15. The
optimization will take into account two others parameters
for the jet. The longitudinal and lateral position of the jet
will be optimized too. The pitch and skew angle will also
be optimized. All the parameters’ range of variation are
summarized in Tab. 2.

The objective function is calculated as in the previous
optimization.

The first latine hypercube is of dimension four and thus
the initial number of samples is increased to 15. Then
the processus of improvement is kept as before except
that in order to accelerate the convergence, the new points
are calculated 3 by 3. To chose these three points, the



Figure 15: Positions and orientation of the central jets-in
green- and a position of the corner jet-in blue.

model is updated with the first optimum of the expected
improvement predicted value and a new model is tuned
before a new research of the maximum of the expected
improvement. The same technique is used for the third
point. Once the three points have been calculated, their
real value are added to the model of the previous step
before it is tuned again.

The algorithm enriched the model up to 122 points. It
converged to a zone of interest.

5.2 Results

The model calculated is almost constant with a value
close to the DC50 of the Case 12 meaning that the cor-
ner jet does not improve the control at these positions.
Nonetheless, the algorithm managed to find a zone of in-
terest which is presented on a 2 dimension map with o
and f fixed respectively to 30°and 106°on Fig. 16.

DC50

290
(mm)

Figure 16: Zone of interest of the second DC50 model.

In this small zone close to the wall, the jets manage an
important improvement of the DC50. The longitudinal
position seems to be less sensitive than the lateral one
inducing that the control efficiency resides in the position
of the vortex with respect to the sidewall much more than
to its intensity.

The best controlled case found is o = 30° and
B =106.0°, the objective function is of 0.34 which leads
to an improvement of 60% of the DC50. It generates the
DC50 slice presented on Fig. 17 and the reverse flow vis-
ible on Fig. 18.
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Figure 17: Stagnation pressure non dimensionalized us-
ing Py = 0.96- 10° Pa on the transverse DC50 plane of
the best controlled case of the second optimization-left-
and uncontrolled-right-.
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Figure 18: Stagnation pressure non dimensionalized us-
ing Py = 0.96 - 10° Pa on the DC50 plane at x = 468 mm,
volume of the reverse flow-white surface- and Q criterion
equal to 3- 108 isosurface colorized with longitudinal vor-
ticity for the optimum.

The corner flow separation is not anymore present and
is replaced by two smaller separation zones along each
side of the corner. These separation zones have smaller
impact on the total pressure downstream. The mechanism
of the corner flow vortex is presented on Fig. 19 and its
impact on the longitidinal momentum is compared to the
uncontrolled case on the Fig. 20 and Fig. 21 respec-



tively. By being able to stuck to the corner, the vortex
manages to reinject energy into the boundary layer of the
corner flow and thus to prevent the separation. This re-
sult is closed to the results found experimentally in [27]
and confirm the interest of controlling both the boundary
layer and the corner separation as a global phenomenon
as done in [25].
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Figure 19: Longitudinal vorticity on five transverse
planes close to the corner, along the flow at x equal 295,
305, 315, 325 and 335mm from left to right for the opti-
mum case of the second optimization.
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Figure 20: Longitudinal momentum on five transverse
planes close to the corner, along the flow at x equal 295,
305, 315, 325 and 335mm from left to right for the opti-
mum case of the second optimization.
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Figure 21: Longitudinal momentum on five transverse
planes close to the corner, along the flow at x equal 295,
305, 315, 325 and 335mm from left to right for the un-
controlled case.
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6. CONCLUSION

The optimization process presented in this study turns out
to be an effective process which managed to find an ef-
ficient air vortex generator control of the case studied.
It highlighted the interest of having reversed jets to con-
trol the flow destabilized by the strong interaction, this
configuration giving some other structure and so other
induced velocity to the vortices generated. This fluidic
flow control configuration with reversed jets has not been
studied yet at the authors knowledge. The control config-

uration is really efficient as it reduces the DC50 criterion
of 60% with a momentum coefficient ¢, of only 0.03%.

Following this numerical study, an experimental test of
the best controlled configuration is actually being tested
in the wind tunnel in order to deeply understand the
mechanism of control and to characterize its unsteady
features.
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