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This paper is the first of a series aiming to use the loop vertex expansion (LVE)
to recover or prove analyticity and Borel summability for generic vector models
with bosonic or fermionic statistics in various dimensions. We consider both non-
relativistic and relativistic bosons and fermions coupled with a constant quartic ten-
sor in zero-, one- and two-dimensional space, by limiting our investigations to the
super-renormalizable models. This offers a unified perspective on classical construc-
tive results, highlighting the usefulness of the LVE as a modern tool to address these
questions and to tackle more challenging models in higher dimensions. Finally, we
investigate the large N and massless limits along with quenching for fermions in
one dimension. In particular, this work establishes the Borel summability of the
Sachdev-Ye-Kitaev model.
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I. INTRODUCTION

Constructive quantum field theory (CQFT) is a branch of mathematical physics that
aims to investigate whether quantum or statistical field theory models are well-defined in
a rigorous mathematical sense. Despite their experimental successes, quantum field theo-
ries (QFTs) may be badly defined mathematically. This defect was pointed out since their
origin almost a century ago. Historically, a vast amount of QFT axioms have been de-
signed since 19501,2, the most popular and minimal being the Wightman axioms3–5. The
proof of Wightman axioms for QFT models is reputed to be a difficult task, the difficulty
increasing generally with the realism of the considered field theory. All these pioneer works
took place in the operator formalism. The development of Feynman’s functional integral
provided an important change at the beginning of 19706,7. In Euclidean time, the con-
nection between Wightman and Schwinger functions, a consequence (for instance) of the
Osterwalder-Schrader (OS) analytic continuation procedure6,8–11, leads to the well-known
OS axiomatization. These axioms provide a set of minimal conditions (OS positivity, clus-
tering, ergodicity, etc.) ensuring the possibility to analytically continue from Euclidean
Schwinger functions to Wightman functions satisfying all the Wightman conditions. Nowa-
days, a large literature exists on this subject, especially on the connections between the
Euclidean and Minkowskian theories.

At this stage of history, a new type of question emerged in CQFT: “Can we obtain
a rigorous definition of quantities like Schwinger functions for interacting models?” From
a perturbative point of view, the expansion usually fails to be well-defined, and even for
models without divergences or renormalizable12. For instance, the free energy F may be
formally computed in terms of amplitudes AG indexed by Feynman diagrams G:

F =
∑

G connected
AG . (I.1)

However, in general, this sum fails to converge ∑G |AG| = ∞ because the number of con-
nected Feynman diagrams grows very fast with the number of vertices13 – a bad consequence
coming from the illegal permutation between sums and integrals in the perturbative expan-
sion. The central success of constructive theory on this question was to realize that, using
sophisticated methods such as Mayer expansion and lattice clustering14,15, the existence of a
non-empty radius of convergence and Borel summability of the perturbative series can gen-
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erally be proven. The loop vertex expansion (LVE) is a recent constructive technique16–20:
starting with a Hubbard-Stratonovich transformation21,22, it replaces the perturbative ex-
pansion in terms of Feynman graphs by an expansion indexed by trees, whose number
increases very slowly with the number of vertices in comparison19. The strategy may be
summarized as follows: for any pair made out of a connected Feynman diagram G and a
spanning tree T ⊂ G, there exists a universal normalized non-trivial weight $(G, T ) such
that: ∑

T ⊂G
$(G, T ) = 1 , (I.2)

which allows to rewrite the original sum (I.1) as a formal sum over trees

∑
T
AT :=

∑
G

∑
T ⊂G

$(G, T )AG, (I.3)

and, in the best case, to prove that ∑T |AT | < ∞ inside a non-empty domain. In more
details, the general strategy for proving Borel summability with LVE uses the Nevanlinna-
Sokal theorem, which requires essentially two conditions:

• the existence of a finite radius of convergence;

• a bound for the remainder in the Taylor expansion.

Since its beginning, the LVE has been successfully applied to a vast amount of problems, in
particular, to scalar and matrix models16–20,23–25, non-commutative field theories26,27, and,
more recently, tensor models and tensor field theories, and discrete gravity models28–34.
In particular, a non-trivial improvement over the orthodox LVE, called multi-scale loop
vertex expansion (MLVE), has been introduced35–37 to deal with models having a finite set
of divergent graphs (see specifically29,32,38). Finally, the LVE and MLVE do not seem to
be the end of the history: a recent paper39 proposed a generalization called loop vertex
representation (LVR) which allows to deal with higher-order interactions and which has
been successfully applied to random matrix theories40–42.

This paper is the first of a series aiming to prove Borel summability theorems for a large
set of Euclidean vector models using specifically the LVE and its generalizations (MLVE,
LVR, and so on). These models and the results we obtain are relevant for machine learn-
ing43,44, condensed matter45 and SYK models46–49 (see50,51 for recent reviews), (toy models
of) string field theory52, and multi-Higgs models in particle physics phenomenology53–55. For
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this first work, we focus on the LVE method and general quartic just-renormalizable models
with Bose and Fermi statistics. The LVE provides a unified framework to study models
having Schrödinger (non-relativistic) and Klein-Gordon / Dirac (relativistic) types of prop-
agators, and arbitrary interactions such that our analysis exhaust all the possible cases of
renormalizable models with a purely quartic interaction (up to constraints arising from the
stability of the theory). We adopt a presentation where the difficulty is increased step by
step with the spatial dimension, the UV divergences becoming more and more difficult to
control. For this paper, we focus on models having a finite number of UV divergences:
we will study the analyticity and Borel summability of super-renormalizable bosonic and
fermionic models in d = 0, 1, and relativistic bosonic models in d = 2.

Note that this work is not the first one on the subject, the constructive aspects of several
bosonic and fermionic models having been investigated in the past. Relativistic bosons,
for instance, have been studied in56–58 for d = 0; in59 for d = 1, in27,60–62 for d = 2, and
in17,63,64 for d = 3, 4. A general but less rigorous argument for all super-renormalizable
relativistic scalar fields with generic polynomial interactions has been given in65,66. The
Borel summability in the large N limit is discussed in67,68, and the non-relativistic case
in69. Fermions at finite temperature were investigated for instance in70–74. Other standard
references and textbooks on this subject are11,12,75,76 The main addition of our paper is to
offer a completely unified perspective using the modern method of LVE.

In this paper, we prove the existence of a constructive expansion for general super-
renormalizable fermionic and bosonic quartic models in low dimensions. Then, we extend
the results to the quenched Sachdev-Ye-Kitaev (SYK) model46–49. This is the main new
result of this paper since the existence of a constructive expansion for SYK models has not
been addressed previously. While the cases of fermionic and bosonic fields in low dimen-
sions have been largely investigated in the past, we stress again that our paper is the first
to deal with them using the LVE and to provide a unified perspective with general quartic
interactions.

As explained, this paper is the first of a series, and some questions remain open. Among
them, the case of higher-order interactions, which we expect to be treated using improved
versions of the LVR (which do not exist today); and the case of just renormalizable in-
teractions. The last case is a difficult task and is also an open problem in tensorial field
theories29,32,38 where the LVE has been used successfully.77

4



The details on the models that we consider and the main statements are given in Section
II, the proofs being relegated in Section III. Appendix A describes the BKAR forest formula,
and Appendix B Nevanlinna theorem.

II. THE MODELS, BASICS AND MAIN STATEMENTS

In this section, we define the class of models considered in this paper and fix the notations.
For convenience, the proofs are given in Section III. We recall some useful properties of d-
dimensional bosonic and fermionic vector models, including in particular a description of
the propagators and the respective power-counting theorems. Finally, we outline the main
statements of this paper.

A. The models and power counting

This paper is devoted to a family of statistical models for random N -component vector
fields {χi} in d dimensions, χi : Rd → R,C, i = 1, · · · , N , collectively denoted as Ξ := {χi}.?

The value at the point x ∈ Rd is denoted as χi(x). The field components χi can be either
ordinary commutative numbers (χiχj = χjχi) or non-commutative (Grassmann valued)
numbers (χiχj = −χjχi), depending if we describe bosonic or fermionic random degrees of
freedom. For the rest of this paper and to clarify the notations, we will denote as φi the
bosonic variables and as ψi the fermionic ones. Φ = {φi} then denotes the collective bosonic
vector, and Ψ := {ψi} the analogous fermionic vector.

We focus on statistical models, that is to say, quantum field theory in imaginary (Eu-
clidean) time. Without loss of generality, the probability law p(Ξ) for a configuration Ξ is
fixed by the choice of a classical action S(Ξ):

p(Ξ) = 1
Z
e−S(Ξ) , (II.1)

the partition function Z ensuring the normalization of the probability distribution,

Z :=
∫ [

N∏
i=1

dχi
]
e−S(Ξ) , (II.2)

where dχi denotes the generalized Lebesgue measure.
In this paper, we limit our investigations to quartic models, the first non-Gaussian con-

tributions compatible with Z2-symmetry. For real fields χi : Rd → R, we choose a classical
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action of the form:

S(Ξ) =
∫

dx
1

2
∑
i,j

χi(x)C−1
ij χj(x) + u

4!
∑
ijkl

Wijklχi(x)χj(x)χk(x)χl(x)
 . (II.3)

In this expression, Cij denotes the covariance matrix, u the coupling constant and Wijkl

the coupling tensor. Note that the interaction is local in the usual meaning in field theory.
Moreover, in these notations, Cij is understood as a differential operator with respect to the
space variable x:

C−1
ij := Mij + a

(1)
ij,α

∂

∂xα
+ a

(2)
ij,αβ

∂2

∂xα∂xβ
+ · · · , (II.4)

where the Greek indices α, β run from 1 to d and the Einstein convention for repeated indices
is assumed. Note that the mass matrix Mij as well as the weight matrices a(n)

ij do not depend
on the positions x. For bosonic fields, χiχj and χiχjχkχl are completely symmetric tensors,
whereas they are completely antisymmetric tensors for fermionic fields such that:

• bosonic fields: Cij = Cji and Wijkl is completely symmetric.

• fermionic fields: Cij = −Cji and Wijkl is completely anti-symmetric.

For complex fields χi : Rd → C, we choose the classical action to be of the form:

S(Ξ) =
∫

dx
∑
i,j

χ̄i(x)C−1
ij χj(x) + u

4!
∑
ijkl

Wijklχi(x)χ̄j(x)χk(x)χ̄l(x)
 . (II.5)

Once again, the permutation symmetries of the covariance and coupling tensors depend on
the nature of the fields. Requiring the classical action to be a real functional of the fields,
we get the conditions:

• bosonic fields: Cij = C†ij and:

Wijkl =Wklij =Wilkj =Wkjil =W∗jilk . (II.6)

• fermionic fields: Cij = −C†ij and:

Wijkl =Wklij = −Wilkj = −Wkjil =W∗jilk . (II.7)

Without much loss of generalities, we assume that the propagator takes the form of a direct
product between a purely spatial part and a purely internal flavor space:

C−1
ij := K−1

ij C̃
−1 , (II.8)
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choosing the spatial part of the propagator C̃ among three kinds of models relevant for
physics and compatible with standard axioms of field theory:

• Schrödinger propagator: non-relativistic bosons and fermions in (d − 1)-dimensional
Euclidean space:

C̃−1 = ∂

∂t
− κ∗∆ +m (II.9)

where ∆ is the usual Laplacian over Rd−1: ∆ := ∑d−1
i=1

∂2

∂x2
i
, and κ∗ := ~2

2m∗ is a positive
constant involving the effective mass m∗.

• Klein-Gordon propagator: relativistic bosons in d-dimensional Euclidean space-time:

C̃−1 = − ∂2

∂t2
−∆ +m2 . (II.10)

• Dirac propagator: relativistic fermions in d-dimensional Euclidean space-time:

C̃−1 = γα∂α +m. (II.11)

The Dirac matrices γα with α = 1, · · · , d satisfy the Dirac algebra {γα, γβ} = 2δαβ

and the condition tr(γα) = 0 for d > 0. Dirac matrices are 2n × 2n matrices where
d = 2n (resp. d = 2n+ 1) for even (resp. odd) d meaning that relativistic fermions ψi
have to be understood as 2n- anti-commutative vectors: ψTi = (ψi,1, · · · , ψi,2n).

In all these cases, the mass squared is positive, m2 > 0 (unbroken phase).78 The matrix Kij,
on the other hand, is a real invertible N ×N matrix. Note that, in addition to the external
indices i and j, the matrix K may depend on some internal indices like spin, as it will be
the case for Majorana fermions or Dirac fermions. The choice of this matrix depends on
the specificity of the model that we consider, however, we can expect it to be bounded:

|Kij| ≤ κ ,∀i, j , κ ∈ R . (II.12)

For large N , additional conditions can be necessary to make the sums over loops not too
large. With this respect, it may be reasonable to impose a condition such that Kij goes to
zero for i, j � 1. The sums are expected to converge for exponential decay, but it has to be
checked for slower decays, especially for power decays:

|Kij| .
i,j�1

min
(

1
iε
,

1
jε

)
, ε > 1. (II.13)
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In this paper, to simplify the proofs, we will assume that the field components are identically
distributedKij = δij, but the conclusions can be easily extended to the generic caseKij 6= δij.

We will be interested as well in the case where the coupling tensor has its own degrees
of freedom. In particular, we will consider the large N limit of the SYK model, introduced
initially in46–49 (see50,51 for recent reviews). Recently, this model received a lot of attention
due to its distinguished features: it is solvable in the strong coupling regime, it displays
a near-conformal invariance and it saturates the chaos bound proposed in79. All together,
these characteristics make the SYK model a good candidate to describe black holes (with
near-horizon geometry AdS2) through the AdS/CFT correspondence80. The SYK model, as
originally defined in46,47, corresponds to a d = 1 quantum mechanical system (time only) of
N Majorana ψi with a quartic interaction

S =
∫

dt
(

1
2 ψi

d
dt ψi + 1

4! Jijkl ψiψjψkψl
)
. (II.14)

where the index i runs from 1 to N , with random couplings (quenching), which is achieved
by integrating over Jijkl with a Gaussian measure. One considers the quenched partition
function:

Z(u) =
∫

dJ e−S(J )
∫

dψ e−S(J ,ψ) =:
∫

dJ e−S(J )Z(J ) , (II.15)

where we call Z(J ) the partial partition function, integrating over the fermionic degrees
of freedom only. Once again, note that J is assumed to be real, with strictly positive
eigenvalues ξ2

I . The measure for J , dJ e−S(J ) is Gaussian:

S(J ) := α(N)
2ḡ2

∑
ijkl

JijklJijkl , (II.16)

where α(N) is a certain power of N . Note that the generalized SYK model involves an
interaction of degree q, Ji1···iqψi1 · · ·ψiq : our conclusion about the Borel summability holds
only for the original q = 4 SYK model. The function α(N) is fixed to N q−1 usually, and we
will set α(N) = N3 for our considerations.

The classical action for the fermions is chosen to be:

S(J , ψ) :=
∫ β/2

−β/2
L(Ψ,J )dt (II.17)

with the Lagrangian density:

L(Ψ,J ) := 1
2
∑
i

ψi
d
dtψi −

u

4!
∑
ijkl

Jijklψiψjψkψl . (II.18)
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Note the minus sign in front of the interaction term, which arises from −1 = iq/2 for q = 4,
will be crucial for the convergence of the constructive bound.

In this paper, we focus on UV finite and super-renormalizable field theories in low di-
mensions. Power-counting provides a criterion to decide if a theory is UV safe or not (we do
not consider IR problems in this paper). The multi-scale analysis is a rigorous method to
count the divergences of the theory12. It introduces a slicing in the interior of the Feynman
amplitudes, decomposing each propagator edge into slices. More concretely, regularizing all
the propagators using the Schwinger parametrization, we introduce a slice index i ≥ 1 and
a thickness parameter M , in such a way that the full propagator C̃ in Fourier space is given
by the sum:

C̃ =
imax∑
i=1

C̃(i) + C̃(0) , (II.19)

the integer imax being fixed. The sliced propagator C̃(i) for i ≥ 1 is given by:

C̃(i)(ω, ~p 2) := (−iω + Ec)
∫ M−2(i−1)

M−2i
dα e−α(ω2+E2

c ) , (II.20)

for non-relativistic bosons and fermions, the kinetic energy being Ec := κ~p 2 +m;

C̃(i)(ω2, ~p 2) :=
∫ M−2(i−1)

M−2i
dα e−α(ω2+~p 2+m2) , (II.21)

for relativistic bosons, and

C̃(i)(ω, ~p ) := (−γµ∂µ +m)
∫ M−2(i−1)

M−2i
dα e−α(ω2+~p 2+m2) , (II.22)

for relativistic fermions.
In the amplitude decomposition,M imax has to be interpreted as the UV cut-off, ensuring the
finiteness of the loop integrals for large momenta. The remainder C̃(0)

ij includes integration
over Schwinger parameter α from 1 to ∞, and is completely regular in the UV. From the
slice decomposition of the amplitude, it is not hard to show the following statement:

Theorem 1 Let AG be the amplitude of the connected Feynman graph G with V vertices

and L internal propagator edges. Introducing a slicing for each propagator edge, we denote

by µ = {i1, · · · , iL} a scale assignment for edges labelled from 1 to L. The amplitude can

then be decomposed as a sum over scale assignments such that

AG =
∑
µ

AG, µ . (II.23)
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For fixed µ, let Gi = ⋃k(i)
k=1 Gki ⊂ G be the subgraph of G made of edges with scale assignments

higher or equal to i, and Gki its kth connected component, and where k(i) is the total number

of connected components. We have the following statement in the UV sector, that is, for

scale assignments higher or equal to 1:

|AG, µ| ≤ KL(G)∏
i,k

MΩ(Gki ) , (II.24)

the bound being uniform for some constant K. For a quartic model we have:

• non-relativistic bosons and fermions:

Ω(Gki ) = 1
2(d− 3)V (Gki )− d− 1

4 N(Gki ) + 1
2(d+ 1) , (II.25)

• relativistic bosons:

Ω(Gki ) = (d− 4)V (Gki )−N(Gki )
(
d

2 − 1
)

+ d , (II.26)

• relativistic fermions:

Ω(Gki ) = (d− 2)V (Gki )− d− 1
2 N(Gki ) + d , (II.27)

In these expressions, N(G) and V (G) denote respectively the numbers of external edges and

vertices of the diagram G.

The proof of this theorem is classic, and the reader may consult12 for details. We have to
specify the ranges of the momenta ω and ~p, which may be different. For non-relativistic
models at finite temperature β, the time coordinate is periodic t ∼ t+β and a fundamental
interval is t ∈ [−β/2, β/2]. Then, the conjugate momentum ω takes discrete values:

ω = 2πn
β

(bosons), ω = (2n+ 1)π
β

(fermions) , (II.28)

where n ∈ N. These two constraints for bosons and fermions come respectively from
the usual periodicity and anti-periodicity imposed on Fourier basis functions. The zero-
temperature limit β → ∞ corresponds to non-compact Euclidean time t ∈ R (without
periodic conditions). The spatial momentum ~p, however, is not restricted, except if we im-
pose to the system to leave into a box of finite size. For our purpose, we consider ~p ∈ Rd−1.

We deduce the following renormalizability criteria for each case studied in this paper:
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• Non-relativistic bosons and fermions are super-renormalizable for d < 3, just-renormalizable
for d = 3 and non-renormalizable otherwise.

• Relativistic bosons are super-renormalizable for d < 4, just renormalizable for d = 4
and non-renormalizable otherwise.

• Relativistic fermions are super-renormalizable for d < 2, just renormalizable for d = 2,
and non-renormalizable otherwise.

B. Main statements

We now outline our main results. We call tree expansion the expansion of the free energy
obtained from BKAR forest formula (Appendix A). We have:

1. First, for fixed and positive (see definition 1) coupling tensor W ,

Proposition 1 Let F (u) := ln(Z(u)) be the free energy of a quartic model in d dimen-

sions with generic but fixed tensor coupling and Kij = δij. Then, for the relativistic

fermionic models in d ≤ 1, non-relativistic bosonic models in dimensions d ≤ 1 and

the relativistic bosonic models in d ≤ 2, the tree expansion of F (u) is analytic in the

interior of the cardioid domain:

|u| ≤ O (1) 1
Nλ2

0
cos2

(
ϕ

2

)
, (II.29)

and corresponds to the Borel sum of the perturbative expansion of the free energy F (u).

2. Secondly, for disordered coupling with standard deviation 〈J 2〉 = ḡ/N3 and Majorana
fermions (SYK model), we have:

Proposition 2 In the large N limit, the tree expansion of the free energy F (u) of the

SYK model, for u = ρeiϕ is analytic in the interior of the cardioid domain:

ρ ≤ O (1) 1
ḡ

cos2
(
ϕ

2

)
, (II.30)

and corresponds to the Borel sum of the perturbative expansion in u.
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The rest of this paper is devoted to the proof of these statements.

Note that we do not consider the non-relativistic bosonic models in dimension d = 2,
even though it is power counting super-renormalizable. The reason is that we expect such
divergences to be unphysical because the non-relativistic approximation is valid only with
a cut-off. In dimensions d ≤ 1, however, no physical divergence is expected. Indeed, the
power counting Ω = 1−V provides a logarithmic divergence for V = 1, coming from formal
sums as ∑ω 1/(iω + m). These divergences however can be removed by remembering that
the path integral construction requires time discretization with finite time step ε, providing
additional oscillations eiωε. These oscillations allows to use the standard trick to compute
sums like ∑ω g(iω) by replacing them by a contour integration into the complex plane. For
β = 2π, the net result is: ∑

n∈Z

1
iωn + y

≡ ∓ 2π 1
e−2πy ∓ 1 . (II.31)

III. PROOFS

In this section, we give the proofs of the two statements 1 and 2 using the LVE. Our
general strategy for the proofs is to show that the two requirements of Nevanlinna’s theorem
(recalled in appendix B) hold81. We start with bosons and with dimensions d ≤ 1. The case
d = 2 is technically more difficult asince it requires an improved version of the LVE, called
multi-scale loop vertex expansion (MLVE).

A. Bosons in dimensions d ≤ 1

1. Existence of a finite analyticity domain

We start by proving that the first requirement of Nevanlinna’s theorem holds, that is, the
existence of a finite analyticity domain. The zero-dimensional model is simpler and captures
the dependence on the internal indices. Since there are no UV divergences, the case d = 1
follows easily.

Let Z(u) be the partition function of the bosonic model in d = 0:

Z(u) =
∫

dµC(φ) e−
u
4!
∑

ijkl
Wijklφiφjφkφl , (III.1)
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where dµC(φ) is a shorthand notation for the normalized Gaussian measure with covariance
C−1, dµC(φ) := ∏N

i=1 dφi e−
1
2φiC

−1
ij φj . For d = 0, Cij ≡ δij for i.i.d variables. The interaction

tensor can be viewed as a matrix WIJ , where the big indices I, J ≡ (ij), (kl) run from 1 to
N(N + 1)/2. As a symmetric matrix with real coefficients, WIJ can be diagonalized with
eigenvalues {ΛI}:

WIJ =
∑
L

ΛLOILO
T
LJ , (III.2)

where O is an orthogonal matrix. Defining the new field ΨL := ∑
I=(ij) OILφiφj, the partition

function becomes:
Z(u) =

∫
dµC(φ)

∏
L

e−
u
4! ΛL[ΨL]2 . (III.3)

If we suppose u to be positive, a simple way to ensure stability is to assume that the
eigenvalues ΛL are all positive. We adopt the following definition:

Definition 1 A coupling tensor W is said to be positive definite if all the eigenvalues ΛL

are positive.

In fact, we will remove this condition formally, venturing into the complex plane u = ρeiϕ,
and show that summability makes sense when u becomes complex. Now, we introduce the
matrix-like intermediate fields σ(L), indexed with a pair of indices L, with the normalized
Gaussian measure:

dν(σ) :=
∏
L e
− 1

2 (σ(L))2dσ(L)∫ ∏
L e
− 1

2 (σ(L))2dσ(L)
, (III.4)

in order to break the quartic interaction [ΨL]2 as a three-body interaction:

Z(u) =
∫

dµC(φ)dν(σ)
∏
L

e
√
−u
12 λLΨLσ(L)

, (III.5)

where λ2
L := ΛL. Note that λLΨL := AL is a symmetric matrix in the original little indices

L ≡ (kl). Therefore, only the symmetric part of the matrix σ(kl) is relevant, and the anti-
symmetric part of the intermediate field matrix can be integrated out.? The integration over
the original field variable is Gaussian with effective covariance C−1

I −
√
−u
3 OI(σ). Performing

this integration leads to the factor:

det
1−

√
−u
3 CO(σ)

−1/2

= e
− 1

2 Tr ln
(

1−
√
−u
3 CO(σ)

)
, (III.6)

with O(σ) := ∑
LOILλLσ

(L). Then, we expand the partition function in powers of the ef-
fective vertex V(O(σ)) := 1

2 Tr ln
(
1−

√
−u
3 CO(σ)

)
. Next, we introduce replicas, replacing
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the intermediate fields σ(L) by n vector fields σ(L)
p , with p running from 1 to n and with in-

verse covariance matrix 1, with all entries equals to 1. Denoting as dν1(σ) the corresponding
normalized Gaussian measure, and exchanging sums and integrations, the partition function
can be rewritten as:

Z(u) =
∑
n

∫
dν1(σ)(−1)n

n!

n∏
p=1
V(O(σ)p) . (III.7)

From the Brydges-Kennedy-Abdesselam-Rivasseau (BKAR) forest formula (see Appendix
A), and the elementary properties of Gaussian integration, one arrives at the following
expression for the free energy:82

F (u) =
∑
n

1
n!
∑
Tn

∏
`∈Tn

(∫ 1

0
dx`

)
e

1
2
∑

pq
∂

∂χ
(I)
p

WIJXpq(x`) ∂

∂χ
(J)
q

∏
`∈Tn

1
2

∂

∂χ
(I)
i(`)

WIJ
∂

∂χ
(J)
j(`)

n∏
p=1
V(χp)

∣∣∣∣
χ

(L)
p =0

, (III.8)

where we defined χ(L)
p := λLσ

(L)
p , and performed the change of variable χ by χ→ χ′ := Oχ.

The term with n = 0 will be treated separately, and we define F̃ (u) = ∑∞
n=1

1
n!Fn(u).

Computing the derivatives, we get:

Fn(u) := (−1)n
2n−1

∑
Tn

∏
`∈Tn

(∫ 1

0
dx`

) ∫
dµ$⊗x(χ(I)

p )
∏
v∈Tn

(c(v)− 1)!
(√
−u3

)c(v)

∏
`∈Tn

$It(`)Is(`)

∏
v∈Tn
VIv,1,··· ,Iv,c(v)(χp)

∣∣∣∣
χ

(L)
p =0

, (III.9)

where the s(`) (resp. t(`)) are sources (resp. targets) of the edge `, which can be written as
couples s(`) = (v(`), i) 1 ≤ i ≤ c(v) (and similarly t(`) = (v(`), i)). The couple (v, i) with
1 ≤ i ≤ c(v) denotes the boundaries of each of the c(v) edges hooked to v. The vertices
VIv,1,··· ,Iv,c(v) are defined as:

VIv,1,··· ,Iv,c(v) :=
 ∏
`|v∈∂`

∂

∂χ
(J)
j(`)

 V(χv). (III.10)

Explicitly, if we denote as (iv,n, jv,n) ≡ Iv,n the pair of indices labelled with Iv,n, we have:

VIv,1,··· ,Iv,c(v) = 1
2

c(v)∏
n=1

δjv,niv,n+1

 [Rc(v)−1(χv)]iv,1jv,c(v) , (III.11)

where we introduced the resolvent

R(χ) := 1
1−

√
−u
3 χ

. (III.12)
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The following classical Lemma allows to bound the resolvent, and to extend the domain of
convergence in the complex plane:

Lemma 1 Let E ≡ CN ⊗L2(S1,R), where L2(S1,R) denotes the space of square summable

functions spanned by {eint}, with n ∈ Z and t ∈ (0, 1]. Let {|j, n〉} be an orthogonal basis

on E, for j running from 1 to N . Let H be an Hermitian operator on E. By definition, H

acts on the basis states |i, n〉 as:

H|i, n〉 =
∑
j,m

Hji,mn|j,m〉 . (III.13)

Let u = |u|eiϕ, ϕ ∈ (−π, π] and R be the resolvent, defined as

R−1 = id + i
√
uH , (III.14)

where id denote the identity operator on E. We have the following uniform bound for the

standard induced operator norm on E:

‖R‖ ≤ cos−1(ϕ/2) . (III.15)

Our aim is to use this Lemma to bound each term in the tree expansion of F . We define:

BTn :=
∏
`∈Tn

$It(`)Is(`)

∏
v∈Tn
VIv,1,··· ,Iv,c(v)(χp) . (III.16)

Let us consider a tree T and an edge ` ∈ T with boundary ∂` = {v, w}. Let us denote as
V

(v)
I and V̄ (w)

I the two connected components connected together with the bridge `, so that
the amplitude AT reads:

BT =
∑
I,J

V
(v)
I WIJ V̄

(w)
J =

∑
L

O(V )(v)
L (λL)2O(V̄ )(w)

L , (III.17)

where O(V )(v)
L := ∑

I V
(v)
I OIL. Denoting as λ2

0 ≤
∑
IWII the highest eigenvalue λL, we get:

BT ≤ (λ0)2∑
L

O(V )(v)
L O(V̄ )(w)

L = (λ0)2∑
L

V
(v)
L V̄

(w)
L . (III.18)

Finally, using the standard Cauchy-Schwarz inequality:∣∣∣∣∣∑
L

V
(v)
L V̄

(w)
L

∣∣∣∣∣ ≤
(∑

I

|V (v)
I |

)(∑
J

|V (w)
J |

)

recursively for all edges of the tree, we get the first bound:

BTn ≤ (λ0)2(n−1) ∏
v∈Tn

1
2 Tr |Rc(v)(χp)| . (III.19)
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From Lemma 1, we have Tr |Rc(v)(χp)| ≤
∣∣∣cos ϕ

2

∣∣∣−c(v)
Tr I, where I is the N × N identity

matrix. We thus get the second bound:

BTn ≤
(λ0)2(n−1)

2n

∣∣∣∣∣ 1
cos2 ϕ

2

∣∣∣∣∣
n−1

(Tr I)n = (λ0)2(n−1)

2n

∣∣∣∣∣ 1
cos2 ϕ

2

∣∣∣∣∣
n−1

Nn (III.20)

where we used the topological relation ∑
v c(v) = 2(n − 1). From Cayley formula, we

easily deduce that the number of labelled trees with n vertices for a fixed configuration for
coordination numbers {c(v)} is bounded by Ω(n, {c(v)}) ≤ n!∏

v
(c(v)−1)! , and the remaining

sum over coordination numbers is trivially bounded with the area of the (n−1)-dimensional
sphere of radius

√
2(n− 1), leading to:

1
n! |Fn| ≤

√
2
π

24e2| cos(ϕ/2)|2
uλ2

0

∣∣∣∣∣ N λ2
0

cos2 ϕ
2

u

6

√
π

e

∣∣∣∣∣
n

, (III.21)

where we used of the Stirling formula. Finally, for F0, a simple integration by parts leads
to: ∣∣∣∣∣∣

∫
dµ$⊗x(χ(I)) Tr ln

1−
√
−u
3 χ

∣∣∣∣∣∣ ≤ (λ0)2

∣∣∣∣∣∣
∫

dµ$⊗x(χ(I))
∫ 1

0
dt

ρ
3

(1−
√
−u
3 χt)2

∣∣∣∣∣∣ ,
(III.22)

which is trivially bounded. Thus, we explicitly showed the existence of a finite analyticity
domain, the interior of the cardioid ρ ≤ 6

N λ2
0

√
e
π

cos2
(
ϕ
2

)
.

Remark 1 For the derivation of the bound, we assumed the i.i.d Gaussian measure Kij =
δij. This condition can be easily relaxed. First of all, Lemma 1 still holds and the resolvent
R(χ) remains bounded as cos−1(ϕ/2). Each effective vertex involves one K−1 insertion per
derivative with respect to the intermediate field, replacing Tr I→ TrK−c(v).

Now, we move on to the relativistic model in d = 1. Without lost of generality, we consider
a complex model φi(x) ∈ C at finite temperature β, such that the field can be expanded
in Fourier modes as φi = 1√

β

∑
n∈Z ϕi(n) exp

(
i2πn
β
t
)
. The propagator of the theory is then

C(ω, ω′) = C(ω)δ(ω − ω′), with:

C(ω) = 1
ω2 +m2 . (III.23)

As in the previous case, we introduce ΨL := ∑
I=ij OILφiφ̄j, and break the quartic interaction∫

dt|ΨL|2 introducing a time-dependent intermediate field σ(L) with normalized Gaussian
measure dν(σ):

Z(u) =
∫

dµC(φ, φ̄)dν(σ)
∏
L

e
√
−u
2 λL

∫
dtΨLσ(L)

. (III.24)
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Integrating over the complex field Φ, we get an effective matrix-field theory:

Z(u) =
∫

dν(σ) e−Tr lnK[σ] , (III.25)

where the big trace Tr sums over internal indices and frequencies and K is the operator with
entries (W

1
2
ijkl := Oij,mnλmnO

T
mn,kl):

Kij(ω, ω′) :=
(
δijδωω′ −

√
−u
2β

1
ω2 +m2

∑
kl

W
1
2
ijklσkl(ω − ω′)

)
. (III.26)

The only changes come from the dependence on ω of the intermediate fields, as well as the
additional bound coming from ω-integrations. Introducing the fields χ(ω) like in (III.12),
the new resolvent is:

R[χ](ω, ω′) := K−1[χ](ω, ω′) . (III.27)

Note that the operator CΣ, with Σ having entries Σij,ωω′ := ∑
klW

1
2
ijklσkl(ω − ω′), is not

Hermitian. However, this operator appearing in the trace, we can replace it by C1/2ΣC1/2,
which is obviously Hermitian. The resolvent is thus bounded by cos−1(ϕ/2) thanks to the
Lemma 1. Defining Fn = (−1)n

2n−1
∑
Tn ATn , where ATn denotes the amplitude of the tree Tn

with n vertices, we have the following Lemma:

Lemma 2 The amplitude ATn for the amplitude associated to the tree Tn with n vertices

admits the following bound:

|ATn| ≤
∣∣∣∣∣uλ2

0
4β

∣∣∣∣∣
n−1 (Tr I)n

cos2n−2(ϕ/2)

(
β

2m

)2n−2

coth2n−2
(
βm

2

) ∑
ω

1 . (III.28)

Proof. This statement can be easily proved recursively in the number of vertex. Let us
consider the case n = 2. The amplitude reads explicitly:

AT2 = 1
2
∑
ω

(∫ 1

0
dx
) ∫

dνX [χ] ∂

∂χ
(I)
1 (ω)

WIJ
∂

∂χ
(J)
2 (−ω)

2∏
p=1
V(χp)

∣∣∣∣
χ

(L)
p =0

, (III.29)

where the Gaussian measure is for the propagator XIJ
ij (ω, ω′) = WIJxijδω,−ω′ . Computing

the derivatives with respect to χ(J)
2 and χ(I)

1 , we get, for each of them:

∂

∂χ
(I)
1 (ω)

V(χ1) = −
∑
ω′ω′′

√
−u
2β

1
ω′′ 2 +m2 δ(ω − ω

′′ + ω′)VI [χ1](ω′, ω′′) .

Formally, the last term has the structure of a trace over ω, −
√
−u
2β TrBVI [χ1], involving the

strictly positive matrix

Bω′ω′′(ω) := 1
ω′′ 2 +m2 δ(ω − ω

′′ + ω′). (III.30)
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For A bounded and B strictly positive |Tr(AB)| ≤ ‖A‖TrB. However, B is not diago-
nalizable. In fact, only the kth diagonal of the matrix is non-vanishing (counting from the
principal diagonal): Bij = biδi,j−k with bi > 0 and k 6= 0. For our purpose, A ≡ R, and the
resolvent is unitary diagonalizable as a function of the Hermitian operator H. Denoting as
U the unitary operator diagonalizing A and as ai its eigenvalues, we get:

|Tr(AB)| ≤ |
∑
l,i

al Ui−k,lU
†
l,ibi| ≤ ‖A‖

∑
l,i

|Ui−k,lU †l,ibi| . (III.31)

Using Cauchy-Schwarz inequality, the last product can be bounded as:

∑
i,l

|Ui−k,lU †l,ibi| =
∑
i

bi
∑
l

|Ui−k,l||Ui,l| ≤
∑
i

bi

√∑
l

|Ui−k,l|2
∑
l

|Ui,l|2 , (III.32)

that is to say, because UU † = id: |Tr(AB)| ≤ ‖A‖ (∑i bi), and we get:83

∑
I

∣∣∣∣∣ ∂

∂χ
(I)
1 (ω)

V(χ1)
∣∣∣∣∣ ≤ 1

cos(ϕ/2)

∣∣∣∣∣ u2β
∣∣∣∣∣
1/2

(Tr I) β

2m coth
(
βm

2

)
, (III.33)

where we used Lemma 1. Similarly to the d = 0 case, from the Cauchy-Schwarz inequality
and taking into account the normalization of the integrals, we get:

|AT2 | ≤
∣∣∣∣∣uλ2

0
16

∣∣∣∣∣ (Tr I)2

cos2(ϕ/2)
β

m2 coth2
(
βm

2

) ∑
ω

1 . (III.34)

Now, we assume that the statement holds for trees having n − 1 vertices. Any tree with n
vertices can be obtained from a tree with n − 1 vertices by adding a leaf. Up to Gaussian
and x integrations, we get the explicit expression for the amplitude ATn :

ATn ∝
1
2n

(
u

2β

)n∑
ω

RK,ωWKLUL;ω , (III.35)

RK,ω denoting the rest of the diagram, up to the added leaf, the Cauchy-Schwartz inequality
leads to the bound:

|
∑
ω

RK,ωWKLUL;ω| ≤ λ2
0‖RK,ω‖‖UL;ω‖(Tr I)

∑
ω

1 . (III.36)

We introduced the notation:

UI1,·,In;ω1,··· , ωn :=
√ 3β
−u

n [ n∏
i=1

∂

∂χIi(εiωi)

]
V(χp) , (III.37)

where εi = ±. Explicitly, the structure of this vertex is the following:

UI1,·,In;ω1,··· , ωn = Rj1i2; ω̄1ω̄′1
(Cχ)ω̄′1ω̄2;I1ω1Rj2i3; ω̄2ω̄′2

· · ·Rjni1; ω̄nω̄′n(Cχ)ω̄′nω̄1;Inωn (III.38)
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where we integrated over repeated ω-indices, and explicitly:

(Cχ)ω̄′iω̄i+1;Iiωi = 1
ω̄′ 2i +m2 δ(εiωi − ω̄

′
i + ω̄i+1) . (III.39)

The effective vertex can be easily bounded using successive Cauchy-Schwartz inequalities as:

∑
I1,··· ,Ik

|UI1,··· ,Ik;ω1,··· ,ωk | ≤
Tr I

cosk(ϕ/2)δ
(

k∑
i=1

εiωi

) (
β

2m

)k
cothk

(
βm

2

)
. (III.40)

Therefore, from the recursion hypothesis, the positivity of the propagator and the momentum
conservation along the loops ensured by the Dirac delta, we must have for the one-point
amplitude RK,ω:

|RK,ω| ≤
∣∣∣∣∣uλ2

0
4β

∣∣∣∣∣
n−2 (Tr I)n−1

cos2n−4(ϕ/2)

(
β

2m

)2n−4

coth2n−4
(
βm

2

)
. (III.41)

The statement following from inequality (III.36).

�

Thus, the series is absolutely convergent in the interior of the cardioid domain:

ρ ≤
16
√
e/πm2

Nλ2
0β coth2

(
βm
2

) cos2
(
ϕ

2

)
. (III.42)

Note that the massless limit of (III.42) is ill-defined because the RHS goes to zero. Moreover,
in the continuum limit β → ∞ (zero-temperature limit), the bound still exists. Indeed, in
the low temperature limit, t ∈ R, and the sums over ω become integrations:

∑
ω

f(ω)→ β

2π

∫
dω f(ω) . (III.43)

In that limit, β completely disappears, and the Fourier series become continuous Fourier
transformations:

φi = 1√
2π

∫ +∞

−∞
dω ϕi(ω)eiωt , (III.44)

and from the integral
∫+∞
−∞

dω
ω2+m2 = π

m
, the rule to pass from finite to infinite β is to replace

β by 2π everywhere, and set coth(βm/2) = 1. Thus the cardioid domain becomes:

ρ ≤
8
√
e/π3m2

Nλ2
0

cos2
(
ϕ

2

)
. (III.45)
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2. Borel summability

The last piece to prove Borel summability is to check the second requirement of Nevan-
linna’s theorem. The proof is classic and follows immediately from the previous results, and
we provide only the main steps in d = 0, the extension to d = 1 being straightforward.

The remainder of the expansion of the free energy reads (g = u/4!):

RrF
′(g) := gr+1

∫ 1

0

(1− t)r
r! (F ′)(r+1)(tg)dt , (III.46)

with F ′ := ∑∞
n=1 Fn = F −F0. The remainder can be expanded as a sum over labelled trees

thanks to the BKAR formula, and we get:

RrF
′(g) := −

∞∑
n=1

1
n!
∑
Tn

∏
`∈Tn

(∫ 1

0
dx`

) ∫
dµ$⊗x(χ(I)

p )Rr[YTn ] , (III.47)

where

YTn := gn−1 ∏
v∈Tn

(c(v)− 1)!
∏
`∈Tn

$It(`)Is(`)

∏
v∈Tn
VIv,1,··· ,Iv,c(v)(χp)

∣∣∣∣
χ

(L)
p =0,xpq=1

. (III.48)

First, note that when n− 2 ≥ r, Rr[YTn ] = YTn . Each of these terms admits a bound of the
form Kn|λ|n, and the sum converges at least in the interior of the cardioid. When n−2 < r,
however, the remainder has to be computed following a Taylor expansion of the resolvents
in YT . This expansion dresses the trees with loops. Concretely, we extract the global factor
gn−1 in front of YT , and we write:

YTn = gn−1ȲTn , (III.49)

such that:
Rr[YTn ] = gn−1Rr−n+1[ȲTn ] . (III.50)

Defining z :=
√
−u/3, we have:

d
dz TrR(χ) = n! Tr[χnRn+1(χ)] . (III.51)

As announced, the tree Tn becomes a spanning tree for a graph with loops, generated from
the new Gaussian integrations of the fields χv coming from the Taylor expansion of the
resolvent. Each power of the resolvent can be bounded using Lemma 1, and we deduce:

Rr−n+1[ȲTn ] ≤ z2(r−n)

2n
∫ 1

0
dt (1− t)2r−2n+2

(2r − 2n+ 2)!
∑

{kl}|
∑

kl
=2r−2n+3

(2r − 2n+ 3)!∏n
l=1 kl!

×
n∏
v=1

(c(v) + kv − 1)!× Tr
I ∏

v∈Tn
χkvv

 ∣∣∣∣
χ

(L)
p =0

. (III.52)
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We can now plug this expression in equation (III.47). First, note that because Cp
n ≤ 2n,

the factor c(m)(c(m) + km)!/[km!c(m)!] is bounded by eln(c(m))2c(m)+km ≤ (2e)c(m)2km , and
the product over m gives a factor (2e)2n−222r−2n+3. Secondly, we can perform the Gaussian
integration. Because there are 2r−2n fields, the number of Wick contractions is (2(r−n)!! =
2r−n(r − n)! ≤ 2rr!. Finally, the remaining integration over t gives (2r − 2n + 3)−1, which
together with the denominator (2r− 2n+ 2)! exactly compensates the combinatorial factor
(2r−2n+3)!. As in the previous section, using Cayley’s theorem for the number of trees with
n vertices and Stirling’s formula, we find a bound of the form: ABn

1B
r
2r! for some constants

A, B1 and B2. Because n − 2 < r, summing over n, we find the final bound: A′|g|rBrr!
for the contributions in (III.47) for which n− 2 < r. As explained before, the contributions
for n − 2 ≥ r are all bounded by bounds of the form: |g|nKn, and the sum behaves as:
A′′|g|rKr. Ultimately, because, for positive constants k1 and k2, k1r! + k2 ≤ (k1 + k2)r!, we
find that |RrF (g)| ≤ A′′(B′)r|g|rr!.

B. Bosons in dimension d = 2

In this section, we prove the existence of a finite analytic domain with a cardioid shape.
It requires improving the standard LVE to deal with UV divergences, which is achieved by
the so-called MLVE20,35. It allows us to subtract scale by scale the divergent subgraphs,
from an expansion requiring “forests into forests”, and known as jungle expansion.

1. Renormalized model and jungle expansion

From the power-counting theorem (II.26), the degree of divergence for two-dimensional
relativistic bosons becomes independent of the number of external edges N , and show that
divergences arises only from diagrams with a single vertex, that is for (V,N) = (1, 2) and
(V,N) = (1, 0), and are both logarithmic. We only consider the case of complex bosons.
From an elementary perturbative calculation using Feynman rules for the interaction:

Sint := u

4!
∑
ijkl

∫ +β/2

−β/2
dt
∫ +∞

−∞
dxWijklφi(x, t)φ̄j(x, t)φk(x, t)φ̄l(x, t) , (III.53)

we get the explicit expressions of the two divergent diagrams:
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1. The vacuum diagram (V,N) = (1, 0):

= − u

2πβ

(∑
ω

∫ +∞

−∞

dp
ω2 + p2 +m2

)2∑
ij

Wiijj , (III.54)

2. The 2-point diagram (V,N) = (1, 2):

i j
= − u

πβ

(∑
ω

∫ +∞

−∞

dp
ω2 + p2 +m2

)∑
k

Wijkk . (III.55)

Both of these diagrams scale as ln(Λ), with Λ designating some arbitrary UV cut-off in the
sums and integrals. A renormalized (i.e. UV finite) action can be obtained including two
counter-terms in order to systematically subtract the divergent diagrams. The two counter-
terms corresponding respectively to 2-point and vacuum divergences are denoted by δV1 and
δV2 and are respectively given by:

δV1(Φ̄,Φ) :=
∑
ω

∫ +∞

−∞
dp φ̄i(ω, p)δm2

ijφj(ω, p) , (III.56)

with δm2
ij =: ∆2∑

kWjikk, and:

∆2 := − u

πβ

∑
ω

∫ +∞

−∞

dp
ω2 + p2 +m2 , (III.57)

and
δV2 := − u

2πβ

(∑
ω

∫ +∞

−∞

dp
ω2 + p2 +m2

)2∑
ij

Wiijj . (III.58)

The mass divergence arising from the tadpole can be subtracted by adding δV1 to the original
action. However, we have to be careful, because this counter-term generates a new vacuum
divergence as well. Nonetheless, it is easy to check that this new divergence can be subtracted
by a counter-term equals to −2δV2. Therefore, the cancellation of all vacuum divergences
requires the counter-term δV ac = δV2 − 2δV2 = −δV2. Thus, the completely renormalized
model reads:

ZR(J, J̄) = eδV2
∫

dΦdΦ̄e−SPR(Φ̄,Φ)+
∑

i
j̄iφi+

∑
i
φ̄iji , (III.59)

with:
Sint,PR(Φ̄,Φ) = 1

2
u

2πβ
∑∫

Wijklφiφ̄jφkφ̄l + ∆2∑∫ (∑
k

Wijkk

)
φiφ̄j .

Completing the square, we get:

Sint(Φ̄,Φ) = 1
2
u

2πβ
∑
I

(
MI + 2πβ∆2

u
XI
)2

− πβ

2u (∆2)2∑
I

X 2
I , (III.60)
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where we definedMkl := ∑
i,jW

1
2
ijklφiφ̄j and Xij := ∑

kW
1
2
ijkk, and the last term is explicitly:

πβ

2u (∆2)2∑
I

X 2
I = u

2πβ

(∑
ω

∫ +∞

−∞

dp
ω2 + p2 +m2

)2∑
ij

Wiijj = −δV2 . (III.61)

Next, introducing intermediate fields to break the square, integrating over the fields Φ and
Φ̄, and rewriting the determinant as a Tr-log effective interaction, we finally get the effective
model for the intermediate fields σ = {σI}:

Z(u) =
∫

dν(σ)e−Tr lnK[σ]−
√

2πβ
−u ∆2

∫ ∑
I
XIσI

, (III.62)

where K is the matrix with elements:

Kij(p,p′) := δijδ(p,p′)−
√
−u
2πβ

1
p2 +m2W

1
2
ijklσkl(p− p′) , (III.63)

with δ(p,p′) := δωω′δ(p− p′) and Tr in formula (III.62) means

TrK :=
∑
i

∫
dpKii(p,p) , (III.64)

with the shorthand notation
∫

dp := ∑
ω

∫
dp. Note that the linear terms in σ in the equation

(III.62) exactly compensate the first term in the Taylor expansion of the logarithm, in such
a way that the effective partition function may be rewritten as:

Z(u) =
∫

dν(σ) e−Tr ln2K[σ] . (III.65)

We recall the standard definition ln2(1 − x) = ln(1 − x) + x. The notation ln2 in this
expression makes sense because K has the form K =: Id/H, the explicit expression for the
operator H being given on equation (III.63). Defining the resolvent R = K−1, we have once
again the resolvent bound:

‖R‖ ≤ cos−1
(
ϕ

2

)
(III.66)

where ϕ = arg(u), |u| ≤ π. This bound follows from the Lemma 1 and from the same
arguments used in the case d = 1 to transform CΣ as C1/2ΣC1/2.

Now, we move on to the jungle expansion. First, we fix our different conventions and
notations. A natural choice, taking into account the SO(2) invariance of the Laplacian is to
choose a disk: 0 ≤ p2 ≤ Λ2, with the shorthand notations p := (ω, p) and p2 := ω2 + p2.
We refer to "momentum space" as the set of p into the disk of radius Λ. In order to use
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the multi-scale expansion, we need to introduce a slicing into the momentum space. To this
end, we consider a pair of real and integer numbers (M, jmax) and assume that Λ = M jmax .
Intermediate scales are then defined as M j for j ≤ jmax, and we introduce the slice function
χj(p) such that:

χj(p) := χ≤j(p)− χ≤j−1(p) j ≥ 2 , (III.67)

where χ≤j(p) denotes the step function χ≤j(p) := ϕ(M2j − p2). We define

V≤j := Tr ln2 (id + χ≤jHχ≤j) , (III.68)

and
Vj := V≤j − V≤j−1 , (III.69)

such that ∑j Vj = V ≡ Tr ln2 (id +H). In terms of this slice decomposition, the partition
function (III.65) reads:

Z(u) =
∫

dν(σ)
jmax∏
j=0

e−Vj [σ] . (III.70)

The first MLVE trick is to view the product as a determinant, and to rewrite it as a Grass-
mann integral. More precisely, defining Wj := eVj − 1, we may rewrite (III.70) as:

Z(u) =
∫

dν(σ)
∫ jmax∏

j=0
dµ1(χ̄j, χj)e−

∑jmax
j=0 χ̄jWjχj , (III.71)

with the Gaussian Grassmann measure with identity kernel:

dµ1(χ̄j, χj) := dχ̄jdχj exp (−χ̄jχj) . (III.72)

We are now in the position to perform the MLVE of the model. We only reproduce the main
step of the general method, referring to the standard reference35 for technical details. Let
us define S = [0, jmax] to be the set of scales and IS the S × S identity matrix, allowing to
rewrite the partition function Z(u) in the compact form

Z(u) =
∫

dνS e−W “ = ”
∞∑
n=0

1
n!

∫
dνs (−W )n , (III.73)

where dνs := dν(σ)dµIs({χ̄j, χj}). The quotes around the equality symbol refer to the illegal
permutation of sum and Gaussian integrations. In fact, the aim of our procedure is to give
a sense for this equality. As for the d = 0 and d = 1 cases, we introduce replicas for the
vertices in the set V := {1, · · · , n}:

Z(u) =
∞∑
n=0

1
n!

∫
dνS,V

n∏
a=1

(−Wa) , (III.74)
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in such a way that the vertex Wa express in terms of bosonic intermediate fields σa, and the
Gaussian measure dνS,V becomes dνS,V = dν1V (σ)dµIs({χ̄j, χj}), the covariance becoming
the V × V matrix 1V with all entries equals to 1. The MLVE trick for factorizing the
integral is to use forest formula two times. The first one, over the bosonic intermediate field,
follows in the same way as for the previous cases. We introduce the covariance xab = xba,
with xaa = 1 between the bosonic replicas, and use the forest formula (2) to write, in the
derivative representation (holding as well for Grassmann fields):

Z(u) =
∞∑
n=0

1
n!
∑
F

∫ 1

0

∏
`∈F

dx`

[e 1
2
∑n

a,b
Xab(x`) ∂

∂σa
∂

∂σb
+
∑jmax

j=0
∂
∂χ̄j

∂
∂χj

]

×
∏
`∈F

(
∂

∂σa(`)
∂

∂σb(`)

)
n∏
a=1

− jmax∑
j=0

χ̄jWj(σa)χj

 ∣∣∣∣∣
σ=χ=χ̄

= 0 . (III.75)

where a(`) and b(`) denote the end points of the edge `. The forest F defines a natural
partition of the set V into blocks building of its connected spanning trees. We call such a
block as B, and denote by V/F the reduced set building of bosonic spanning trees B. Next,
we use the same replica trick by assigning the fermionic fields to these blocks, such that
χj → χBj with covariance yBB′ = yB′B and yBB = 1. Following standard notations, we call LF
a generic fermionic edge between two blocks B and B′. Using the forest formula a second
time, we obtain an expansion indexed by two-level jungles J rather than forests36:

Z(u) =
∞∑
n=0

1
n!
∑
J

∑
j1

· · ·
∑
jn

∫ 1

0
dzJ

∫
dνJ ∂J

[∏
B

∏
a∈B

(
χBjaWja(σa)χBja

)]
, (III.76)

where:

• The two-level jungles J = (FB,FF ) are ordered pairs of bosonic and fermionic disjoint
forests of the set V , denoted as FB and FF . We denote as `B and LF the bosonic and
fermionic edges of the two components of the jungle J . The notation ` being kept to
denote generic edges of J .

• dzJ means integration from 0 to 1 over parameters z` = x` for ` ∈ FB and z` = y` for
` ∈ FF , for each ` ∈ J .

• ∂J is a compact notation for:

∂J :=
∏

`B=(a,b)∈FB

(
∂

∂σa
∂

∂σb

)

×
∏

LF=(p,q)∈FF

δjpjq

 ∂

∂χ̄
B(a)
ja

∂

∂χ
B(b)
jb

+ ∂

∂χ̄
B(b)
jb

∂

∂χ
B(a)
ja

 .

(III.77)
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• The Gaussian measure dνJ has covariance X(x`)⊗ 1S for bosons and Y (x`)⊗ IS for
fermions, that is to say, in derivative representation:

dνJ ≡
e 1

2
∑n

a,b
Xab(x`) ∂

∂σa
∂

∂σb
+
∑
BB′ YBB′ (x`)

∑
a∈B,b∈B′ δjajb

∂

∂χ̄B
ja

∂

∂χB′
jb


σ=χ=χ̄=0

. (III.78)

• Xab(x`) is the infimum of the parameters x` for the bosonic component of the jungle,
in the unique path from a to b. It is set to be equal to zero if the path does not exist,
and to 1 if a = b.

• YBB′(y`) is the infimum of the fermionic parameters along the fermionic edges LF ,
between the blocks B and B′.

As for the cases discussed in the previous section, our aim is now to bound the amplitudes
indexed with jungles. More precisely, we will prove the existence of a finite analyticity
domain for the free energy F (u) = lnZ(u), expanding in terms of connected jungles:

F (u) =
∞∑
n=0

1
n!

∑
J trees

∑
j1

· · ·
∑
jn

∫ 1

0
dzJ

∫
dνJ ∂J

[∏
B

∏
a∈B

(
χBjaWja(σa)χ̄Bja

)]
. (III.79)

2. Bounds and convergence

In this section, we will bound the bosonic and fermionic contributions of the decomposi-
tion (III.79). The technical parts of the bounds are essentially the same as for the general
treatment given in35, and we refer to this paper for the technical subtleties, only indicating
the main steps of the proof and focusing on the specificity of the model.

3. Fermionic integrals

The fermionic part of the expansion (III.79) is exactly the same as in35. Due to the
standard properties of Grassmann integration, the Gaussian integration over these variables
can be written as:∫ ∏

B

∏
a∈B

dχ̄Bjadχ
B
jae
−
∑n

a,b
χ̄
B(a)
ja

Yabχ
B(b)
ja

∏
LF∈FF

δja(LF )jb(LF ) (III.80)

×
(
χ̄
B(a(LF ))
ja(LF )

χ
B(b(LF ))
jb(LF )

+ χ̄
B(b(LF ))
jb(LF )

χ
B(a(LF ))
ja(LF )

)
,
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with Yab := YB(a)B(b)δjajb . We thus define:

Yp1,...,pk
m1,...,mk

:=
∫ ∏
B

∏
a∈B

dχ̄Bjadχ
B
jae
−
∑

a,b
χ̄
B(a)
ja

Yabχ
B(b)
jb

k∏
r=1

χ̄
B(r)
jr χ

B(r)
jr , (III.81)

as the minor of the matrix Y, having the lines p1 · · · pk and the columns m1 · · ·mk deleted.
Taking into account the hard core constraint inside each block, meaning that the integral
(III.80) vanishes as soon as two vertices belong to the same bosonic block B with the same
scale attribution, one can rewrite the equation (III.80) as:(∏

B

∏
a,b∈B
a6=b

(1− δjajb)
)( ∏

LF∈FF
δja(LF )jb(LF )

)(
Yp1,...,pk
a1,...,ak

+ Ym1,...,pk
p1,...,mk

+ · · ·+ Ym1,...,mk
p1,...,pk

)
(III.82)

where the sum runs over the 2k ways to exchange the upper and lower indices, and k := |FF |
is the cardinal of the fermionic forest, and the first product over factors (1−δjajb) implements
the hard core constraint. To bound the fermionic contribution, we have the important
lemma:

Lemma 3 Due to the positivity of the covariance Y, for any {mi} and {pi} the minor

Yp1,...,pk
m1,...,mk

defined in (III.81) satisfies:

|Yp1,...,pk
m1,...,mk

| ≤ 1. (III.83)

This lemma can be easily checked, and the proof may be found in35.

4. Bosonic integrals

We now move on to the bosonic integrals. From the two-level trees decomposition of the
free energy, it is clear that bosonic integrations factorizes over each block B. As a result, we
can only consider a single block B. It involves the Gaussian integration:∫

dνBFB(σ) = e
1
2
∑

a,b∈BXab(wl)
∂
∂σa

∂
∂σbFB(σ)

∣∣∣
σ=0

(III.84)

with FB(σ) defined as:

FB(σ) =
∫ ∏

`B∈B
dp`B

(
∂2

∂σa(`B)(−p`B)∂σb(`B)(p`B)

) ∏
a∈B

Wja(σa) , (III.85)

where we introduced the explicit momentum dependence and the integrations over momenta
along each bosonic edge. The derivatives ∂/∂σ can be evaluated using the famous Faà di
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Bruno formula, which extends the standard derivation rule for composed functions. Com-
puting the first derivative of the potential Vj, we get, for k > 0:

k∏
l=1

∂σa(l)(−Vj) =
∑
π

Tr
(

(∂σa(π(1))H)χ≤jR≤j · · · (∂σa(π(k))H)χ≤jR≤j︸ ︷︷ ︸
k times

− (∂σa(π(1))H)χ≤j−1R≤j−1 · · · (∂σa(π(k))H)χ≤j−1R≤j−1︸ ︷︷ ︸
k times

)
, (III.86)

where:
R≤j := (1 + χ≤jHχ≤j)−1 , (III.87)

and the sum over π runs over permutation of k elements, up to cyclic permutations. Then,
the k-th derivative of Wj can be deduced from the Faà di Bruno formula (III.86). For k > 0
we get:

k∏
l=1

∂σa(l)(−Wj) = e−Vj
∑
{ml}∑
l≥1 lml=k

k!∏
l≥1ml!(l!)ml

∏
l≥1

[∂lσ(−Vj)]ml , (III.88)

where we used the compact notation ∏l≥1[∂lσ(−Vj)]ml to represent a block of derivative of
size l. In (III.85), we can rewrite the product as a product over the arcs of the vertices:

FB(~σ) =
∏
v∈B

c(v)∏
k=1

∂

∂σa(v)(εkpk)

Wjv(σa(v)), (III.89)

where once again c(v) denotes the coordination number of the vertex v, equal to the number
of half lines of the intermediate-fields hooked to this vertex, and εk = ±1 is a sign depending
of the orientation of the momentum. As a result, the bosonic integral (III.84) becomes:∫

dνB

[ ∏
m∈B

e−Vj(λ)c(m) ∑
{x(m)
l
}∑

l≥1 lx
(m)
l

=c(m)

c(m)!∏
l≥1 x

(m)
l !lx

(m)
l

∏
l≥1

[∂lσ(−Vj)]ml
]
, (III.90)

where we used again the compact notations for the derivatives, and the integrations over
momenta are implicit. Note that the bar over the product means that we extracted the
factor (λ)l×x

(m)
l , with λ2 := −u/2πβ. Using the constraint: ∑m c(m) = 2(|B| − 1), with

|B| the number of vertices of B, and because of the bound ‖R‖ ≤ cos−1(ϕ/2), the equation
(III.90) satisfies the inequality:∣∣∣ ∫ dνBFB(~τ)

∣∣∣ ≤ ( λ2

cos2(φ/2)

)|B|−1 ∫
dνB

[ ∏
m∈B

e−Vjm (~τm)

×
∑

{x(m)
l
}
∑

l≥1 lx
(m)
l

=c(m)

c(m)!∏
l≥1 x

(m)
l !lx

(m)
l

∏
l≥1
|∂lσ(−Vj)|xl(m)

]
R=id

, (III.91)
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where in the right hand side we set R = id. Defining:

GB :=
∏
m∈B

∑
{x(m)
l
}∑

l≥1 lx
(m)
l

=c(m)

c(m)!∏
l≥1 x

(m)
l !lx

(m)
l

∏
l≥1
|∂lσ(−Vj)|xl(m)

R=id , (III.92)

and since the Gaussian measure dνB is positive, we can use the Cauchy–Schwarz inequality
to get:

∫
dνB

∏
m∈B

e−Vjm (~τm)GB ≤
(∫

dνB
∏
m∈B

∣∣∣e−2Vjm (~τm)
∣∣∣)1/2(∫

dνB |GB|2
)1/2

. (III.93)

We called the first term non-perturbative factor, and the second term perturbative factor,
and shall treat separately each of them.

5. Final bounds

a. Non-perturbative bound. We begin with the first term of the bosonic integral, the
non-perturbative contribution (following the notations of32):

B1 :=
∫

dνB
∏
a∈B

∣∣∣∣∣e−2Vja (~τa)
∣∣∣∣∣, (III.94)

dνB being the restriction of the measure dνJ to the block B. We aim at proving the following
lemma:

Lemma 4 For |u| small enough, B1 defined in (III.94) satisfies the following uniform bound:

B1 ≤ eO(1) |u|N2πβ cos−1(ϕ/2) . (III.95)

Proof. First of all, note that:
∣∣∣e−2Vja (~τa)

∣∣∣ is uniformly bounded by ≤ e2|Vja (~τa)|. Secondly,
because of the identity:

ln2(1− x) =
∫ 1

0
dt tx2

1− tx, (III.96)

and using the bound (III.66), we get the inequality:

|Vj| ≤
1

cos(ϕ/2)

∣∣∣∣∣Tr(H≤j)2 − Tr(H≤j−1)2
∣∣∣∣∣ , (III.97)

with the definition H≤j := χ≤jHχ≤j. The cyclicity of the trace gives the relation:

Tr(H≤j)2 − Tr(H≤j−1)2 = TrH(χ≤jHχ≤j − χ≤j−1Hχ≤j−1) . (III.98)
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Moreover, because of the definition χj := χ≤j − χ≤j−1, the difference may be rewritten as:

χ≤jHχ≤j − χ≤j−1Hχ≤j−1 = χjHχ≤j−1 + χ≤j−1Hχj (III.99)

and we get, using again the fact that the trace is cyclic:

Tr(H≤j)2 − Tr(H≤j−1)2 = 2 Tr (HχjHχ≤j−1) . (III.100)

Because χ2
≤j = χ≤j and χ2

j = χj, and defining Cj := χjCχj and C≤j := χ≤jCχ≤j, the trace
may be explicitly computed as:

Tr (HχjHχ≤j−1) = −uN2πβ

∫
dp′ σ(−p′)

(∫
dpC≤j(p)Cj(p− p′)

)
σ(p′) , (III.101)

the factor N arising from the trace trace over internal indices Tr I = N . The covariance for
bosonic variables is then modified as X−1

B → X−1
B −8 cos−1(ϕ/2)IB⊗L̂, L̂ being the bounded

operator of L2(S1,R):

L̂(p′) := O(1) |u|N2πβ

∫
dpC≤j(p)Cj(p− p′) , ‖L̂‖ ≤ O(1) |u|N2πβ M

−2j , (III.102)

O(1) denoting some numerical constant of order 1. Computing the Gaussian integration
gives the determinant:

det
[
id− 8

cos(ϕ/2)
|u|N
2πβ XB ⊗ L̂

]−1/2

= e−
1
2 Tr ln(id− 8

cos(ϕ/2)
|u|N
2πβ XB⊗L̂) . (III.103)

Given a positive bounded operator Â, we have the following bound:

− Tr ln(1− Â) =
∞∑
n=1

Tr(Â)n
n

≤ Tr(Â)×
∞∑
n=2

‖Â‖n

n
≤ Tr(Â)×

∞∑
n=2
‖Â‖n . (III.104)

Setting Â := 8|u|N
2πβ cos−1(ϕ/2)IB ⊗ L̂, it is easy to check that:

Tr(Â) ≤ O(1)8|u|N
2πβ cos−1(ϕ/2)|B| , ‖Â‖ ≤ O(1) 8|u|N

2πβ cos−1(ϕ/2) , (III.105)

leading to:

|Tr ln(1− Â)| ≤ |B|
∞∑
n=1

(
O(1)8|u|N

2πβ cos−1(ϕ/2)
)n

. (III.106)
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b. Perturbative bound. We now move on to the perturbative bound:

B2 :=
(∫

dνB |GB|2
)1/2

. (III.107)

and we have to prove the lemma:

Lemma 5 For |λ| small enough, the perturbative contribution B2 satisfies the following

bound, up to a global conservation factor:

|B2| ≤
√

(4|B| − 4)!!×
∏
m∈B

(O(1)π)c(m) c(m)!M−2jm . (III.108)

Proof. For l > 1 we have:∫
dpC l

j(p) ≤
∫

dpC2
j (p) ≤ 1

M4(j−1)

∫
dpχj(p) . (III.109)

The last integral is nothing but the volume between the disks of radius p2 = M2(j−1) and
p2 = M2j, as a result: ∫

dpC l
j(p) ≤ O(1) π

M2j−4 . (III.110)

The result may be generalized for integrals of the type:

Ip1,··· ,pl :=
∫

dp (C≤j(p)C≤j(p− p1) · · ·C≤j(p− pl)︸ ︷︷ ︸
l times

−(j → j − 1) . (III.111)

The domain of the integral is the intersection of disks centered in 0, p1, · · · , pl. In the worst
case, p1 = p2 = · · · = 0, we get:

Ip1,··· ,pl ≤M−2(l+1)(j−1)
∫

dpχj(p) ≤ O(1) π

M−2lj+2 ≤ O(1) π

M2j−4 . (III.112)

To compute the Gaussian integral, we have to retain only the leaves of the trees, each of them
involving a single intermediate field. In more details, because of the inequality (III.112), the
Gaussian block has to be uniformly bounded by a Gaussian integral of the form:

HB :=
∫
dν̄B

∏
a∈B

(
O(1) π

M2ja−4

)ka
× (σa)ka . (III.113)

Because we bounded the integrals over each loop with the worst bound, the remaining
Gaussian integrations are momentum-independent. Then, the variables σa do not depend
on the momentum, and the Gaussian measure

∫
dν̄B has covariance XB. Because ||XB|| ≤ 1,

it follows that the Gaussian integration (III.113) is bounded by:

|HB| ≤
∏
a∈B

(
O(1) π

M2ja−4

)ka
×
(∑
a∈B

ka

)
!! . (III.114)
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From equation (III.107), the double factorial is trivially bounded by (4|B|−4)!!. As a result,
assuming jm > 2, we get the following bound84 (up to a global conservation factor):

|B2| ≤
√

(4|B| − 4)!!×
∏
m∈B

∑
{x(m)
l
}∑

l≥1 lx
(m)
l

=c(m)

c(m)!∏
l≥1 x

(m)
l !lx

(m)
l

|λ|
x
(m)
1
2 (O(1)π)c(m) M−(2jm−4) .

Assuming |λ| ≤ 1, ∑
{x(m)
l
}∑

l≥1 lx
(m)
l

=c(m)

1∏
l≥1 x

(m)
l !lx

(m)
l

(III.115)

is nothing but the coefficient of xc(m) in the Taylor expansion of ∏k e
xk/k = 1/(1− x).

�

As a result, taking into account Lemmas 4 and 5, we deduce the final bound:

∣∣∣ ∫ dνB
∏
m∈B

e−Vjm (~τm)GB
∣∣∣ ≤ e

O(1)
∣∣∣ λ

cos(φ/2)

∣∣∣|B|√(4|B| − 4)!!

×
∏
m∈B

c(m)! (O(1)π)c(m) M−2jm , (III.116)

and the following proposition for the bosonic integration:

Proposition 3 For |λ| small enough, the bosonic integration admits the bound:

∣∣∣ ∫ dνBFB(~τ)
∣∣∣ ≤ e

O(1)
∣∣∣ λ

cos(ϕ/2)

∣∣∣|B|∣∣∣∣∣ λ

cos2(ϕ/2)

∣∣∣∣∣
|B|−1

N |B|

×
√

(4|B| − 4)!!×
∏
m∈B

c(m)! (O(1)π)c(m) M−2jm . (III.117)

Finally, collecting the results for bosonic and Grassmann bounds, we get the uniform
bound for the free energy ln(Z) (to simplify the expression we forget the exponential factor

e
O(1)

∣∣∣ λ
cos(ϕ/2)

∣∣∣|B|):
| lnZ[J, J̄ , λ]| ≤

∞∑
n=1

1
n!

∑
J tree

[
n∏
k=1

jmax∑
jk=0

]
2L(FF )

( ∏
`f∈FF

δjs(`f )jt(`f )

)

×
∏
B

∏
m,m′∈B
m6=m′

(1− δjmjm′ )N
|B|
(

|λ|
cos2(ϕ/2)

)|B|−1

×
√

(4|B| − 4)!!
∏
m∈B

c(m)! (O(1)π)c(m)M−2jm ,

(III.118)
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the factor 2L(FF ) involving the number of fermionic edges L(FF ). Because of Cayley’s The-
orem, the number of trees with n labelled vertices and coordination numbers ci for each
vertex i = 1, . . . , n is (n− 2)!/∏i(ci − 1)!, and the sum involved in (III.118) obeys to

∑
c(m)∑

m

c(m)=2|B|−2

∏
m∈B

c(m) = (3|B| − 3)!
(|B| − 2)!(2|B| − 1)! . (III.119)

Collecting all the factorials and using Stirling’s formula, we get:

2
√

(4|B| − 4)!! (3|B| − 3)!
(2|B| − 1)! ≤ (|B| − 1)! 3|3B|e−|B||B||B| . (III.120)

We now move on to sum over scale attributions, taking into account the hard core constraint.
As explained in full details in35, the hard core constraint imposes that the scale assignments
of vertices in a same block are all different, implying that:

∑
m∈B

(jm − 2) ≥ 1
2
∑
m∈B

jm + jmin − 2
2 |B|+ |B|(|B| − 5)

4 , (III.121)

where we have introduced explicitly the minimal scale jmin > 2. Then:

∑
{jm}

∏
m,m′∈B
m 6=m′

(1− δjmjm′ )
∏
m∈B

M−jm ≤
( jmax∑
j=jmin

M−j/2
)|B| 1

M
jmin−2

2 |B|+ |B|(|B|−5)
4

(III.122)

which, for jmin > 2 and M > 4, is uniformly bounded by M−|B|2/4. Note that the upper
bound jmax can now be sent to infinity without any divergence, ensuring that the theory is
well-defined in the ultraviolet limit.

The final step is to sum over the fermionic forest. Such a forest can be partitioned into
components of cardinal bk, associated to connected blocks of size k, having k sub-vertices.
The number of fermionic edges is then∑k bk−1, and for each component with k sub-vertices,
there are nbk ways to hook a fermionic edge. Moreover, Cayley’s theorem (without constraint
on the coordinate number) states that the number of trees with v labelled vertices is vv−2,
leading to a contribution n

∑
k
bk−2. Finally, because of the constraint ∑k kbk = n, when the

number of (sub) vertices is fixed to n, and from Stirling formula: n(
∑

k
bk)−2 ≤ (∑k bk)!en,
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we find:

| lnZ[J, J̄ , λ]| ≤ N
∑
n

1
n!

∑
{bk}∑
k
kbk=n

n!∏
k bk!(k!)bk 2

∑
k
bk−1k(

∑
k
bk)−2∏

k

nbk

×
∏
k

[(
O(1) π2|λ|N

cos2(ϕ/2)

)k−1√
(4k − 4)!!(3k − 3)!

(2k − 1)!M
−k2/4

]bk
. (III.123)

Taking into account the bound (III.120) and performing the sum over the {bi}, we get finally:

| lnZ[J, J̄ , λ]| ≤
∑
b≥0

[∑
n≥1

(
π2|λ|N

cos2(ϕ/2)

)n−1

33nnnM−n2/4
]b
. (III.124)

The power of M ensures that, for M sufficiently large, this factor compensates the bad
divergence associated to nn, ensuring analyticity in the interior of a cardioid domain |λ| ≤
ρ
N

cos(ϕ/2) for small enough ρ. The final check to prove Borel summability follows straight-
forwardly the Section IIIA 2.

C. Fermions in dimensions d ≤ 1

In this section, we investigate the Borel summability of quartic fermionic models. Note
that the partition function of fermions in d = 0 at finite N is polynomial (and thus analytic)
in the coupling constant since the fermions are Grassmann valued. As a consequence, the
partition function Z is analytic (but not polynomial): thus, the main non-trivial content
of our result lies in the large N limit. We briefly discuss the case d = 0, as an instructive
step to extend the proof for d = 1. Moreover, we focus on Majorana fields to anticipate the
proof of the constructive bound for the SYK model in the next section, but the extension to
Dirac fields is straightforward. To get a well i.i.d real field model, we have to use a physical
feature of fermionic fields. Indeed, physically relevant fermionic fields share some internal
discrete degrees of freedom, like spin. Assuming that such a spin exists for our fields, we
can introduce a new index σ = ± such that ψi becomes a bi-vector: ψTi ≡ (ψi,+, ψi,−); and
we will denote the components as ψi,σ. Thus, the total number of degrees of freedom equals
2N in this simplest model; with the following kinetic action:

Skin(Ψ) :=
∑

i,σ,j,σ′
ψi,σ

(
K−1
ij τσ,σ′

)
ψj,σ′ , (III.125)

where the matrix τ = τ−1 couples the up and down spins, and we must set τ = σ1, the
first Pauli matrix. In zero dimension, real fields correspond to Majorana spinors, and τ may
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be interpreted as a charge conjugation matrix. We can then use the same strategy as for
the bosonic case. We can diagonalize the matrix WIJ for the blocks indices I = (ij) and
J = (kl), denoting the eigenvalues as ξ2

L :

JIJ =
∑
L

ξ2
LOILO

T
LJ . (III.126)

For d = 0 and K−1
ij = δij, the strategy used for the bosonic bound holds. Introducing several

intermediate fields, the partition function becomes:

Z(u) =
∫

dµC(ψ)dν(σ)
∏
L

e
√
−u
12 ξLΞLσ(L)

, (III.127)

where ΞL := ∑
I=ij OILψiψj and dµC(ψ), dν(σ) are normalized Gaussian measures. Using

the standard result on Berezin integrals:∫ 2n∏
i

dψi exp
(
ΨTAΨ

)
= 2n

√
detA , (III.128)

we get the following effective bosonic theory:

Z(u, J) =
∫

dν(χ)eV(χ). (III.129)

Except for the difference of sign in front of the effective interaction V , it is exactly what
we obtained for the bosonic fields. In particular, our conclusions on the bound of absolute
values for terms involved in the tree expansion of the free energy hold. The only difference
comes from the presence of the matrix τ . From Lemma 1, it follows that the norm of the
resolvent R(χ) remains bounded as cos−1(ϕ/2). However, the trace over external indices,
"Tr", involved in the definition of the vertex function V(χ) becomes a trace over the whole
index structure, including spin indices. Each derivative involved in the definition of the
effective vertex introduces a τ insertion. Let v and w be two effective vertices and ` a
link between them. Denoting by tr the trace over spin indices, the trace tr[R(v)τR(w)τ ]
corresponds to the edge `. The external index structure with respect to the indices i, j
remaining unchanged, the bound given for bosons still holds. Fixing the external indices,
and because the operator norm of τ is ‖τ‖ = 1, the traces over spin indices can be bounded
as:

| tr[R(v)τR(w)τ ]| ≤ tr |R(v) R(w)| ≤ tr |R(v)| × tr |R(w)| . (III.130)

As a consequence, the trace Tr |Rc(v)| involved in the bosonic bounds becomes Tr(tr |R|)c(v) ≤

‖R‖ tr I2×Tr I = ‖R‖×2N ; where we introduced a subscript 2 for the 2×2 identity matrix

35



I2. Taking into account this new factor 2 coming from traces over internal indices, this
implies the existence of a non-vanishing analyticity domain:

|u| ≤ 3
N ξ2

0

√
e

π
cos2

(
ϕ

2

)
, (III.131)

a conclusion which can be easily extended to Dirac fermions, or for an internal space with
dimension larger than 2.

Let us move to the d = 1 case. The Fourier representation of the propagator C(ω) of the
theory is:

C(ω) = 1
iω
. (III.132)

Note that the model does not require a mass term to be UV regularized because of the
boundary condition ψi = −ψi(t + β), which excludes the zero-frequency mode ω = 0. The
spectrum for fermions is given by formula (II.28):

∑
ω

1
iω

= β

2iπ
∑
n

1
n+ 1/2 = β

2 . (III.133)

As for bosons, bounding the amplitude requires to bound sums like:

f(ω) :=
∑

ω′,ω′′,i

1
ω′′
δ(ω − ω′′ + ω′)Vii[χ1](ω′, ω′′) := TrB(ω)R[χ1] , (III.134)

with
Bω′ω′′(ω) := 1

ω′′
δ(ω − ω′′ + ω′) . (III.135)

There is an additional subtlety coming from the fact that the propagator is not real. Thus,
redefining the resolvent as:

R−1
ωω′ = δω,ω′ −

√
u

3β C
1/2(ω)Σωω′C

1/2(ω′) = δω,ω′ + i

√
u

3β
1√
ω

Σωω′
1√
ω′
.

The operator
H := 1√

ω
Σωω′

1√
ω′
, (III.136)

is Hermitian due to the reality condition Σ∗ωω′ = Σ−ω,−ω′ . As a result, R admits the operator
bound:

‖R‖ ≤ cos−1
(
ϕ

2

)
, (III.137)

with ϕ = arg(u). Note that, due to the sign in front of u in the definition (II.18), the
cardioid domain is rotated by π. Because B(ω) is not positive defined, we do not use the
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same trick as in the previous section to bound f(ω). However, we can use the properties of
the operator bound. In particular, let U be the unitary transformation acting on the Hilbert
space CN ⊗ L2(S1,R) which diagonalizes VI , and let riω be its eigenvalues. f(ω) may be
rewritten as:

f(ω) =
∑
ω′,i

riω′B̃i;ω′(ω) (III.138)

where B̃i;ω′(ω) := (U †B(ω)U)i,i;ω′ω′ . Obviously, B̃i;ω′ ∈ CN ⊗ L2(S1,R). Indeed:

‖B̃(ω)‖2 =
∑
i,ω′

B̃†i;ω′B̃i;ω′ ≤

∑
i,ω′
|B̃i;ω′|

2

≤
(
β

2

)2

. (III.139)

As a result, because R is bounded and from definition of the operator norm, we get:

|f(ω)| ≤ ‖R‖ × ‖B̃(ω)‖2 = β

2 cos−1
(
ϕ

2

)
. (III.140)

Then, the bound deduced in the previous section for 1d bosons holds, up to the replacements
β coth(βm/2)/2m→ β/2 and

√
u/2β →

√
u/3β; and taking into account the 1/2 per vertex

coming from the substitution e−Tr ln → e
1
2 Tr ln. We thus proved the existence of a finite

analytic domain with shape of a cardioid.

D. Disordered Majorana fermions in d = 1: the SYK model

We proved the existence of a finite analyticity domain for the fermionic part of the
SYK model with a fixed coupling tensor. In this section, we will complete the proof of
the Proposition 2, taking into account the disordered nature of the coupling tensor Jijkl.
In particular, we show that the Gaussian integration preserves the existence of a uniform
analyticity domain in the large N limit.

Let us return on the building of the first bound, see equation (III.17). Let T be the tree
pictured on the Figure 1, with n vertices, and let O(V (1))I , O(V 2)IJ and O(V (3))J three
connected components such that the amplitude AT reads (we are only interested by the
internal index structure of the amplitude, and we forget the sums over frequencies ω):

AT ∝
∑
IJ

O(V (1))I ξ2
I O(V 2)IJ ξ2

J O(V (3))J . (III.141)

Due to Wick theorem, the computation of the Gaussian integral over J generates "pair-
ings" between ξ2

I variables, and then adds loops on the tree. There are two sources for ξ2
I

variables: the resolvent and the links, generating three types of pairing:
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O(V (1))I

O(V (2))IJ

O(V (3))J

Figure 1. A typical tree contributing to the constructive expansion of the fermionic integral.

1. Wick contractions between two edge variables represented as the dashed-dotted line
on Figure 2 (a).

2. Wick contractions between two resolvents, as on Figure 2 (b).

3. Wick contractions between resolvent and edge variables, as on Figure 2 (c).

Wick contractions of type (2) and (3) are effective, in the sense that the resolvent is
a function of ξ2

I . To clarify the graphical notations, we will picture the ordinary Wick
contractions with dashed-dotted lines and the effective ones with dashed lines on Figure
2. Ultimately, we are interested to deal with the limit N → ∞, and some of the allowed
contractions will be discarded in this limit. For instance, the contractions of type (1) between
edge variables introduce additional Kronecker delta, which reduces the ranges of the sums
over internal indices, and ultimately the final dependence on N of the amplitude AT . The
same thing holds for contractions between edge variable and resolvent which are not hooked
on the boundary of the corresponding edge, as well as between different resolvents.

ξ2I

ξ2J

a

ξ2I

ξ2J

b

ξ2I

ξ2J

c

Figure 2. Allowed Wick-contractions on the tree T . Contraction between two edge variables (a),

between two corners (b) and between edge and corner (c).

The contractions of the edge variables which optimize the N dependence of AT are then
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Figure 3. A typical tree contributing to the averaged amplitude 〈AT 〉J .

necessarily between one of the two resolvents hooked on the boundary of the corresponding
edge; and the remaining contractions have to be "self loops" between resolvents. As a result,
for each edge, there are two allowed contractions:

+ , (III.142)

a typical tree contributing to 〈AT 〉J – the averaged amplitude is pictured on Figure 3.85

〈AT 〉J is such a sum over all permutations corresponding to allowed contractions describing
in equation (III.142). There are two type of contractions per edges, and n − 1 edges.
We denote as 〈T 〉J the corresponding 2n−1 graphs obtained from T . Therefore, 〈AT 〉J is
bounded by 2n−1 × sup{|AG|, G ∈ 〈T 〉J }, where AG denotes the amplitude for the graph
G. The final step to bound 〈AT 〉J is then to bound the amplitudes AG, and we have the
following statement:

Lemma 6 The averaged amplitudes AG, for G ∈ 〈T 〉J must be of order
√
N :

|〈ATn〉J | = O(
√
N) . (III.143)

Proof. To prove this, we proceed recursively on n. Let us consider the simpler tree T2 with
two vertices, on the right of equation (III.142). Writing R̃ij = Rijδij, the amplitude becomes
proportional to:

|〈AT2〉J | ∝
∣∣∣∣∣∑
I

〈R̃I〉J 〈ξ2
I R̃I〉J

∣∣∣∣∣ ≤
√∑

I

〈|R̃I |〉2J ×
∑
I

〈|ξ2
I R̃I |〉2J . (III.144)

Due to the normalization of the Gaussian integration, the first factor ∑I〈|R̃I |〉2J is uniformly
bounded as cos−2

(
ϕ
2

)
Tr I. For the second factor, the Cauchy-Schwarz inequality leads to:

∑
I

〈|ξ2
I R̃I |〉2J ≤

∑
I

〈(ξ2
I )2〉J

∑
I

〈|R̃I |2〉J ∝
|ḡ|2

cos2
(
ϕ
2

)N−3N2 ×N . (III.145)
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As a result |〈AT2〉J | = O(
√
N).

Now, assuming that the property holds for any tree of size n, we have to prove that it
survives after adding a leaf. The amplitude ATn+1 reads:

ATn+1 =
∑
I

V
(n)
I ξ2

I R̃I , (III.146)

where V (n)
I denotes the rest of the tree with n vertices. Denoting as v the vertex to which

the leaf is added and as c(v) + 1 its coordination number, V (n)
I has the following structure:

V
(n)
I =

∑
{Ik}

VI;I1,···Ic(v)

c(v)∏
k=1

ξ2
Ik
V

(m(k))
Ik

. (III.147)

Along each of the c(v) edges, we can bound the expression using Cauchy-Schwarz inequality.
For k = 1, we define

V
(n)
I1 =

∑
{Ik},k 6=1,I

VI;I1,···Ic(v)

c(v)∏
k=2

ξ2
Ik
V

(m(k))
Ik

ξ2
I R̃I . (III.148)

Then, assuming that we averaged on J only on the connected component V (m(1))
I1 , we have

two configurations, corresponding to the two allowed Wick contractions along the edge 1.
However, even in the case when the contraction is on the component V (n)

I1 , we can replace
the contracted resolvent with the resolvent of the component V (m(1))

I1 , so that in any case we
have the bound:∑

I1

〈V (n)
I1 〉J 〈ξ

2
I1V

(m(1))
I1 〉J ≤

∑
I1

〈|V (n)
I1 |〉J

√∑
I1

〈|ξ2
I1V

(m(1))
I1 |〉2J .

Recursively, we get:
∑
I1

〈V (n)
I1 〉J 〈ξ

2
I1V

(m(1))
I1 〉J ≤

∑
{Ik}
〈|VI;I1,···Ic(v) |〉J

c(v)∏
k=1
Ck , (III.149)

with: Ck :=
√∑

I1〈|ξ2
Ik
V

(m(k))
Ik

|〉2J . Finally, returning on the sum (III.146), we get:

∑
I

〈|V (n)
I ξ2

I R̃I |〉J ≤
c(v)∏
k=1
Ck ×

√ ∑
I,{Ik}
〈|VI;I1,···Ic(v)|〉J

∑
I

〈|ξ2
I R̃I |〉2J . (III.150)

From equation (III.145), the second term into the square-root is of order 1. Moreover, the
first term is nothing but a big trace, like for (III.19), as a result:∑

I,{Ik}
〈|VI;I1,···Ic(v)|〉J .

(1
2 cos−c(v)−1

(
ϕ

2

))
×N . (III.151)

Finally, because of our recursion hypothesis, all the Ck have to be of order 1 in N , implying
|〈ATn+1〉J | ∼

√
N .
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Therefore, the only changes from the bound for the fermionic part coming from the
Gaussian integration are 1) The replacement Nξ2

0 → ḡ and 2) the combinatorial factor 2n−1

coming from the Wick contractions. As a result, the averaged amplitude 〈ATn〉J admits the
bound:

|〈ATn〉J | ≤ K̄
√
N × |u|n(ρ̄ )n cos−2n

(
ϕ

2

)
, (III.152)

meaning that the expansion in analytic in the interior of the cardioid domain ρ ≤ ρ̄ cos2(ϕ/2)
for some constant K̄, with (ρ̄ )−1 := 24

√
e/π/βḡ. Once again, the final check to prove Borel

summability follows the Section IIIA 2.
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Appendix A: The Brydges-Kennedy-Abdesselam-Rivasseau forest formula

A forest formula expands a quantity defined on n points in terms of forests built on these
points. There are many forest formulas, but the BKAR formula seems to be the only one
which is both symmetric under permutation of the n points and positive. In this appendix,
we only recall the theorem without proof, much additional material may be found in35,36.
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Let [1, . . . , n] be the finite set of points considered above. An edge l between two elements
i, j ∈ [1, . . . , n] is a pair (i, j) for 1 ≤ i < j ≤ n, and the set of such edges can be identified
with the set of lines of Kn, the complete graph with n vertices. Consider the vector space
Sn of n×n symmetric matrices, whose dimension is n(n+ 1)/2 and the compact and convex

subset PSn of positive symmetric matrices whose diagonal coefficients are all equal to 1, and
off-diagonal elements are between 0 and 1. Any X ∈ PSn can be parametrized by n(n−1)/2
elements Xl, where l run over the edges of the complete graph Kn. Let us consider a smooth
function f defined in the interior of PSn with continuous extensions to PSn itself. The
BKAR forest formula states that:

Theorem 2 (The BKAR forest formula) We have

f(1) =
∑
F

∫
dwF∂Ff [XF(wF)] (A.1)

where 1 is the matrix with all entries equal to 1, and:

• The sum is over the forests F over n labelled vertices, including the empty forest.

• The integration over dwF means integration from 0 to 1 over one parameter for each

edge of the forest. Note that there is no integration for the empty forest since by

convention an empty product is 1.

• ∂F := ∏
l∈F ∂l means a product of partial derivatives with respect to the variables Xl

associated to the edge l of F .

• The matrix XF(wF) ∈ PSn is such that XFii (wF) = 1 ∀i, and for i 6= j XFij (wF) is the

infimum of the wl variables for l in the unique path from i to j in F . If no such path

exists, by definition XFij (wF) = 0.

Appendix B: Nevanlinna’s theorem

Theorem 3 A series ∑n
an
n! λ

n is Borel summable to a function f(λ) if the following con-

ditions are met:

• f(λ) is analytic in a disk Re(λ−1) > R−1 with R ∈ R+.
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• f(λ) admits a Taylor expansion at the origin:

f(λ) =
r−1∑
k=0

akλ
k +Rrf(λ), |Rrf(λ)| ≤ Kσrr!|λ|r, (B.1)

for some constants K and σ independent of r.

If f(λ) is Borel summable in λ, then:

B =
∞∑
n=0

1
n!ant

n (B.2)

is an analytic function for |t| < σ−1 which admits an analytic continuation in the strip

{z | |Im(z)| < σ−1} such that |B| ≤ Bet/R for some constant B and f(λ) is represented by

the absolutely convergent integral:

f(λ) = 1
λ

∫ +∞

0
dtBe−t/λ. (B.3)
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