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Abstract

We study the relaxation of a thermal grating in multilayer materials with

interface thermal resistances. The analytical development allows for the nu-

merical determination of this thermal property in Approach to Equilibrium

Molecular Dynamics and suggests an experimental setup for its measurement.

Possible non-diffusive effects at the nanoscale are take into consideration by

a non-local formulation of the heat equation. As a case study, we numerically

apply the present approach to silicon grain boundary thermal resistance.

Keywords: Interface thermal resistance, Laser Induced Thermal Grating,

Non-local heat transfer, Scale effects, Approach to Equilibrium Molecular

Dynamics, Grain boundary

1. Introduction

In this work, we address the heat transport in heterogeneous nanostruc-

tured systems. At small scale, where the surface to volume ratio increases,

the behavior of the interfaces between homogeneous regions is no longer neg-
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ligible. Moreover, at least for materials with a large phonon mean free path,

also the thermal conductivity of the bulk can deviate from the macroscopic

picture, i.e. scale effects can arise. On the other hand, in numerical as in

experimental studies, it is often difficult to distinguish between the bulk and

the interfaces role in the thermal response of the overall system. In order

to investigate these issues, we consider here a particular thermal processing,

namely the relaxation of a spatially periodic temperature profile, in heteroge-

neous structures. This thermal processing is exploited as well as in numerical

techniques, as the Approach to Equilibrium Molecular Dynamics (AEMD)

[1], in experimental approaches, as Laser-Induced Thermal Grating (LITG)

[2], and in theoretical works [3]. The underlying idea is to generate a periodic

temperature profile or thermal grating (TG) in the system (see Fig. 1) and

to observe its equilibration time. This in turn can be related to the thermal

or thermoelastic properties of the media. Generally speaking, both coherent

sound waves and incoherent thermal excitations are induced in the sample

[4]. Nevertheless, the most of the energy is stored in the temperature grating

[5, 6]. Therefore, the relaxation is usually described by thermal transport

models. In particular, by considering a classical diffusive thermal transport,

the heat equation predicts an exponential decay of the amplitude of the TG

with a characteristic time τ related to the thermal conductivity k according

to

k =
cL2

4π2τ
(1)

where L is the spatial period of the TG and c the volumetric heat capacity

of the bulk material.

To obtain the temperature profile in LITG experiments, two short laser
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Figure 1: Schematic representation of a periodic temperature profile (thermal grating) in

a bulk material of thermal conductivity k (top panel) and in bilayer system, of periodicity

L = l1 + l2, composed by two materials of conductivity k1 and k2 joined by interfaces of

thermal resistance r (bottom panel).

pulses of central wavelength λ are crossed on a sample resulting in an inter-

ference pattern with period L = λ/2 sin(θ/2) defined by the angle θ between

the beams. Absorption of laser light leads to a sinusoidal temperature profile,

and the temporal decay of this TG is monitored via diffraction of a probe

laser beam so to measure the bulk conductivity of the medium. LITG spec-

troscopy has been widely used in thermal characterizations of materials [2]

including, e.g., silicon membranes [2, 7], and in gas phase diagnostics [8].

A similar protocol is implemented in AEMD atomistic simulations. This

numerical technique has been developed in the context of molecular dynamics

with the aim of studying the thermal transport in dielectric materials [1]. It

provides a very efficient and robust method to investigate thermal properties

in a wide range of system sizes. AEMD has been applied by several authors

to the calculation of the thermal conductivity in c-Si,c-Ge and α-quartz [1],
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in Si/Ge nanocomposite [9], in Si nanowires [10] and in graphene-based struc-

tures [11, 12]. Initially developed for classical Molecular Dynamics (MD) this

technique has been recently implemented in ab-initio calculations as well [13].

These applications of the thermal grating relaxation address the study of

the thermal conductivity in bulk materials. In this paper, with the aim of

extending the AEMD method and of proposing a new experimental setup for

thermal studies, we consider a more general configuration. We address heat

conduction in bilayer systems composed of two homogeneous materials (see

Fig. 1-b), joined through non-ideal interfaces [14]. In particular, a resistive

interfacial thermal effect is modeled using a Kapitza resistance [15]. From the

mathematical point of view, this problem represents a further generalization

of the Sommerfeld heat-conduction problem for a ring [16], successively ex-

tended by I.R. Vengerov to the case of two different media simply connected

via an ideal interface [17]. As we will show in the following, the present devel-

opment allows for the theoretical prediction of the ITR in the context of the

AEMD. Moreover, the results suggest that this approach can be adopted in

LITG as well. Therefore, it could provide a direct access to the experimental

determination of the interface thermal resistance (ITR).

This thermal property, usually negligible in macroscopic structures, is

attracting by contrast increasing attention in nanotechnology. For instance,

the removal of the heat generated by electronic systems, one of the crucial

constraint on the performance of modern nanoelectronics, is largely limited

by interfaces between layers. In silicon based thermoelectric nanomaterials,

the grains boundaries resistance allows for a significant increasing of the

figure of merit.
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One of the main theoretical limits in projecting down to the nanoscale

the thermal grating based techniques is the validity of the Fourier’s law at

such a scale. We address this crucial point by considering a non-local for-

mulation of the heat conduction problem. In other words, we introduce in

the analytical model a wavelength dependence of the bulk thermal conduc-

tivity. This improvement perfectly matches the results of the corresponding

numerical simulations showing that, at least down to a given scale, a non-

local approach to the thermal transport allows for a correct description of

the ballistic effects in nanostrucured systems.

The paper is organized as follows. For the sake of clarity, in Section

2, we firstly resume the solution of the heat equation for a periodic bulk

system (heat-conduction problem for a ring) and its application in AEMD

simulations [1]. Then, we generalize the mathematical problem to the bilayer

case. In Section 3, we discuss the results of numerical simulations of a bilayer

material, namely of a periodic system composed by slabs of crystal silicon (c-

Si) with different crystallographic directions connected by grain boundaries

(GB). The details of the simulations and of the GB model adopted in this

work are reported in Appendix A. In Section 4, we show that the numerical

results for the c-Si bulk conductivity [1] can be modeled by a non-local for-

mulation of the heat equation. This interpretation is then applied in Section

5 to the calculation of the ITR of silicon GB. Finally, in Section 6 we discuss

the application of the present developments in LITG experiments, supplying

a further analysis obtained by additional numerical simulations.
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2. Heat-conduction problem on a ring

2.1. Bulk system

We start by considering a mono-dimensional heat conduction problem for

an homogeneous media under periodic boundary conditions (PBC). Accord-

ing to the classical theory, the heat transfer is governed by the heat equation:

c
∂T (z, t)

∂t
= k

∂2T (z, t)

∂z2
(2)

involving the classical field of temperature T (z, t), and by the PBC:

T (0, t) = T (L, t) (3)

∂T (0, t)

∂z
=

∂T (L, t)

∂z
(4)

Eq. (3) states the periodicity of the solution and, in particular, the continuity

of the temperature field across the periodic boundaries. Eq. (4) represents

the continuity of the heat flux according to the Fourier’s Law

J(z, t) = −k
∂T (z, t)

∂z
(5)

or, equivalently, the conservation of the energy.

For an arbitrary initial condition T (z, 0) z ∈ [−L
2
, L
2
], the well-known

solution of the heat equation is

T (z, t) = T eq +
∞
∑

n=1

[

Ancos(α
0
nz) +Bnsin(α

0
nz)
]

e
−

t

τ0n (6)

where T eq is the asymptotically target temperature and

τ 0n =
c

k(α0
n)

2
(7)
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The PBC in Eqs. (3) and (4) impose the following set of wavenumbers:

α0
n = n

2π

L
(8)

The coefficients An and Bn are the components of the Fourier series of T (z, 0).

Eq. (6) shows that each term in the series is damped by an exponential factor

with characteristic time τ 0n. Combining Eq. (8) with Eq. (7), we easily get

τ 0n =
cL2

4π2k

1

n2
(9)

In LITG experiments, a sinusoidal TG of wavenumber α0
1 is initially in-

duced in the sample. Therefore the solution reads

T (z, t) = T eq + A sin(α0
1z)e

−
t

τ0
1 (10)

On the other hand, in AEMD simulations, the initial TG is usually a step-

like profile with one half of the simulation box at temperature T1 and the

other half at T2. Therefore, the relaxation is not rigorously mono-exponential.

Nevertheless, being τ 0n ∝ 1
n2 , the higher the order of the harmonic, the shorter

its life time and we can approximate the relaxation through a single expo-

nential factor, as discussed below.

In order to describe the thermal equilibration of the periodic profile, in

AEMD calculations we need to consider only the difference ∆T (t) between

the average temperatures of the two halves of the system. This difference of

temperature reads

∆T (t) =
2

L

∫ L
2

0

T (z, t)dz −
2

L

∫ 0

−
L
2

T (z, t)dz

=
∞
∑

n=1

φne
−

t

τ0n (11)
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The coefficients φn are proportional to An/n (or Bn/n) so that, for a step-

like initial temperature profile, we have φn ∝ 1
n2 as well. Moreover, by

considering the expression in Eq. (6), we can state that only the terms with

an even value of n give a contribution to the summation. Hence, the second

non-zero term in ∆T (t) has a characteristic time τ 03 nine times smaller than

the fundamental time τ 01 . In conclusion, the TG becomes rapidly sinusoidal

and the equilibration is matter-of-factly mono-exponential, i.e. after a brief

transient the solution in Eq. (10) is recovered.

In practice, knowledge of the leading characteristic time τ 01 allows for the

determination of the thermal conductivity via Eq. (9) with n = 1, i.e. via

Eq. (1).

2.2. Bilayer system with ITR

In this section, we generalize the development of Section 2.1 to the case

of the bilayer structure shown in Fig. 1-b. A mono-exponential behavior,

similar to the bulk case, is recovered and the decay time is related to the

thermal response of the interface, i.e. to the ITR.

We define the temperature fields T (1)(z, t) and T (2)(z, t) in the two homo-

geneous regions of length l1 and l2 and conductivity k1 and k2 respectively

and we consider a mono dimensional heat equation for each region:

ci
∂T (i)

∂t
= ki

∂2T (i)

∂z2
(12)

for i = 1, 2, ci being the volumetric heat capacity of the two materials. Ac-

cording to Kapitza resistance definition, a discontinuity in the temperature

field δT = rJ is introduced at the interfaces. Therefore, Eq. (12) is solved
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with the following set of PBC:

T1(0, t)− T2(0, t) = rJ(0, t) (13)

T2(l2, t)− T1(−l1, t) = rJ1(−l1, t) (14)

J1(0, t) = J2(0, t) (15)

J1(−l1, t) = J2(l2, t) (16)

where the flux Ji are related to the temperature field via Eq. (5). The general

solution of Eq. (12) for an arbitrary initial condition reads:

T (i)(z, t) = T eq +
∞
∑

n=1

θ(i)n (t)χ(i)
n (z) (17)

where

θ(i)n (t) = e
−

t

τ
(i)
n (18)

χ(i)
n (z) = a(i)n cos(α(i)

n z) + b(i)n sin(α(i)
n z) (19)

and

τ (i)n =
ci

ki(α
(i)
n )2

(20)

The allowed wave numbers α
(i)
n are eventually obtained by imposing the PBC

(13), (14), (15), and (16). The sinusoidal functions χ
(i)
n (z) represent a com-

plete orthonormal basis for the solution of the present problem. As shown

in Section 2.1, in the case of a homogeneous system these functions turn out

to be the well-known Fourier basis (being αn = n2π
L
). a

(i)
n and b

(i)
n are the

coefficients of the initial condition in this basis. Moreover, PBC requires that

τ (1)n = τ (2)n = τn (21)
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This leads to the following relation between the wavenumbers:

(α(1)
n )2

k1
c1

= (α(2)
n )2

k2
c2

(22)

The complete solution is again a superposition of periodic functions of

the position damped by exponential functions of the time. Each term of the

superposition has a different decay time related to the corresponding wave

number by Eq. (20).

For the sake of simplicity, we consider the same bulk properties in the

right side and in the left side of the interface (the general case is exposed in

Appendix B) and we focus on the interface effects due to the ITR. So, we

assume

c1 = c2 = c (23)

k1 = k2 = k (24)

hence, the sets of wavenumbers in the two homogeneous regions coincide

α(1)
n = α(2)

n = αn (25)

Moreover, we impose the condition

l1 = l2 = l =
L

2
(26)

The PBC provide a set of linear equations for the coefficients a
(i)
n and

b
(i)
n involved in the definition of the basis functions χ

(i)
n (z). By imposing

that the determinant of this set of equations is zero, we obtain the following

transcendental equation for the wavenumber αn

(cos(2lαn)− 1) (rkαn)
2 + 4 sin(2lαn)rkαn

−4 (cos(2lαn)− 1) = 0 (27)
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with the τn related to the αn via Eq. (20), i.e.

αn =

√

c

kτn
(28)

It is not possible to solve this equation analytically to find the allowed values

of αn (or τn), therefore we cannot write the analytical solution T (i)(z, t).

Nevertheless, via Eq. (27), the ITR r can be expressed as a function of the

αn according to

r = 2
sin(2lαn) +

√

2(1− cos(2lαn))

(1− cos(2lαn))kαn

(29)

This means that knowledge of a single αn or equivalently of one of the decay

times τn allows for the calculation of r. Eq. (29) represents, indeed, the main

analytical result of the present work.

In the following, we discuss the set of wavenumbers involved in the present

problem and we show that, also in the bilayer case, only the longest decay

time drives the equilibration of the TG.

First of all, we note that a sequence of solutions of Eq. (27) are obtained

for

α0
n =

πn

l
(30)

or, in terms of the decay times, for

τ 0n =
cl2

kπ2

1

n2
(31)

These solutions are independent of the value of r and coincide with the decay

times (9) of the bulk system. As a matter of fact, they describe the thermal

equilibration of components of the initial condition that doesn’t require a
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Figure 2: Wavenumbers, obtained via Eq. (27), involved in the solution of the heat

conduction problem for a bilayer system in Eq. (17). The curves are the left-hand side of

Eq. (27) with l = L/2 = 125 nm, k = 68 W/mK in the cases r = 0 (bulk) and r = 1.2

m2K/GW (bilayer). This system is representative of the results obtained in the following

sections for the case study considered in the present work, namely a c-Si bilayer system

with (100)Σ29 GBs.

heat conduction across the interfaces. In other words, their independence of

the interface resistance r implies that they only represent situations where the

heat flux across the interfaces is zero. The series of τ 0n coincides indeed with

the decay times of a system of length L under adiabatic boundary conditions

(no heat transfer at boundaries).

In Fig. 2, we report the left-hand side of Eq. (27) as a function of α for

the bulk system, i.e. r = 0, and for r = 1.2 m2K/GW, the intercepts with

the horizontal axes supply the corresponding wavenumbers. For r = 0 the

sequence α0
n = 2πn

L
are correctly recovered. As r increases a different sequence

of wavenumbers, α′

n, is obtained, partially coincident with the r = 0 set.

Therefore, in the bilayer case (r 6= 0) the set of basis function χ
(i)
n (z) may be
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split into two subspaces. The first one is composed by sinusoidal functions

with wavenumber α0
n independent of r and characterized by an heat flux

equal to zero at the interfaces. Being the heat flux proportional to the space

derivative of the temperature, this subspace is composed by even sinusoidal

functions. The second subspace, characterized by the wavenumbers α′

n, is

therefore composed by odd sinusoidal functions.

Hence, for the odd-parity initial condition here considered (see Fig. 1)

only the α′

n wavenumbers appear in the solution in Eq.(17). Consequently,

only the decay times

τ ′n =
c

k(α′

n)
2

(32)

are considered in the following. The case of an arbitrary initial condition will

be discussed in Section 6.

The set of wavenumbers α′

n can be numerically studied, and a good deal of

physical insight is gained by defining the normalized wavelength λn

L
and the

normalized Kapitza length [18] kr
L
. With these variables, the equation (27)

turns into the universal function (i.e. independent of the specific parameters

of the problem) plotted in Fig. 3. If the Kapitza length is zero, i.e. in the

bulk case where r = 0, the Fourier basis wavelengths are recovered, namely

λn = L
n
. On the other hand, the introduction of the periodic pattern of

ITR induces a progressive spread of these wavelengths. In particular, in the

limit rk/L → ∞, λ1 tents to infinity while the others, for n > 1, are limited

and tent to L
n−1

. By considering that the decay time τn of each component

is proportional to λ2
n, the wavelengths with n > 1 turn to be negligible in

this limit. Therefore, for high values of the Kapitza length the temperature

profile in the bulk regions is flat and the lumped hypothesis can be applied.
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Figure 3: Normalized wavelengths of the base functions for the solution of the heat equa-

tion (12) as a function of the normalized Kapitza length (inverse of the Biot number) in

the case l1 = l2 and k1 = k2.

Indeed the normalized Kapitza length corresponds to the inverse of the Biot

number, therefore in the rk/L → ∞ limit the small Biot number regime is

recovered.

In Fig. 4, we plot the decay times τ ′n actually involved in Eq. (17) as a

function of the ITR r. Clearly, τ ′n > τ 0n = τ 01 /n
2 for all n and, moreover, for

each value of n the difference τ ′n−τ 0n is a decreasing function of n. Therefore,

we can state that also in the present bilayer case just one exponential decay

times, namely τ ′1, drives the system equilibration, being largely dominant on

to the others.

In conclusion, this leading decay time, eventually measured in experi-

ments or obtained by AEMD simulations, allows to extract the value of the

ITR by using Eqs. (29) and (28) providing that the bulk conductivity k of

the bulk regions is known.
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Figure 4: Decay times τn of the TG defined in Eqs. (17) and (27) for a bilayer silicon

system with period L = 250 nm and thermal conductivity k = 68 W/mK. In particular

we plot the solutions of Eq. (27) as a function of the ITR r.

3. Numerical simulations of a bilayer system

As a straightforward application of the results reported in the previous

section, we have applied the AEMD method to the calculation of the in-

terface thermal resistance of a grain boundary (GB) in c-Si. To this aim,

the periodic structure in Fig. 1(bottom) has been realized by means of two

crystalline slides of the same thickness (l1 = l2 = l) with different crystallo-

graphic orientations joined by a grain boundary. The two slides exhibit the

same thermal conductivity (k1 = k2 = k). Periodic boundary conditions are

applied in all the directions, therefore the system is actually composed by

two semi infinite layers, parallel to the x− y plane, and two crystallographi-

cally identical GBs are present in the supercell. In Appendix A, we report

the details of the simulations and the analysis of the atomistic structure of

the GBs.
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According to the AEMD method, the two halves of these systems have

been heated at two different temperature T1 = 400 K and T2 = 600 K so to

obtain a initial step-like periodic temperature profile along the z-direction.

Afterward, we have let the system equilibrate via a microcanonical simula-

tion. The typical evolution of the TG during the equilibration is plotted in

the bottom panel of Fig. 5 while, in the top panel, we show the bulk case

for comparison. In both cases, the initial step-like profile rapidly turns into

a smooth sinusoidal curve in the two homogeneous regions. In presence of

GBs at the interfaces, a jump of the temperature is observed due to their

ITR. For the bulk system, the wavenumber of the sinusoidal profile coincides

with α0
1 = 2π

L
. In the bilayer case, the profile exhibits a larger wavelength

λ1 = 2π
α1
. Coherently with the discussion presented in the previous section,

after a brief transient:

T (i)(z, t) ≃ T eq + b
(i)
1 sin(α′

1z)e
−

t

τ ′
1 (33)

In Fig.6, we plot the difference between the average temperatures of the

two halves of the systems as a function of the time. In order to exclude

the initial multi-exponential behavior and to extract the leading decay time

from such a curve, the following fitting procedure have been applied: a mono-

exponential and a bi-exponential function have been fitted to the ∆T (t) data

in the range (t0, tmax), tmax being the instant when ∆T reaches zero. The

left endpoint of the fitting interval, t0, has been progressively increased. The

typical result of the two fitting procedure for the GB calculation is reported

in Fig. 7. In particular, the two decay times for the bi-exponential fit and

the single decay time for the mono-exponential fit are plotted as a function of

t0. Up to approximately 20 ps, a bi-exponential behavior has been recovered
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Figure 5: Temperature profiles in a bulk (top panel) and in a bilayer system (bottom

panel) during AEMD simulations.
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Figure 6: Temporal evolution of the difference of the average temperatures in the two

homogeneous regions. In the initial step-like profile, the two regions are equilibrated at

T 1 =400 K and T 2 =600 K.

with a leading decay time τ1 of 126.5 ps and a second one, τ2, 15 to 20

times smaller. After this transient, the second decay time goes to zero and

the expected mono-exponential behavior is reached. Consistently, the mono-

exponential fit shows a decay time coinciding asymptotically with τ1. Such a

result is in agreement with the analysis of the heat equation solution reported

in the previous section and provides a robust fitting procedure to extract the

leading decay time from the AEMD simulation.

In order to evaluate the interface resistance from this leading decay time

via Eq. (29), the bulk conductivity k is needed. As a matter of fact, at the

submicrometric length scale accessible by molecular dynamics, the silicon

thermal conductivity depends on the system length. Since the system size

is comparable to the phonon mean free paths, the dynamics of a part of

the heat carriers is indeed non-diffusive, which affects the effective thermal
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results in Fig. 6 are fitted on a mono-exponential function and on a bi-exponential function.

The corresponding characteristic times are plotted as function of the left endpoint, t0, of

the fitting interval.

conductivity. Therefore, the value of k in Eq. (29) has to be carefully defined.

This could be a purely technical difficulty in the present calculation of the

interface resistance since for a material with shorter phonon mean free path

such a problem does not occur. However, this issue goes beyond the mere

technicality of the choice of the materials, and rather it may represent a

crucial point for all studies of thermal properties at the nanoscale based on

the classical heat equation. For this reason, in the next section we carefully

discuss the size dependence of the bulk conductivity obtained via AEMD.

4. Non-local formulation of the heat transfer

In Fig. 8, we show the AEMD results for the silicon thermal conductivity

of our previous work [1]. We have shown that for system sizes in the range
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Figure 8: c-Si bulk conductivity at 500 K, obtained via AEMD simulations [1], plotted as

a function of the simulation cell length L. The data are fitted by three different analytical

models.

[30 nm, 1200 nm] k strongly depends on the length L of the simulation cell.

Such an effect is also recovered in MD calculations performed with different

techniques. A distinct length-scale dependence is obtained in fact both with

non-equilibrium MD approaches (NEMD) and via equilibrium simulations

(Green-Kubo). Moreover, in these cases the effective definition of the length-

scale parameter is often uncertain [19]. In the NEMD calculations a thermal

gradient is induced among a heat source and a heat sink. In between, a

region with a linear gradient is identified so to calculate the conductivity as

the ratio of the heat flux to the temperature derivative. The result depends

on the distance of the source from the sink, but it is not clear if the effective

length is the depth of the linear region or rather the source/sink distance.

A similar question arise in AEMD. Does the value of k depend on the

simulation cell size L (so it can be considered an artifact of the PBC) or it
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Table 1: c-Si bulk conductivity at 500 K calculated via AEMD simulations for different

values of the length L of the simulation cell (i.e. of the PBC period) and of the wavelength

λ of TG.

λ (nm) L (nm) k (W/m/K)

87.3 87.3 22

87.3 174.6 20

87.3 261.9 21

174.4 174.4 36

174.4 348.8 38

250 250 54

250 500 52

350 350 64

350 700 64

depends on the wavelength λ of the TG? In order to answer the question, in

table 1 we report the values of k obtained varying both L and λ according

to L = nλ, n = 1, 2, 3.

These results clearly prove that the value of k obtained via AEMD depends

on the wavelength of the TG λ.

A wavelength dependence of transport parameters at the nanoscale repre-

sents a typical deviation from the classical transport theory and it is usually

addressed by considering a non-local transport equation. To this aim, a

wavenumber dependent conductivity is introduced in the Fourier transform
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of Eq. (5)

J̃(α, t) = −iαk̃(α)T̃ (α, t) (34)

where α = 2π
λ

is the wavenumber and tilde symbol stands for the Fourier

transform

f̃(α) =

∫

∞

−∞

f(z)e−iαzdz (35)

In the macroscopic limit λ → ∞, k̃(α) tends to the macroscopic conduc-

tivity k∞. In the real space, Eq. (34) reads

J(z, t) = −

∫

∞

−∞

k(ξ)
∂T (z − ξ, t)

∂z
dξ (36)

where k(z) is an even function representing the non-locality of the thermal

transport at the microscopic scale and tents to zero at some distance ∆z from

origin. Therefore, the property ∆z turns to be the actual range of the non-

locality. In other words, Eq. (36) states that the heat flux in a given point z

depends on the temperature gradient in the neighborhood (z −∆z, z +∆z)

while, in the local formulation, it depends only on the gradient in z. In the

macroscopic limit, ∆z is negligible, hence k(z) tents to k∞δ(z), being δ(z)

the Dirac delta function, and the local Fourier’s law is recovered. Eq. (34)

leads to the following non-local heat equation

c
∂T (z, t)

∂t
=

∫

∞

−∞

k(ξ)
∂2T (z − ξ, t)

∂z2
dξ (37)

As a consequence of last considerations, the curve in Fig. 8 is naturally

interpreted in this contest as the Fourier transform k̃(α) introduced in Eq.

(34).

As reported in the previous section and largely discussed in literature

[20, 21], the scale dependence of k is considered a manifestation of the
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non-diffusive behavior of heat carriers with a long phonon mean free path

and the k(L) curve is usually fitted by the following formula based on the

Matthiessen’s rule approximation

1

k(L)
=

1

k∞

(

1 +
L0

L

)

(38)

where k∞ is the asymptotic (macroscopic) conductivity and L0 a parameter

related to the average phonon mean free path. Eq. (38) is widely adopted

to extract the macroscopic conductivity from MD calculations but usually

the results strongly depend on the fitting range, at least for materials as

crystalline silicon which exhibit long phonon mean free paths. In a precedent

paper [21], we proved that the application of this model in AEMD is not fully

satisfactory and we proposed a different approximation that better matches

the AEMD results at large system sizes, namely:

k(L) = k∞

(

1 +

√

Λ0

L

)

(39)

While this formula has the advantage of providing a very accurate modeling

of the values of k at large L, it is however still unsatisfactory since it identifies

the length dependence with a merely numerical artifact, namely the size of

the simulation supercell.

On the other hand, with the present interpretation of the scale effect in

terms of wavelength dependence, a new analytical model can be invoked.

Alvarez and Jou [22] indeed, starting from Eq. (36) and applying Boltzmann

equation, state the following formula for k̃(λ)

k̃(λ) =
k∞λ2

2π2λ2
0





√

1 + 4

(

πλ0

λ

)2

− 1



 (40)
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Table 2: Results of the fits of the c-Si bulk conductivity, obtained via AEMD simulations,

for different analytical models.

model k∞ (W/mK) L0, Λ0, λ0 (nm)

Mathiessen, Eq. (38) 154 ± 6 520 ± 50

Zaoui et al., Eq. (39) 140 ± 2 103 ± 2

Alvarez, Eq. (40) 110 ± 3 135 ± 7

In Fig. 8, the AEMD results are fitted with the three models described

above. The Alvarez formula perfectly fits the simulation data on the entire

range. The numerical results of the fits of the AEMD data are reported in

Table 2.

The macroscopic conductivity k∞ largely depends on the considered model.

We remark that a value of c-Si macroscopic conductivity at 500 K of 154

W/mK coincides with the results usually obtained in MD [23] by means of

other techniques but still extrapolated via the Mathiessen formula. On this

basis the interatomic potential here adopted, namely the Tersoff potential

(see Appendix A), is considered to significantly overestimate the thermal

conductivity (experimentally of 80 W/mK at 500 K). We underline that by

means of Alvarez formula the macroscopic conductivity predicted by AEMD

(110 W/mK) is closer to the experimental value than the other estimations.

This means that probably the Tersoff potential is not so inadequate to a

quantitative study of the thermal transport in silicon. Moreover, important

variations of the extrapolated value can be obtained by varying the range of

the fit, namely of 22% for the Matthiessen formula, of 19% for the Zaoui et
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al. and 8% for Alvarez formula.

The present results show that the Alvarez formula, developed in the con-

test of non-local thermal transport, seems to be the best suited to model the

AEMD data. This confirms one of the main results of this work: the thermal

transport in dielectric materials at the nanoscale can be modeled by the clas-

sical heat equation providing that a non-local formulation is considered. The

non-local thermal conductivity, both in α-space and in z-space are shown in

top panel and in bottom panel of Fig. 9 respectively. The k̃(α) curve has

been obtained by means of Eq. (40) with the parameters in Table 2. The

corresponding curve in the z-space, obtained by numerical integration, shows

that the range of the non-locality ∆z is approximately 50 nm.

Actually, the non-local formulation of the heat transfer induces a differ-

ent analytical modeling of the AEMD simulations. Namely, in Section 2,

Eqs. (2) and (5) have to be replaced by Eqs. (37) and (36), respectively.

In Appendix B, we show that in spite of the modification of the analyti-

cal model, the main results of Section 2 are still valid if the constant bulk

conductivity k is replaced by the its non-local counterpart k̃(α).

5. AEMD calculation of the grain boundary thermal resistance

In Section 3, we shown how to extract the leading decay time τ ′1 from

AEMD simulations of a bilayer system of periodicity L. In order to calculate

the corresponding interface thermal resistance r via Eq. (29), the value of

the bulk conductivity is needed. In the above Section, we have seen that

the bulk conductivity is actually a function of the wavenumber α of the TG.

As a consequence, in the precedent analytical results, k must be replaced by
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k̃(α). In particular, Eq. (29) reads

r = 2
sin(2lα) +

√

2(1− cos(2lα))

(1− cos(2lα))k̃(α)α
(41)

(42)

where k̃(α) is given by the Alvarez formula

k̃(α) =
2k∞

(αλ0)2

[

√

1 + (αλ0)
2 − 1

]

(43)

with parameters fitted on the AEMD data for the bulk system. The value of

α is obtained from the τ ′1 according to

τ ′1 =
c

k̃(α)α2
(44)

i.e. to

α =
c

k∞τ ′1

(

1 +
λ2
0c

4k∞τ ′1

)

(45)

if k̃(α) in Eq. (43) is assumed.

In other words, in the non-local formulation of the heat transfer, the

effective bulk conductivity of a bilayer system of periodicity L is given by

the conductivity at the wavelength λ1 =
2π
α1

(greater than L) solution of Eq.

(27) and related to the decay time τ ′1 by Eq. (44).

An empirical proof of the coherence of this statement can be obtained by

calculating the values of k by Eq. (44), i.e.

k =
cλ2

τ ′14π
2

(46)

with both τ ′1 and λ extracted from the MD simulations of the bilayer system.

Indeed, the wavenumber, and therefore λ, can be directly extracted from the

simulated TG (see Fig. 5). In Table 3, we report the results of this analysis.
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Table 3: Values of the decay time τ ′1 and of the wavelength λ of the temperature profile

extracted from numerical simulations of the bilayer system (see bottom panel of Fig. 5)

for different values of the TG period L.

L τ ′1 λ k via Eq.(46) k(λ) via Eq.(43)

(nm) (ps) (nm) (W/m/K) (W/m/K)

32.7 25 90 17 26

87.3 48 180 35 41

150 77 285 55 55

250 126 390 64 68

400 218 575 79 81

600 798 790 90 88

For different values of the system size L, we show the corresponding decay

time τ ′1 and wavelength λ deduced from the simulations. The effective value

of k is then calculated via Eq. (46). Finally, in the Table we show the values

of k(λ) obtained in the bulk simulations.

These data show that the effective conductivity k̃(α) calculated via Eq. (46)

with τ ′1 and λ extracted from the AEMD simulation of the bilayer system

coincides with the conductivity of the bulk at this wavelength λ (minor dis-

crepancies are due to the rough estimation of λ supplied by the fitting of

the noisy and time depend temperature profile obtained in the simulations).

This analysis substantiates the application of the non-local heat equation in

the numerical evaluation of the ITR at the nanoscale.

In Fig. 10, we plot the ITR of the c-si GB calculated via Eqs. (46), (43),
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and (45) with the values of τ ′1 deduced from AEMD simulations of bilayer

systems of different periodicity L. A size dependence of the ITR is observed

up to approximately 200 nm. On the other hand, the asymptotic value (1.2

m2K/GW) is in good agreement with the value obtained by Schelling et al.

[24] and by other authors [25] by means of the NEMD technique.

The interface thermal resistance is an inherently local property, therefore

a scale effect is in principle unexpected. Other works [26, 27] have found

such a scale dependence in ITR numerical calculations. This artifact has

been associated to the effects of the ballistic phonon transport. As discussed

in Section 4, in the present formulation non-diffusive effects are taken into

account by the non-local modeling of the heat transfer of the bulk. Never-

theless, the non-local conductivity k(ξ), here adopted for the interpretation

of the heat transfer in presence of ITRs, doesn’t account for the presence

of these inhomogeneities. The k(ξ) curve, shown in the bottom panel of

Fig. 9, represents indeed an homogeneous non-locality relating the heat flux

in a given point to the derivative of temperature at a distance ξ (see Eq.

(34). When an interface is present at this distance, the smooth k(ξ) func-

tion is no longer appropriate. A more advanced model could in principle

be conceived with a more general non homogeneous kernel function k(z, z′),

in spite of the present homogeneous kernel k(z′ − z). Nevertheless, in Fig.

9, we can observe that the range of the non-locality, ∆z, is around 50 nm.

Therefore, the present homogeneous approximation is admissible when the

distance between the interfaces sufficiently exceeds this limit. As a matter

of fact, beyond 200 nm the obtained value of the ITR is constant and it

coincides with the result available in literature. This means that, above this

28



threshold, the homogeneous kernel correctly describes the heat transport in

this nanostructure. We remark that, up to at least 1200 nm, the ballistic

effects are still prominent (see Fig. 8). Hence, we state that in this range the

present non-local formulation is able to model the ballistic effects in bilayer

silicon systems.

In this section, we shown that AEMD technique can be efficiently applied

to the numerical evaluation of ITRs, also in presence of non diffusive effects.

In the contest of the atomistic simulation, several methods exist to study

the thermal behavior of the interfaces. Nevertheless, they often assume the

lamped approximation, namely a constant temperature profile into the bulk

regions. The AEMD method doesn’t require this approximation and, ex-

ploiting transient phenomena, it is a time-saving approach able to address

the interface thermal conduction at the nanoscale.

6. Experimental application

The experimental study of the thermal transport in nanostructures with

possible observations of non-diffusive phenomena, is a very challenging task.

Several techniques are usually applied as the Raman thermometry [28], 3ω

method [29, 30], time-domain thermo-reflectance [31] or scanning thermal

microscopy. Nevertheless, important limitations are however present. These

methods often work in the optical regime with a consequently reduced spatial

resolution. Device-based approach or other methods which adopt metallic

heaters in thermal measurements, couple the sample to extraneous struc-

tures. This induces additional difficulties in the extrapolation of the thermal

properties of the sample from the response of the overall system, especially
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in the case of non-diffusive transport.

On the other hand, the LITG technique offers a non-invasive approach to

the thermal studies allowing for a high accuracy and reproducibility of the

results. Moreover, the thermal response is obtained as a function of wave-

length of the TG, i.e. the period of the grating, therefore non-local effects

can be directly detected. Indeed, by means of this experimental technique, a

non-diffusive behavior revealed by a grating wavelength dependence has been

already verified in silicon membranes [7, 32]. In this case the scale effect is

due to the nanometric thickness of the structure and it is obtained for grating

periods in the micrometer scale.

In the above Sections, we showed how to apply the present model in

AEMD simulations in order to predict the thermal behavior of interfaces.

Since the AEMD is the straightforward numerical counterpart of the LITG

technique, a similar setup could be implemented in this experimental ap-

proach, opening the way to a direct measurement of interfaces thermal resis-

tances.

One of the first difficulties in the experimental implementation of the

present model is the generation of TG with a sufficiently short wavelengths.

In order to obtain a significant thermal effect of the interfaces, indeed, the

spatial period of the structure, and consequently of the thermal grating, have

to be comparable to the Kapitza length rk of the interface. For silicon grain

boundaries, the present work shows that the Kapitza length is about 100

nm. Actually, the standard LITG techniques are performed in the optical

regime, therefore the wavelengths are limited to the microscale. Nevertheless,

recent advances in laser physics based on four-wave mixing processes allow
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for shorter wavelengths thermal gratings, i.e. in the extreme ultraviolet and

soft-X-ray ranges [33].

Furthermore, the interface resistance calculation strongly depends on the

knowledge of the conductivity of the surrounding bulk. Therefore, an ac-

curate experimental determination of the effective k in the bulk material is

required. To address this last issue, we study here the effect of a possible

phase shift between the periodic multilayer structure and the laser induced

TG (see Fig. 11). We show that a variable phase shift can be exploited to

define a unified measurement protocol for both conductivities and interface

thermal resistance.

We performed AEMD simulations on the bilayer system by considering

a shift Ls of the temperature profile with respect to grain boundaries posi-

tions, as shown in Fig. 11. When Ls = 0, the GBs lies on the zeros of the

sinusoidal temperature profile and the TG is an odd function. This is the

in-phase configuration adopted so far. If Ls =
L
4
, the GBs lies on the maxi-

mum/minimum of the profile and the TG is an even function in quadrature

with respect to the periodic structure. Finally, if Ls = L
2
, the configura-

tion is equivalent to the in-phase case being just the cold and hot regions

exchanged. The in-phase configuration has been discussed in the previous

Sections, the leading decay time is τ ′1 and it is related to the ITR by Eq.

(29). Conversely, in the quadrature configuration the heat flux at the GBs

is zero and hence there is no discontinuity in the temperature profile (see

Fig. 12). As a consequence, in this particular case, the ITR doesn’t have

any effect on the relaxation and the bulk leading decay time τ 01 have to be

recovered. This consideration has been mentioned in Section 2.2 in order to
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discuss the two sequences of solutions, {α0
n} and {α′

n}, of Eq. (27).

In Fig. 13, we report the analysis of the relaxation calculated in AEMD

simulations as function of the phase shift Ls. The results fully confirm the

above picture. In the top panel we show the leading decay time of the tem-

perature difference ∆T (t) which varies in the range (τ 01 , τ
′

1). In the bottom

panel of Fig. 13, we show the results of the fit of ∆T (t) curves according to

∆T (t) = C0e
−

t

τ01 + C1e
−

t

τ ′1 (47)

Consistently with the analytical model developed in Section 2.2, these results

show that, when the TG and the periodic structure are in-phase, the relax-

ation is mono exponential with a decay time τ ′1. While, for Ls ∈ (0, L
4
), the

relaxation is a linear combination of two components, one with a bulk-like

time decay τ 01 and the other with the ITR-dependent decay time τ ′1. When

Ls =
L
4
just the bulk-like component is present. With respect to experimental

application, this means that a variable phase shift sweep the leading decay

time from a minimum value τ 01 , required to calculate k through Eq. (31),

to a maximum value τ ′1, required to obtain r through Eq. (29). Therefore,

by varying the phase shift the same experiment can in principle predict the

effective conductivity of the bulk regions and the interface thermal resistance

of the non-homogeneous sample.

7. Conclusions

In this work, we firstly developed a generalization of the classical Sommer-

feld heat-conduction problem on a ring, by introducing non-ideal interfaces

described by Kapitza thermal resistances. The solution of this problem al-

lows to relate the interface thermal resistance to the decay time of a thermal
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grating. Moreover, the application of the model at the nanoscale required

a non-local formulation of the heat transfer in order to take into account

non-diffusive effects in materials with a long phonon mean free path. In par-

ticular, we introduced an homogeneous non-local bulk conductivity in the

diffusive heat equation to model the scale dependence of the thermal behav-

ior of the bulk. This strategy allows to correctly describe the non-diffusive

effects in thermal transport at the nanoscale at least down to a lower limit

(about 200 nm for silicon).

The relaxation of a TG in a bulk material is already applied both in

numerical techniques (AEMD) and in experimental approaches (LITG) in

order to calculate the thermal conductivity. With the present results, we

extend the AEMD method to the calculation of interface thermal resistances

and we suggest a protocol to measure this property in LITG experiments. As

a numerical case study, we have calculated the interface thermal resistances

of a silicon grain boundary. The value obtained with the present AEMD

method is in agreement with the available results. Some aspect of the possible

experimental application of the present model have been discussed and a

protocol to obtain both bulk and interface contribution to the heat transfer

in a same sample has been proposed.

Since the AEMD is the numerical counterpart of the LITG experimen-

tal technique, exactly the same setup can by implemented in both the ap-

proaches. Therefore, a straightforward comparison between the correspond-

ing results can efficiently increase the physical understanding of the heat

transport in heterogeneous structures. In conclusion, such a non-invasive et

non-destructive LITG approach, joined to its numerical counterpart, deserves
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experimental investigation for both fundamental physics and applications.

Appendix A. Simulation details and grain boundary models

In this work, we considered the disordered (100)Σ29 twist grain boundary

in silicon. The thermal behavior of this high energy GB as been addressed by

several previous works [24, 34]. Moreover, the average GB thermal resistance

of polycrystalline silicon evaluated via MD simulation [35] is very similar

to that of (100)Σ29. Therefore, this grain boundary structure has been

considered as a representative model of a generic GB in polycrystalline Si.

In all the simulations (performed with a modified version of the DL POLY

4 package [36]), the interaction between silicon atoms has been modeled by

the Tersoff potential [37]. The x and y dimensions have been fixed at 62.24

nm corresponding to the equilibrium lattice constants of the perfect crystals

at the temperature T eq = 500 K. This temperature, close to the Debye

temperature of silicon, has been considered as the reference temperature for

our MD calculations of the thermal properties of this material.

In order to check the dependence of the results on the atomistic model

of the interface, two microscopically different structures of the grain bound-

ary have been achieved by means of a treatment similar to that presented

by Keblinski et al [38, 39] for silicon systems modeled by the Stillinger-

Weber potential. Firstly, a zero temperature equilibrium structure has been

obtained by static iterative energy minimization and then relaxed at 500

K (ordered GB). Then, a disordered lower energy structure (annealed GB)

has been obtained by thermal annealing at 2000K, namely 400K below the

melting temperature of silicon simulated via the Tersoff potential. In order
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Table A.4: : Leading decay times calculated via AEMD simulation of the two different

models of GB.

L (nm) τ annealed GB (ps) τ ordered GB (ps)

32.7 25 24

87.3 48 49.5

150 77 76

250 126 130

400 218 215.5

to promote configurational transformations of the GB structure, during the

simulations a constant stress algorithm in the direction orthogonal to the GB

surface has been applied.

For both the GB models, in Fig. A.14 we plot the energy per atom of

the atomic layers parallel to the GB surface and a snapshot of the atomic

structure at T = 0 of the two models of GB. The annealing process has

allowed a reduction of the GB energy from 1592 erg/cm2 of the ordered GB

to 1409 erg/cm2 of the annealed GB, corresponding to a decrease of 11%.

These results are very similar to those obtained by Keblinski et al [38] with

the StillingerWeber Potential, namely 1464 erg/cm2 and 1300-1340 erg/cm2,

corresponding to a reduction of approximately 10%.

In spite of the quite significant structural difference between the two mod-

els, the results of the AEMD calculations, reported in Table A.4, are not

remarkably dissimilar.

Therefore, only the results obtained by the annealed GB model are dis-
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cussed in the paper.

Appendix B. Non-local heat conduction problem on a ring

We consider here the non-local heat equation (37). The general solu-

tion can be calculated by separation of variables. The temperature field is

therefore expressed by

T (z, t) = χ(z)φ(t) (B.1)

and Eq. (37) reads

c
∂φ(t)

∂t

1

φ(t)
=

1

χ(t)

∫

∞

−∞

k(ξ)
∂2χ(z − ξ)

∂z2
dξ (B.2)

As a consequence, χ(z) and φ(t) verify the following equations:

∂φ(t)

∂t
= −

β2

c
φ(t) (B.3)

∫

∞

−∞

k(ξ)
∂2χ(z − ξ)

∂z2
dξ = −β2χ(t) (B.4)

where β is a arbitrary constant. Eq. (B.3) states that

φ(t) ∝ e−
t

τ(β) (B.5)

where

τ(β) =
c

β2
(B.6)

In order to solve Eq. (B.4), we consider the Fourier transform of χ(z) and

k(z) and we obtain

χ̃(α)

(

1−
α2

β2
k̃(α)

)

= 0 (B.7)

where α is the wavenumber of the Fourier transform. k(z) is an even function,

hence k̃(α) = k̃(−α) and

χ̃(α) = δ

(

α±

√

β2

k̃(α)

)

(B.8)
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Finally, we get

χ(z) = Ceiαz + C∗e−iαz (B.9)

where C is an arbitrary complex constant and α2 = β2

k̃(α)
. Combining this

last equation with Eq. (B.6), we obtain

τ =
c

α2k̃(α)
(B.10)

equivalent to Eq. (7).

Appendix B.1. Periodic boundary conditions for a bulk system

In Eq. (B.9), the allowed values of the wavenumber α are defined by the

boundary conditions. We firstly take into consideration the PBC in Eqs. (3)

and (4) defining a periodic homogeneous system. The non-locality of the

model affects the definition of the heat flux according to Eq. (36) and leads

to following set of PBC

T (0, t) = T (L, t) (B.11)
∫

∞

−∞

k(ξ)
∂T (−ξ, t)

∂z
dξ =

∫

∞

−∞

k(ξ)
∂T (L− ξ, t)

∂z
dξ (B.12)

By replacing Eq. (B.9) in these last equations, we find that solutions exist

for all C1 if eiαL = 1, hence

αn =
2πn

L
(B.13)

Therefore, we prove that the non-local formulation just introduce the wave-

length dependent conductivity k̃(α) in the solution for the bulk case reported

in Section 2.1.
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Appendix B.2. Periodic boundary conditions for a bilayer system

We consider now the set of PBC, involving ITRs, in Eqs. (13), (14), (15),

and (16). In the present non-local formulation, the heat flux reads

Ji(z, t) = −

∫

∞

−∞

ki(ξ)
∂Ti(z − ξ, t)

∂z
dξ (B.14)

The PBC equations admit solution in the case τ (1) = τ (2), i.e.

c1

α2
1k̃1(α1)

=
c2

α2
2k̃2(α2)

(B.15)

Moreover, the wavenumbers in Eq. (B.9) are provided, in this case, by

Ψ+ sin (α1l1 + α2l2) (B.16)

+ Ψ− sin (α1l1 − α2l2)

+ Ω+Ξ+ cos (α1l1 + α2l2) (B.17)

+ Ω−Ξ− cos (α1l1 − α2l2) + 4 = 0 (B.18)

where

Ψ+ = 2r
(

α1k̃1(α1) + α2k̃2(α2)
)

(B.19)

Ψ− = 2r
(

α1k̃1(α1)− α2k̃2(α2)
)

(B.20)

Ω+ =

(

α2k̃2(α2)r +
α2k̃2(α2)

α1k̃1(α1)
+ 1

)

(B.21)

Ξ+ =

(

α1k̃1(α1)r −
α1k̃1(α1)

α2k̃2(α2)
− 1

)

(B.22)

Ω− = −

(

α2k̃2(α2)r −
α2k̃2(α2)

α1k̃1(α1)
+ 1

)

(B.23)

Ξ− =

(

α1k̃1(α1)r −
α1k̃1(α1)

α2k̃2(α2)
+ 1

)

(B.24)
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If, in this last equation, we take l1 = l2 and k1 = k2, we recover Eq. (27)

of Section 2.2 with the non-local conductivity k̃(α) in spite of the macro-

scopic one. Therefore, also the results of Section 2.2 are still valid in the

non-local formulation providing that the macroscopic bulk conductivity k is

replaced by its non-local counterpart k̃(α). Finally, Eq. (B.24) represents

the generalization of Eq. (27) to the case l1 6= l2 and k1 6= k2.
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Figure 9: Non-local thermal conductivity k̃(α) calculated in AEMD simulations (top

panel), the continuous line has been obtained by fitting the data on the Alvarez for-

mula in Eq. (40). In the bottom panel, we report the corresponding Fourier transform

.
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Figure 10: GB thermal resistance calculated via AEMD method.

Figure 11: Different phases of the TG with respect to the periodic structure of the system.

The parameter Ls represents the relative shift: Ls = 0 (panel a) corresponds to the in-

phase configuration, Ls = L

4
(panel c) to the the quadrature configuration. For Ls = L

2

the configuration is equivalent to the in-phase one.
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Figure 12: Relaxation of the temperature profile in the bilayer system in case of a phase

shift between the TG and the periodic structure.
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Figure 13: Leading decay time (top panel) and coefficients (bottom panel) in Eq. (47)

as function of the phase shift. The data have been obtain by fits of the simulations of a
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