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Abstract � This paper addresses the problem of content 

base image retrieval in the compression domain. We 
characterize the images by a representation (signature) based 
on low level parameters. We propose the use of spatial 
moments to add spatial information to the signatures based on 
vector quantization. The developed signatures are a 
combination of the histogram of occurrences of the codewords, 
the center of gravity and the moment of inertia associated with 
the histogram. The signature of each image in the base is 
determined, and the research is carried out by calculating, 
using a given metric, the distance between the signatures in the 
base and the signature of the query image. The methods are 
applied to medical databases: ultra-sound esophagus and IRM 
tumor brain images, and improvements of up to 18 % in 
retrieval efficiency are found, with regard to known usual 
histograms techniques. 

 
Keywords� Content based image retrieval, spatial-

textural image indexing, vector quantization. 
 

I.  INTRODUCTION 
 
 Image databases and image retrieval applications are 
playing a growing role in medical information systems. This 
becomes apparent when we consider the continued technical 
progress, bringing with it advances in affordable digital 
devices as well a seemingly endless expansion of the 
internet. Consequently, the amount of images we are 
confronted with nowadays is so huge that, when facing the 
task of finding something useful in them, we are rapidly 
overtaxed. Therefore, visual database systems require 
efficient indexing to enable fast access to information 
(images and video sequences) in databases. Automatic or 
semi-automatic image indexing directly using image digital 
content (Content-Based Image Retrieval) is one of the 
possible and promising solutions to effectively managing 
image databases [1], [2]. This is particularly the case in the 
health field, where automatic indexing can also become a 
diagnosis assistance tool, by using images as queries in a 
knowledge base, complementary to the textual indexing 
carried out by an expert. The objective is to give an expert 
the possibility of carrying out a research "like a blind man" 
in the base, without formulating a semantic description of 
the image he is examining. This enhances the access to 
diagnostic possibilities with no a priori description. To do 
this, we propose to build signatures of the images, by 
carrying out an analysis of images by Vector Quantization 
(VQ), which may be used, in addition, for image 
compression. We are interested in VQ because it is naturally 
an indexing technique, as it maps image blocks to indices. 

Furthermore, VQ allows introducing specific knowledge � 
mainly associated with textures � to the indexation 
signatures, through the process of codebooks creation. 
 Several indexing techniques associated with VQ [3], 
[4], have been proposed in the literature. Generally, they are 
based on histograms of occurrences and/or usage maps 
calculated over the entire image or specified regions. We did 
a study of the utilization of different similitude metrics to 
compare the histograms, as well as the effect of the size of 
blocks in the retrieval efficiency, with interesting results [5].  
However, none of these techniques introduces any spatial 
information into the signatures that characterize the images. 
In a first approach to solving this problem, we proposed to 
use a multi-resolution decomposition based on Quadtree 
principles. The retrieval efficiency was improved, but the 
signature size increased, and the approach became sensitive 
to noise, translation and rotation operations. In this paper, 
we continue investigating this subject and develop global 
signatures based on spatial moments associated with the 
histograms. Image retrieval experiments on gray-level 
medical databases show that the proposed signatures 
outperform conventional histogram techniques. The paper is 
organized as follows: Section II briefly describes the 
principles of VQ. Section III introduces our novel signatures 
and comparison metrics in the VQ compressed domain. 
Section IV presents experimental results obtained by 
applying our algorithm, and we conclude in Section V. 
 

II. VECTOR QUANTIZATION METHODOLOGY 
 
 VQ is a technique proposed for signal compression and 
coding [6]. It is based on Shannon's theory [7] that coding 
systems can perform better if they operate on vectors or 
groups of symbols rather than on individual symbols. In 
VQ-based image compression, an image is decomposed into 
fixed-size non-overlapping blocks of n×n pixels (the source 
blocks). Each block is considered as an N-dimensional 
vector (with N=n2) in the ∑N vector space. VQ is a mapping 
from ∑N into a finite subset Ω of ∑N, where Ω ={W1,  ..,Wi, 
.. ,WM} is a set of predefined vectors, or blocks. These 
vectors Wi are called codewords and the set Ω is the vector 
quantization codebook. The distances between each source 
block X and the codewords is measured in order to select a 
representative codeword Wi for X. Then, only the label (or 
the index) of this codeword in the codebook is kept to create 
a compressed image. Thus, the compressed image is a 
matrix of indices. To reconstruct the image, each index is 
replaced by the codeword in the codebook which is in fact a 
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lookup table. Usually the reconstructed image is only an 
approximation of the original one, since VQ is a lossy 
compression. The main problem in this approach is the 
design of the codebook. Several algorithms have been 
proposed to create the codebooks [6]: Lloyd, LBG, k-means, 
fuzzy clustering, the Kohonen learning algorithm, etc. We 
have chosen the Kohonen Self Organizing Feature Map 
(SOFM), based on neural networks, for this purpose. The 
main interesting properties of the SOFM are: (i) self-
organizing algorithm: it does not need to classify the 
training image blocks (unsupervised learning), (ii) ability to 
form ordered topological feature maps: neighboring neurons 
on the map have close weight vectors in the gray-level pixel 
space, i.e. they are visually similar. Therefore, it is possible 
to perform a classification of the image pixels by 
segmenting the SOFM directly. Another interest of these 
topological properties is their robustness against 
transmission errors [8], (iii): quantization is performed in 
the gray-level pixel space, and the visual aspect of images is 
preserved, which is very important for heavily textured 
images. 
 

III. APPLICATION OF VQ TO IMAGE INDEXING 
 
 In [5], we introduced an image descriptor, based on the 
SOFM referred to as the "Signature Map" (SM). This image 
descriptor is a matrix [mij], which has the same topology as 
the SOFM codebook. The value of each element mij of the 
SM is the number of occurrences, in the compressed image, 
of the codevector located at i,j in the SOFM (normalized 2D 
histogram of the codevectors used). This signature gives 
information about the contents of the textures of the image. 
Intuitively, if two similar images use the same codewords in 
an equivalent proportion, then they have close signatures. 
Each image in the base is analyzed by using the relevant 
dictionary for the type of images considered, and an SM is 
associated with them. A query image is analyzed according 
to the same dictionary and its SM is compared with the SMs 
of the base. With the purpose of adding space information to 
the signature and in order to decrease the sensitivity of the 
methods based on the Quadtree decomposition, we propose 
a new approach, which takes into account the localization of 
the blocks associated to the codewords occurrences 
histogram. Spatial moments of the blocks are computed, 
coupled with each component of the SM. More precisely, 
we calculate the center of gravity and the inertia moment of 
the blocks represented by each class (bin) of the occurrence 
histogram (see Fig. 1 and equations (1)). The final signature 
comprises the SM and two vectors containing the associated 
moments. Normally, the SOFM (Konohen's codebook) is 
composed of 256 codewords (16×16 neurons), so the SM 
will be a histogram of 256 bins. To reduce signature size, we 
propose to group blocks in macro-blocks of 4 by 4 neighbor 
blocks in the SOFM, reducing the signature size from a 
histogram of 256 to a 64 bin size; due to the utilization of 
macro-blocks, the spatial component is reduced as well, 

from a vector size of 256 to 64. In addition, the spatial 
component can be reduced by half, taking only the X 
component or the Y component of spatial moments. To 
compare the signatures, we tested at least twenty 
combinations of distance measures (L1, L2, correlation, 
intersection, quadratics form, etc.), combining textural 
(histograms) and spatial components (center of gravity and 
inertia moment). In this paper we only present the results 
obtained according to the distances expressed in equations 
(2).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1.  Creation of signatures. 
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In (1), M and N are the number of blocks by row and 
column in the original image respectively. In (2), H 
represents the signature maps, G the centers of gravity, U 
the positions of the blocks associated with the components 
of the SM (see Fig. 1), I the inertia moments and ||X|| the 
Euclidean distance. In (2a), the Euclidean distance between 
SMs � probability of occurrence of a given codeword � is 
computed. Equation (2b) gives the Euclidean distance 
between SMs weighted by the Euclidean distance between 
centers of gravity. The idea behind this equation is that two 
images will be similar when the SMs �and� the gravity 
centers are similar. Equation (2c) is based on the difference 
between the mean radiuses, i.e., the dispersion of codewords 
around the centers of gravity, associated with each bin of the 
SMs. Finally, (2d) and (2e) give the differences between the 
product � component by component � of the SMs and the 
gravity centers, that is to say, the difference between centers 
of gravity will be significant when there is a significant 
number of blocks associated with the centers of gravity; in 
(2e), signature size has been reduced to a quarter, by 
reducing the size of the codebook via the utilization of 
macro-blocks of 4×4 neighbors. This was the case too in 
(2c). 
 

IV.   RESULTS 
 

 For performance evaluation purposes, we tested our 
algorithms over two medical image databases: (i) a base of 
esophagus ultra sound images composed of 8 sequences of 
30 images in each, and (ii) a subset of the brain tumor image 
database from the Harvard Medical School at the Brigham 
and Women's Hospital [9], composed of 10 sequences of 10 
images. For both databases, each sequence is regarded as a 
class of similar images. This classification was necessary to 
be able to apply the classical measurements of retrieval 
efficiency. The performance evaluation of retrieval is based 
on  the �average precision vs. the average recall�  [10] and 
the �retrieval efficiency� graphics defined in [11], which for 
this classification corresponds to a value of average 
precision evaluated with a threshold �T = number of images 
per class�. Figures 2 and 3 show retrieval efficiency as a 
function of the codewords' block size. There are 5 curves 
representing the various types of signatures and metrics 
proposed in (2). In [5], we showed that (2a) gives good 
retrieval results for many kinds of medical databases. For 
this reason, we take it as a reference for the new proposed 
signatures. We can observe that (2b) always outperforms the 
other signatures, except for large block size codewords, 
where the spatial moments do not provide significant 
information to characterize images; so the efficiency 
decreases to values similar to those produced by (2a). 
Another interesting result is the behavior of the reduced size 
signatures like (2c) and (2d) which give good retrieval 
efficiency with only a quarter the size of previous 
signatures. These results are confirmed in figures 4 and 5 

where the average Precision-Recall graphs are shown, the 
curves (2b), (2c) are over (2a) in fig. 4 (outperforming) , and 
the curves (2c) and (2e) are very near to (2a) in fig. 5 (same 
performing with a quarter size signature). The signatures 
based on the inertia moment give similar results to those 
obtained using the centers of gravity. 
 

V.  CONCLUSION 
 

Using spatial moments for content-based image retrieval 
based on vector quantization allows introducing spatial 
information into image characterization by signatures. It 
improves retrieval efficiency up to 18 % in the tested 
databases, compared to typical VQ indexing methods based 
on histogram of occurrences and Euclidean metrics like (2a). 
Signature sizes can be reduced to a quarter of the usual sizes 
based on the histograms of codeword occurrences, without 
reducing retrieval performance. In addition, the proposed 
signatures seem to be less sensitive than Quadtree-
decomposition methods to noise problems in images, and 
translation and rotation operations, improving retrieval 
capacities. We have developed similar approaches for the 
compression standards JPEG [12] based on DCT, and JPEG-
2000 [13] based on wavelets, with similar results. We have 
found similar retrieval behavior in other medical bases 
(retinal angiographies, venous thromboses, video-
endoscopies, faces, etc). So, the use of this kind of spatial 
information is of great interest for content-based image 
retrieval. 
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Fig. 2. Retrieval efficiency vs. size of codeword for the brain tumor 
database. Curves A, B, C, D and E correspond to the results based on (2a): 
Euclidean distance between the SMs, (2b): product of Euclidean distance 
between the components of the SMs and the centers of gravity, (2c): 
Euclidean distance between the mean radius of centers of gravity, (2d): 
Euclidean distance between the centers of gravity weighted by the 
components of the SMs with 256 bins and (2e) Euclidean distance between 
the centers of gravity weighted by the components of the SMs with 64 bins, 
respectively. 

Fig. 3. Retrieval efficiency vs. size of codeword for the esophagus 
ultrasound database. Curves A, B, C, D and E correspond to the results 
based on (2a): Euclidean distance between the SMs, (2b): product of 
Euclidean distance between the components of the SMs and the centers of 
gravity, (2c): Euclidean distance between the mean radius of centers of 
gravity, (2d): Euclidean distance between the centers of gravity weighted by 
the components of the SMs with 256 bins and (2e) Euclidean distance 
between the centers of gravity weighted by the components of the SMs with 
64 bins, respectively. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 4. Average Precision-Recall on brain tumor database using codewords 
of 2x2 pixels. 

Fig. 5. Average Precision-Recall on esophagus ultrasound database using 
codewords of 4x4 pixels. 
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