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Modern applications necessitate geographically-distributed fragments over several data centers (DCs). Typical exam-
ples include stream or batch processing of geo-distributed data, or the redirection of clients to the optimal data replica.

While little is known on inter-DC networks, the common belief is that they are not as well provisioned as intra-DC
networks. They could thus be the bottleneck of multi-DC applications. As Amazon Web Services (AWS) is arguably
the most popular Infrastructure-as-a-Service (IaaS) cloud provider, our focus is on the WAN connectivity offered by
AWS in-between its DCs.

We present preliminary results of a measurement campaign of the AWS WAN infrastructure, relying on traceroute
measurements. Our initial observations highlight the complexity of the AWS infrastructure, which makes use of a
variety of network solutions, including MPLS and Carrier-Grade NAT (CGNAT).

Mots-clefs : Amazon Web Services, Data Center networks, Measurements, Traceroute, Topology

1 Motivation
A number of use cases have recently emerged, which require applications to be geographically distributed
over several data centers. Typical examples include stream or batch processing of geographically-distributed
data, e.g. [ea17, ea18a], or the redirection of clients to the optimal data replica, e.g. [ea18b].

The aforementioned studies highlight the scarcity of resources in the WAN network interconnecting data
centers (DCs). For instance, [ea18a], using iperf3, reports wide variations in throughput between pairs of
AWS data-centers, in stark contrast with the low latency reachable, and with the abundance of bandwidth
available between pairs of VMs in the same data center.

Since AWS is arguably the most popular IaaS cloud provider, we aim to shed light on the WAN connec-
tivity offered by AWS, which operates its own WAN network in between its data centers†. The ability to
correctly interpret runtime measurements from these distributed applications relies on the thorough under-
standing of the design choices made by the cloud provider. For example, it is a complex task to relate iperf
bandwidth measurements to the effective bandwidth available to application fragments if the cloud operator
heavily relies on multi-paths in its infrastructure. Indeed, multi-path is often implemented with hash-based
functions, leading iperf flows to measure a different path from the one actually used by the application
fragments.

In this paper, we perform large-scale traceroute measurements in order to uncover the AWS network
infrastructure. Figure 1 presents the cumulative number of edges and vertices discovered when performing
Paris-traceroute [ea06] measurements for all the possible 65,536 source ports between the Canada and
California DCs of AWS. We notice that the size of the graph is unusually large, with close to 3k nodes and
100k links. This implies that AWS heavily relies on multi-paths.

Our contributions are as follows. (i) We demonstrate that the apparently unbounded size of the AWS
graph observed in Figure 1 is an invariant in the AWS infrastructure; in other words, it is observable for all
pairs of data centers. (ii) A typical graph between a pair of DCs is made of several discernible layers. There

† https://www.youtube.com/watch?v=AyOAjFNPAbA

https://www.youtube.com/watch?v=AyOAjFNPAbA
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Fig. 1: AWS interconnection graph for between California and Canada

is a layer composed of Carrier-Grade NAT (CGNAT) [ea16, ea06]) at the boundary of each data center.
Then, the core network appears to be an MPLS overlay. (iii) The CGNAT layer has a depth which is fixed
for a given data center and varies from one data center to the other.

2 Our Approach
Amazon Web Services is currently established in 15 distinct locations worldwide. For our measurements,
we created a VM in each DC, and we performed Paris-traceroute measurements between each pair of DCs,
i.e. for all 210 distinct (ordered) pairs.

Traceroute can be done either with TCP, UDP, or ICMP, in the forward direction. We observed that
AWS nodes only generate a reply if probed with UDP, on the traditional traceroute ports 33434-33464 as
destination. We therefore use paris-traceroute in UDP mode, and vary the source port number, testing all
possible 65536 possible values. The destination ports keep their traditional value: starting from port number
33434, and increasing with each probe sent. The campaign was carried out in a round-robin fashion with
respect to the remote DCs: we start with port 1 towards the 14 other VMs, then move on to port 2, etc.
The campaign spanned over a total of 5 days, measuring from all ports, in both directions, between every
possible pairs of VMs.

The curves in Figure 1 are representative or the results obtained for any pair of DCs. These shapes appear
to suggest that our measurements have not uncovered all the possible nodes. However, measuring the full
graph is a daunting task due to the fact that a transport-level hash-based like routing appears to be done in
the infrastructure, leading to probes always following the same path for a given IP/port source-destination
4-tuple. Additionally, as previously stated, the AWS infrastructure only responds to a limited range of
destination ports. We thus have exhausted our measurement options while varying the source port.

3 Results
We now report on preliminary results obtained from our measurements, focusing on a single pair of DCs:
California-Canada.

3.1 Successes and Failures
Table 1 provides an overview of the measurement results for the DC pair California-Canada. 93% of our
traceroutes (61,085 out of 65,536) reached their intended destination. 6% failed to reach the destination
VM; and 0.1% structurally failed with an empty output file. Overall, over 5.3M probe replies were received,
and only 1,917 probes timed out.
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A high proportion of successful traceroutes is not always reached for all DC pairs. The precise investi-
gation of this phenomenon is left for future work. However, we emphasize on one key point illustrated by
Figure 2. The length of the traceroutes vary importantly. In other words, the distance to the last hop from
which we receive an answer varies vastly in the case of a failing traceroute. More surprisingly, the distance
in hops to the destination VM, also varies, over the set of source ports. This highlights the complexity of
the infrastructure and hints toward the presence of rate limiting rules in the AWS infrastructure.

Successes Failures Empty Hop replies Hop stars
61,085 4,358 93 5,358,261 1,917

Tab. 1: Traceroute results summary for the pair California-Canada.
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Fig. 2: Length of traceroutes for successful and failing traceroutes (California-Canada pair)

3.2 Structure of Topology
As observed in Figure 1, the uncovered topology is rather large. We analyzed per-port results, by looking
at the IP addresses of intermediate hops, and by using additional information provided by Paris-traceroute,
such as the presence of MPLS labels. An excerpt of a traceroute output is available in Listing 1.

We observe two types of addresses: public IPv4 addresses (belonging to AWS), and addresses belonging
to 100.64.0.0/10, reserved for CGNAT use. CGNAT is usually deployed by mobile and fixed ISPs to
connect their clients to the Internet, circumventing the IPv4 exhaustion problem. AWS appears to rely on
it to provide network access to user VMs. Please note that even a VM with a public address issuing a
connection outside the AWS infrastructure is going to pass through the CGNAT layer that surrounds any
AWS DC. We use the term “surround” as the RTT values indicate the CGNAT layer is in the close vicinity
to each DC.

We further observe that the CGNAT layer consists of a fixed number of levels, which is a constant for a
given DC. For the California-Canada pair, it consists of 4 levels on the California side, and 8 levels at the
Canada side. Furthermore, it is independent of the destination: probes leaving the California DC will cross
4 levels of CGNAT, regardless of their destination.

These CGNAT layers are responsible for the vast majority of the graph size both in terms of nodes and
links as can be seen on Figure 1. They amount to over 90% of the links/nodes of the graph.

Between the CGNAT layers, in the core inter-DC networks, we find nodes with a public IP address
belonging to Amazon, that are MPLS-enabled. This is a natural choice to apply traffic engineering on WAN
networks.
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traceroute [(172.31.4.207:10000) -> (13.57.190.178:33457)],
protocol udp, algo hopbyhop, duration 4 s

1 52.60.0.64 14.781 ms 19.208 ms 15.460 ms
2 100.66.0.156 16.841 ms 22.686 ms 16.655 ms
3 100.66.0.29 12.797 ms 18.716 ms 12.521 ms
4 100.65.0.33 1.143 ms 2.275 ms 1.072 ms
5 52.94.81.45 76.335 ms 76.195 ms 77.265 ms

MPLS Label 339072 TTL=1
[...]

Listing 1: An excerpt of a traceroute for the California-Canada pair

4 Discussion and Conclusion
While we have only scratched the surface of the problem, our preliminary results enabled us to obtain key
information on the AWS inter-DC network infrastructure, such as the use of CGNAT, of MPLS, and on their
impact on the topology graph size, as can be measured by traceroute.

As future work, we intend to analyze another key dimension of the traceroute, namely the RTT measure-
ments. The analysis of the variance of the RTTs can provide important insights for a typical application
deployed over multiple data centers.

Last but not least, we intend to refine our measurement methodology to try to limit the number of failures
in our measurements.
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