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SECOND-ORDER NECESSARY CONDITIONS
FOR A STRONG LOCAL MINIMUM IN A CONTROL PROBLEM

WITH GENERAL CONTROL CONSTRAINTS

HÉLÈNE FRANKOWSKA∗ AND NIKOLAI P. OSMOLOVSKII†

Abstract. We establish some second-order necessary optimality conditions for strong local
minima in the Mayer type optimal control problem with a general control constraint U ⊂ IRm and
final state constraint described by a finite number of inequalities. In the difference with the main
approaches of the existing literature, the second order tangents to U and the second order linearization
of the control system are used to derive the second-order necessary conditions. This framework allows
to replace the control system at hand by a differential inclusion with convex right-hand side. Such
a relaxation of control system, and the differential calculus of derivatives of set-valued maps lead
to fairly general statements. We illustrate the results by considering the case of control constraints
defined by inequalities involving functions with positively or linearly independent gradients of active
constraints, but also in the cases where the known approaches do not apply.

Key words. Optimal control, end point constraints, general control constraints, second-order
necessary conditions, second order tangents, differential inclusion.
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1. Introduction. We investigate second-order necessary conditions for a strong
local minimum of the Mayer optimal control problem:

Minimize g0(x(1))

over trajectories of the control system

ẋ(t) = f(x(t), u(t)), x(0) = x0, u(t) ∈ U a.e. in [0, 1]

satisfying the end-point constraints

gi(x(1)) ≤ 0, i = 1, . . . , k,

where U is a compact subset of IRm.
The main novelty of the present work lies in dealing with the general control

constraint U in the presence of endpoint inequality constraints and without imposing
any structural assumptions on optimal controls.

There is an important literature on the subject of second-order necessary condi-
tions that was already discussed in our previous paper [6], and also in [7]-[10]. Let
us underline that, usually, the second-order necessary conditions are derived by re-
ducing the optimal control problem at hand to an infinite dimensional mathematical
programming one. This technique, however, does not allow to work with general sets
U and often requests some structural properties of the optimal controls, such as, for
instance, their piecewise continuity. At the same time, on one hand, no existence theo-
rems guarantee that optimal controls have a particular structure and, under standard
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assumptions, they are merely Lebesgue measurable. On the other hand, the math-
ematical programming theory is appropriate only when U is an intersection of sets
defined by inequality and/or equality constraints.

These are the main reasons to develop an alternative approach that applies for
measurable optimal controls and general sets U . Nevertheless, if a supplementary
information about optimal controls is available, then some additional results can be
derived. For instance, [11, Sections 6 and 7] discuss jump conditions in the case when
the control system is affine in the control variable, U is a polytope and an optimal
control is a piecewise constant mapping taking values at the vertices of U . Such
investigations are out of scope of the present manuscript.

We use instead the second order variational analysis for arbitrary measurable
optimal controls continuing the same straightforward approach as the one used in [6]
for derivation of second-order necessary conditions for a weak local minimum in a
problem without endpoint constraints. Even though, by an appropriate adaptation of
the assumptions, the results of this paper can be extended to more general initial point
constraints, non autonomous control systems and time dependent control constraints
u(t) ∈ U(t), we intentionally restricted our study to the autonomous case, a fixed
initial condition and compact set of control constraints U , to keep the presentation
less technical and the approach more limpid.

When final-point constraint is absent, then any measurable u : [0, 1] → U (a
control) is admissible and for this reason the variational approach may be applied
to any perturbations of a given optimal control. In [6] we used this fact to derive
second order conditions (associated to the maximum principle in the normal form)
in a straightforward way. This is not, however the case when a final-point constraint
is present. First of all the maximum principle may be abnormal and it may happen
that for a control u(·) the corresponding trajectory x(·) of our control system satisfies
gi(x(1)) > 0 for some i. Hence some perturbations of controls are not allowed leading
to difficulties in direct application of the variational method. To deal with this more
general case and with strong local minima instead of the weak ones, in the present
work we combine tools from [5] and the separation theorem.

Previously, in [7], the variational approach was applied to study weak local minima
for a Bolza problem under a state constraint, but also in the absence of any final-
point constraint. Adding such additional constraint to the problem considered in [7]
is not a trivial extension. Consequently, in [5], for the Mayer problem with state and
end-point constraints second order necessary conditions were derived for strong local
minima satisfying the normal maximum principle. These necessary conditions are
stated for second order variations of trajectories having final-points in a prescribed
open set, see [5, Theorem 6.8]. That is the set of second order variations is narrowed
down by an additional restriction. In the present work we do not assume that the
maximum principle is normal and instead of second order variations of trajectories,
our necessary conditions involve second order tangents to U , without any restrictions
on these tangents. Let us recall that under some constraints qualification assumptions
the maximum principle is normal.

In the main result of this paper, Theorem 3.2, we do not impose any constraints
qualification assumptions and we state second order necessary conditions even when
the maximum principle is abnormal.

Before formulating the main result, let us recall definitions of the first and second
order tangents to a closed set U ⊂ IRm at a given point.
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The adjacent tangent cone to U at a point u0 ∈ U is the set

T [U (u0) =

{
u ∈ IRm : lim

h→0+

distU (u0 + hu)

h
= 0

}
,

where distU (u) = minu′∈U |u′ − u|. When U is convex, to be in line with the usual
notations of convex analysis, we will also write TU (u0) instead of T [U (u0).

Now, let u0 ∈ U and u ∈ IRm. For every pair (u0, u), the second-order adjacent
set to U at (u0, u) is the set

T
[(2)
U (u0, u) :=

{
v ∈ IRm : lim

h→0+

distU (u0 + hu+ h2v)

h2
= 0

}
.

Clearly, v ∈ T [(2)
U (u0, u) if and only if for every h > 0 there exists an element r(h) ∈

IRm such that u0 + hu+ h2v + r(h) ∈ U and |r(h)| = o(h2) (the latter automatically
implies that u ∈ T [U (u0)). Any such couple (u, v) can be seen as a second order jet to
U at u0 (in the sense that u0 +hu+h2v ∈ U + o(h2)B, where B stands for the closed
unit ball.)

Our approach is based on the following elementary facts: Let ψ : IRm → IR be a
C2-function and let u0 ∈ U be a point of a local minimum of ψ on a set U . Then,
obviously, the following inequality holds

ψ′(u0)u ≥ 0 ∀u ∈ T [U (u0)

(this is the first-order necessary condition for a local minimum of ψ on a set U at the
point u0), and, moreover, for any u ∈ T [U (u0) such that ψ′(u0)u = 0 (such directions
u are called critical) the following is true:

ψ′(u0)v +
1

2
〈ψ′′(u0)u, u〉 ≥ 0 ∀ v ∈ T [(2)

U (u0, u)

(this is the second-order necessary condition for a local minimum of ψ on a set U
at the point u0). All the difficulties are concentrated then on deducing from the
above abstract inequality the second-order necessary optimality conditions in concrete
situations by computing subsets of second order tangents. We would like to underline
that, in general, we can compute only subsets of tangents and second order tangents
to sets. However this is not restrictive for necessary optimality conditions: they say
that for all vectors in first (resp. second) order tangents some inequalities are verified.
Then it is also true for subsets of tangents. In particular, the Pontryagin maximum
principle can be derived using a particular subset of tangents to the reachable set of
control system.

The paper is organized as follows. In section 2 we state the control problem under
consideration, recall the notion of a strong local minimum and the first-order necessary
condition for a strong minimum – the Pontryagin minimum principle. Section 3
contains the main results of the paper – the second-order necessary conditions for a
strong local minimum of the Mayer problem with constraint u(t) ∈ U . In Section 4
we recall all necessary results on differential inclusions and the first- and second-order
adjacent derivatives of sets, used in Section 5 to prove the main theorems. In Section
6 we examine the case where the set U is a convex polytope, and some other examples
of U . In Section 7, we study the case, when the control set U is given by a system of
inequalities ϕi(u) ≤ 0, i = 1, . . . , q, assuming here that all ϕi are C2 and the gradients
of active constraints are positively independent. Finally, in Section 8, we refine the
result, obtained in the previous section, for the case, when the gradients of active
control constraints are linearly independent.
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2. Statement of the problem. Strong minimizers. First-order necessary
conditions. Denote by W 1,1([0, 1], IRn) the Sobolev space of absolutely continuous

functions x : [0, 1] → IRn with the norm ‖x(·)‖1,1 = |x(0)| +
∫ 1

0
|ẋ(t)| dt and by

L∞([0, 1], IRm) the space of measurable essentially bounded functions u : [0, 1]→ IRm

with the norm ‖u(·)‖∞ = ess sup[0,1]|u(t)|, where | · | denotes the Euclidean norm. Let

Ξ := W 1,1([0, 1], IRn)× L∞([0, 1], IRm)

be the product of these two spaces. Define the norm of an element ξ(·) = (x(·), u(·)) ∈
Ξ as the sum of the norms ‖ξ(·)‖ = ‖x(·)‖1,1 + ‖u(·)‖∞.

Consider the following optimal control problem in the space Ξ:

(2.1) Minimize J(x, u) := g0(x(1)),

(2.2) gi(x(1)) ≤ 0, i = 1, . . . , k,

(2.3) ẋ(t) = f(x(t), u(t)), x(0) = x0, u(t) ∈ U a.e. in [0, 1].

Here all functions gi : IRn → IR, f : IRn × IRm → IRn are assumed to be of class
C2, and U ⊂ IRm is a nonempty compact set. Any trajectory-control pair (x, u) ∈ Ξ
satisfying (2.2), (2.3) is called admissible

Let (x̄, ū) be admissible. Recall that a weak local minimum is a local minimum in
the space Ξ. Further, (x̄, ū) is called a strong local minimizer if there exists an ε > 0
such that J(x, u) ≥ J(x̄, ū) for any admissible (x, u) ∈ Ξ such that ‖x − x̄‖∞ < ε.
Obviously, any strong local minimizer is a weak local minimizer.

Let us recall the well-known first-order necessary optimality condition for problem
(2.1)-(2.3) at a point (x̄, ū): the Pontryagin minimum principle. To this end, we
introduce the Hamiltonian

H(x, u, p) = pf(x, u),

where p ∈ IRn∗ (by IRn∗ we denote the space of n-dimensional row-vectors), and the
Lagrange function associated to the cost and end-point constraints

l(x, λ) =

k∑
i=0

λigi(x),

where x ∈ IRn, λ = (λ0, λ1, . . . , λk) ∈ IRk+1. Denote by W 1,∞([0, 1], IRn∗) the space
of Lipschitz continuous functions p : [0, 1]→ IRn∗, and let

Σk+1 =
{
λ = (λ0, . . . , λk) ∈ IRk+1

+ :

k∑
i=0

λi = 1
}
.

An admissible pair (x̄, ū) satisfies the Pontryagin minimum principle if there exist
λ ∈ Σk+1 and p(·) ∈W 1,∞([0, 1], IRn∗) such that

(2.4) λigi(x̄(1)) = 0, i = 1, . . . , k,
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(2.5) −ṗ(t) = Hx(x̄(t), ū(t), p(t)), for a.e. t ∈ [0, 1],

(2.6) p(1) = lx(x̄(1), λ),

(2.7) min
v∈U
H(x̄(t), v, p(t)) = H(x̄(t), ū(t), p(t)), for a.e. t ∈ [0, 1].

Note that each multiplier λ uniquely defines the function p(·) as the solution of the
adjoint equation (2.5) with the transversality condition (2.6).

As is well-known, the Pontryagin minimum principle is a necessary condition for
a strong minimum, that is the following theorem holds.

Theorem 2.1. If (x̄, ū) is a strong local minimizer, then there exist λ ∈ Σk+1

and p(·) ∈W 1,∞([0, 1], IRn∗) satisfying (2.4)-(2.7).
Denote by M(x̄, ū) the set of all (λ, p(·)) satisfying (2.4)-(2.7). If (λ, p(·)) ∈

M(x̄, ū), then the minimum condition (2.7) implies

(2.8) Hu[t]v ≥ 0 ∀v ∈ T [U (ū(t)) for a.e. t ∈ [0, 1],

where [t] = (x̄(t), ū(t), p(t)). Denote by Λ(x̄, ū) the set of all (λ, p(·)) satisfying (2.4)-
(2.6) and(2.8). Clearly, M(x̄, ū) ⊂ Λ(x̄, ū). The condition Λ(x̄, ū) 6= ∅ is called the
“weak local minimum principle”. It is the first-order necessary optimality condition
for a weak local minimum in the problem (but we will not study weak local minimizers
here).

3. Main result: second-order necessary optimality conditions. At a
point (x̄, ū) ∈ Ξ, define the critical cone C(x̄, ū) as a set of all pairs ξ(·) = (y(·), u(·)) ∈
Ξ satisfying the following conditions

g′i(x̄(1))y(1) ≤ 0, i ∈ Ig ∪ {0},(3.1)

ẏ(t) = fx[t]y(t) + fu[t]u(t) a.e. in [0, 1], y(0) = 0,(3.2)

u(t) ∈ T [U (ū(t)) a.e. in [0, 1],(3.3)

where Ig = {i ∈ {1, . . . , k} : gi(x̄(1)) = 0} is the set of all active indices and [t] stands
for (x̄(t), ū(t)).

The elements of the critical cone C(x̄, ū) have the following important property.
Lemma 3.1. Let ξ(·) = (y(·), u(·)) ∈ C(x̄, ū) and (λ, p(·)) ∈ Λ(x̄, ū). Then

(3.4) λig
′
i(x̄(1))y(1) = 0, i = 1, . . . , k, Hu[t]u(t) = 0 a.e.

Proof We have

d

dt
(p(t)y(t)) = −p(t)fx[t]y(t) + p(t)

(
fx[t]y(t) + fu[t]u(t)

)
= p(t)fu[t]u(t) a.e.

implying that∫ 1

0

Hu[t]u(t) dt = p(1)y(1)− p(0)y(0) = lx(x̄(1), λ)y(1) =

k∑
i=0

λig
′
i(x̄(1))y(1).
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Consequently,

k∑
i=0

λig
′
i(x̄(1))y(1)−

∫ 1

0

Hu[t]u(t) dt = 0.

Since, by (2.8), (3.1), all summands in the left-hand-side of this equality are non-
positive, it follows that all of them are equal to zero. Moreover, the conditions∫ 1

0
Hu[t]u(t) dt = 0 and Hu[t]u(t) ≥ 0 a.e. also imply that Hu[t]u(t) = 0 a.e. �

Hence, if, for some index i ∈ {0, . . . , k}, there exists (λ, p(·)) ∈ Λ(x̄, ū) such that
λi > 0, then the inequality g′i(x̄(1))y(1) ≤ 0 in the definition of the critical cone can
be replaced by the equality g′i(x̄(1))y(1) = 0 without affecting C(x̄, ū). Similarly for
any (λ, p(·)) ∈ Λ(x̄, ū) the condition Hu[t]u(t) = 0 can be added to the definition of
C(x̄, ū) without affecting C(x̄, ū).

Denote by C0(x̄, ū) the set of all pairs ξ(·) = (y(·), u(·)) ∈ C(x̄, ū) satisfying an
additional requirement: there exist a real h0 > 0 and a nonnegative integrable function
c(·), depending on u(·), such that

(3.5) distU (ū(t) + hu(t)) ≤ c(t)h2 ∀h ∈ [0, h0], a.e. in [0, 1].

Note that the above condition automatically implies (3.3).

Remark 3.1. a) If for some t ∈ [0, 1] the set T
[(2)
U (ū(t), u(t)) is nonempty, then,

by the very definition of this set, there exist ht > 0 and ct ≥ 0 such that

distU (ū(t) + hu(t)) ≤ cth2 ∀ h ∈ [0, ht].

However, in general, ht do not have a uniform positive bound from the below and ct
may be not integrably bounded.

b) The fulfillment of (3.5) depends on: geometric properties of U , on the relation
of the function ū(·) with the boundary ∂U of U , and on the choice of u(·). If ∂U is
of class C2 and for some ε > 0 and a.e. t, either ū(t) ∈ ∂U or dist∂U (ū(t)) > ε,
then condition (3.5) holds true for any (y(·), u(·)) ∈ C(x̄, ū). It is also verified for any
element of C(x̄, ū) whenever U is a polytope and ū takes values in the set of vertices
of U . The list of such examples can be continued.

c) We would like to underline, that if the control system is affine in the control
variable, that is

(3.6) f(x, u) = f0(x) +G(x)u,

where f0 : IRn → IRn and G(·) is an n × m matrix function on IRn, then, by the
minimum principle (2.7), we expect optimal controls to take values on ∂U .

For any u(·) : [0, 1]→ IRm define

(3.7)
V 2(ū(·), u(·)) :=

{
v(·) : [0, 1]→ IRm : v(·) is measurable,

fu[·]v(·) is integrable and v(t) ∈ T [(2)
U (ū(t), u(t)) a.e.

}
,

and for any (λ, p(·)) ∈M(x̄, ū) and t ∈ [0, 1],

(3.8) Υ(u(t), p(t)) := inf
{
Hu[t]v : v ∈ T [(2)

U (ū(t), u(t))
}
∈ [−∞,+∞],

where, by convention, inf∅ = +∞. Observe that if T
[(2)
U (ū(t), u(t)) = ∅ on a subset of

t ∈ [0, 1] of positive measure, then V 2(ū(·), u(·)) = ∅.



Second-order necessary conditions for a strong local minimum 7

Further, for any (λ, p(·)) ∈M(x̄, ū) and ξ(·) = (y(·), u(·)) ∈ Ξ, set

(3.9) Ω(ξ, λ, p) :=
1

2
〈lxx(x̄(1), λ)y(1), y(1)〉+

1

2

∫ 1

0

〈H′′[t]ξ(t), ξ(t)〉dt,

where H′′ is the Hessian of H. Even though p(·) is uniquely defined by λ, since
it is needed to define H′′[t], we include it in the notation Ω(ξ, λ, p). Note that the
functional Ω(ξ, λ, p) is quadratic in ξ.

Theorems 3.2 and 3.4 below are the main results of this paper.
Theorem 3.2. If (x̄(·), ū(·)) is a strong local minimizer, then, for any ξ(·) =

(y(·), u(·)) ∈ C0(x̄, ū) with V 2(ū(·), u(·)) 6= ∅, there exists (λ, p(·)) ∈ M(x̄, ū), for
which the function Υ(u(·), p(·)) is integrable and the following inequality holds true:

(3.10) Ω(ξ, λ, p) +

∫ 1

0

Υ(u(t), p(t)) dt ≥ 0.

When (λ, p(·)) ∈ M(x̄, ū) is as in the above theorem with λ0 = 0, the inequality
(3.10) is abnormal, since g0 is then absent in the definition of the Lagrangian l and
hence Ω, p(·) do not depend on the cost function g0, even though it is present in the
definition of the critical cone. Observe that (2.4) and (3.4) imply immediately the
following corollary.

Corollary 3.3. Let (x̄(·), ū(·)) be a strong local minimizer and assume that
there exists ξ(·) = (y(·), u(·)) ∈ C0(x̄, ū) satisfying g′i(x̄(1))y(1) < 0 for all i ∈ Ig and
such that V 2(ū(·), u(·)) 6= ∅. Set λ = (1, 0, ..., 0) and let p solve (2.5), (2.6). Then
(2.7) is satisfied, Υ(u(·), p(·)) is integrable and

1

2
〈g′′0 (x̄(1))y(1), y(1)〉+

1

2

∫ 1

0

〈H′′[t]ξ(t), ξ(t)〉dt+

∫ 1

0

Υ(u(t), p(t)) dt ≥ 0.

Similarly to the above, define

V 2
co(ū(·), u(·)) :=

{
v(·) : [0, 1]→ IRm : v(·) is measurable,

fu[·]v(·) is integrable and v(t) ∈ T [(2)
coU (ū(t), u(t)) a.e.

}
and

Υco(u(t), p(t)) := inf
{
Hu[t]v : v ∈ T [(2)

coU (ū(t), u(t))
}
.

Theorem 3.4. Let f be affine in the control variable, cf. (3.6), with f0 ∈ C2,
G ∈ C2 and (x̄(·), ū(·)) be a strong local minimizer. Consider any ξ(·) = (y(·), u(·)) ∈
Ξ satisfying (3.1), (3.2) such that V 2

co(ū(·), u(·)) 6= ∅ and for some h0 > 0,

distcoU (ū(t) + hu(t)) ≤ c(t)h2 ∀h ∈ [0, h0], a.e. in [0, 1],

where c : [0, 1]→ IR+ is an integrable function. Then there exists (λ, p(·)) ∈ M(x̄, ū)
such that Υco(u(·), p(·)) is integrable and

Ω(ξ, λ, p) +

∫ 1

0

Υco(u(t), p(t)) dt ≥ 0.
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The next two sections are devoted to the proofs of Theorems 3.2 and 3.4 .
Remark 3.2. Let us discuss the interest of the above ”convexified” conclusions. If

the set U ′ of all isolated points of U is nonempty and ū(t) ∈ U ′ a.e., then T [U (ū(t)) =

{0} a.e., and hence C0(x̄, ū) = C(x̄, ū) = {0}. Moreover, T
[(2)
U (ū(t), 0) = {0} a.e., and

therefore Υ(0, p(t)) = 0 a.e. In this case, condition (3.10) becomes trivial. More can
be said when the control system (2.3) is affine in the control. Then, as it is stated in
Theorem 3.4, everywhere in the formulation of the necessary conditions of Theorem
3.2, the set U can be replaced by its convexification, and then the final result may
be drastically improved because, on one hand, T [U (ū(t)) ⊂ T [coU (ū(t)) a.e., and on
the other hand any (y(·), u(·)) ∈ C0(x̄, ū) satisfies condition (3.5) with U replaced by
coU. Consequently, conclusions of Theorem 3.4 hold true on a larger set of critical
pairs than in Theorem 3.2. Note also that T [coU (ū(t)) 6= {0} whenever coU is not a
singleton.

Theorem 3.4 concerns the affine control system (3.6). It is deduced from Theorem
3.2 by exploiting the relation

co (f0(x) +G(x)U) = f0(x) +G(x)coU.

Theorem 3.2, in turn, uses a result from [5] whose proof is based on the Filippov-
Ważewski relaxation theorem. In general, co f(x, U) 6= f(x, coU) and for this reason
Theorem 3.4 does not have its analogue for a general mapping f .

We discuss next how Theorem 3.4 can be applied to the Bolza problem

Minimize g0(x(1)) +

∫ 1

0

(`(x(t)) + L(x(t))Ψ(u(t))) dt

over admissible trajectory-control pairs (x, u) ∈ Ξ (that is satisfying (2.2) and (2.3)),
where ` : IRn → IR, L : IRn → IRk and Ψ : IRm → IRk are C2−functions.

It is well known that the above problem can be rewritten as the Mayer’s one:

Minimize g0(x(1)) + z(1)

over trajectory-control pairs ((z, x), u) ∈W 1,1([0, 1], IR× IRn)×L∞([0, 1], IRm) satis-
fying (2.2) and{

ż(t) = `(x(t)) + L(x(t)))α(t), z(0) = 0

ẋ(t) = f0(x(t)) +G(x(t))u(t), x(0) = x0, (u(t), α(t)) ∈ Ũ a.e. in [0, 1],

where Ũ = {(u,Ψ(u)) |u ∈ U}, that is Ũ is the graph of Ψ|U (restriction of Ψ to
U). Observe that if a pair (x̄(·), ū(·)) is a strong local minimizer for the above Bolza
problem, then it is also a strong local minimizer for the associated Mayer problem to
which Theorem 3.4 can be applied. Under convenient assumptions on Ψ, some second
order tangents to co Ũ can be found.

Finally, we would like to underline that if we can compute some closed subsets

C(t) ⊂ T
[(2)
coU (ū(t), u(t)) for a.e. t ∈ [0, 1] (instead of T

[(2)
coU (ū(t), u(t))) such that C(·)

is measurable and has at least one integrable selection, then

Υco(u(t), p(t)) ≤ inf
{
Hu[t]v : v ∈ C(t)

}
=: β(t).

Thus β is integrable and from Theorem 3.4 the following inequality can be deduced

Ω(ξ, λ, p) +

∫ 1

0

β(t) dt ≥ 0.

If this inequality does not hold, then ū is not strongly locally optimal.
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4. Preliminaries. We start with some definitions and facts proved in [5]. Let
{Ah}h>0 be a family of sets in IRn. Define the set Liminfh→0+Ah as follows:

v ∈ Liminf
h→0+

Ah ⇔ lim
h→0+

distAh(v) = 0.

Then for u ∈ U and v ∈ IRm we have

T [U (u) = Liminf
h→0+

U − u
h

and T
[(2)
U (u, v) = Liminf

h→0+

U − u− hv
h2

∀ v ∈ IRm.

Recall that the adjacent derivative of a locally Lipschitz (in the Hausdorff metric)
set-valued map F : IRn  IRn at a point (x, y) ∈ graph(F ), in the direction u ∈ IRn,
is defined by

dF (x, y)(u) = Liminf
h→0+

F (x+ hu)− y
h

.

For u1 ∈ IRn and v1 ∈ dF (x, y)(u1), the second-order adjacent derivative of the
set valued map F (·) at (x, y, u1, v1) in the direction u2 ∈ IRn is defined by

d2F (x, y, u1, v1)(u2) = Liminf
h→0+

F (x+ hu1 + h2u2)− y − hv1

h2
.

In the other words,

v2 ∈ d2F (x, y, u1, v1)(u2) ⇔ lim
h→0+

1

h2
distF (x+hu1+h2u2)(y + hv1 + h2v2) = 0.

Let us return to control system (2.3). For every x ∈ IRn, let us set

F (x) := co f(x, U).

Then, F (x) is a convex compact set for all x ∈ IRn, and F is locally Lipschitz
continuous. Thus, for our mapping F (·), the following is true, cf. [3]: for any
(x, y) ∈ graph(F ) and u ∈ IRm the set dF (x, y)(u) is convex and

(4.1) dF (x, y)(0) = TF (x)(y), dF (x, y)(u) + TF (x)(y) = dF (x, y)(u).

Moreover, by [5, Proposition 2.11], for all (x, y) ∈ graph(F ), v1 ∈ dF (x, y)(u1) and
for every u2 ∈ IRn,

(4.2) d2F (x, y, u1, v1)(u2) + TF (x)(y) = d2F (x, y, u1, v1)(u2),

where, by convention, A+ ∅ = ∅ for any A ⊂ IRn.
Fix a pair (x̄, ū) ∈ Ξ which solves (2.3). Then x̄ satisfies the differential inclusion

ẋ(t) ∈ F (x(t)), for a.e. t ∈ [0, 1], x(0) = x0.

Further, define the set of admissible first order variations V(1)(x̄) at x̄ as follows: an
absolutely continuous function y(·) belongs to V(1)(x̄) if and only if

(i) ẏ(t) ∈ dF (x̄(t), ˙̄x(t))(y(t)) for a.e. t ∈ [0, 1], y(0) = 0,
(ii) ∃α(·) ∈ L1([0, 1], IR+), ∃h0 > 0 such that for all h ∈ [0, h0] and a.e. t ∈ [0, 1],

distF (x̄(t)+hy(t))( ˙̄x(t) + hẏ(t)) ≤ α(t)h2.



10 H. Frankowska, N. Osmolovskii

For a given y ∈ V(1)(x̄), we abbreviate (x̄(t), ˙̄x(t), y(t), ẏ(t)) by [t] and define
the set of admissible second-order variations V(2)(x̄, y) as the set of all absolutely
continuous functions w : [0, 1]→ IRn satisfying

ẇ(t) ∈ d2F [t](w(t)) for a.e. t ∈ [0, 1], w(0) = 0.

Denote by S the set of all x ∈W 1,1([0, 1], IRn) such that there exists u ∈ L∞([0, 1], IRm)
with (x, u) satisfying (2.3). Recall that, if f is continuous, then, by a measurable se-
lection theorem, see for instance [1, Theorem 8.2.10], the set S coincides with the set
of trajectories of the differential inclusion

ẋ(t) ∈ f(x(t), U) a.e. in [0, 1], x(0) = x0.

Thus, by [5, Theorem 3.3], for every w ∈ V(2)(x̄, y) and for any sequence hj → 0+
there exists a sequence xj ∈ S, j = 1, ..., such that

xj − x̄− hjy
h2
j

→ w uniformly on [0,1] as j →∞.

It follows that

(4.3) xj = x̄+ hjy + h2
jw + h2

jrj , where ‖rj‖∞ → 0 as j →∞.

This is a key auxiliary fact that will be used in proving our main results.
We would like to underline that in [5] F is supposed to satisfy also a sublinear

growth assumption. However, the same proof applies whenever U is compact and
f ∈ C2 and so this last assumption may be skipped.

5. Proof of the main results. We first prove Theorem 3.2. So, let (x̄, ū) be a
strong local minimizer of the problem (2.1)-(2.3). Without loss of generality we may
assume that

(5.1) gi(x̄(1)) = 0, i = 0, 1, . . . , k,

that is all indices of endpoint inequality constrains are active and the cost is equal to
zero at the reference point (x̄, ū).

Suppose that the set V(1)(x̄) is nonempty. A sufficient condition for it will be
provided in Lemma 5.3 below. Consider any y ∈ V(1)(x̄), satisfying

(5.2) g′i(x̄(1))y(1) ≤ 0, i = 0, . . . , k,

any w ∈ V(2)(x̄, y), and sequences {xj}, {hj} and {rj} as in (4.3). Since xj ∈ S for
every j, there is a sequence of controls {uj} such that {(xj , uj)} solves system (2.3).
Then, for any i = 0, 1, . . . , k,

gi(xj(1)) = gi(x̄(1) + hjy(1) + h2
jw(1) + h2

jrj(1)) = gi(x̄(1)) + hjg
′
i(x̄(1))y(1)

+h2
j

(
g′i(x̄(1))w(1) + 1

2 〈g
′′
i (x̄(1))y(1), y(1)〉

)
+ o(h2

j ).

Taking into account (5.1) and (5.2), we deduce that for all i = 0, . . . , k,

(5.3) gi(xj(1)) ≤ h2
j

(
g′i(x̄(1))w(1) +

1

2
〈g′′i (x̄(1))y(1), y(1)〉

)
+ o(h2

j ).
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Now, we can prove the following important lemma.
Lemma 5.1. Let (x̄, ū) be a strong local minimizer and y ∈ V(1)(x̄) satisfies (5.2).

Then the system of conditions

(5.4) g′i(x̄(1))w(1) +
1

2
〈g′′i (x̄(1))y(1), y(1)〉 < 0, i = 0, . . . , k, w ∈ V(2)(x̄, y)

is incompatible.
Proof Assume the contrary. Let w satisfies (5.4). Consider the sequence {(xj , uj)}

which solves (2.3), where {xj} is as in (4.3) with the corresponding sequence {hj}.
According to (5.3) and (5.4), for this sequence we have gi(xj(1)) < 0 for all i = 0, . . . , k
and all j sufficiently large. This contradicts to the assumption that (x̄, ū) is a strong
local minimizer and ends the proof. �

Fix y ∈ V(1)(x̄) satisfying (5.2). Define the following open, possibly empty, affine
half-spaces in IRn:

Qi =
{
z ∈ IRn : g′i(x̄(1))z +

1

2
〈g′′i (x̄(1))y(1), y(1)〉 < 0

}
, i = 0, . . . , k.

Further, set

E2 = {w(1) : w(·) ∈ V(2)(x̄, y)}.

It follows from Lemma 5.1, that the condition

(

k⋂
i=0

Qi)
⋂
E2 = ∅

is necessary for (x̄, ū) to be a strong local minimizer. In general, the set E2 may be
not convex. Let Ẽ2 be an arbitrary convex subset of E2. Then the condition

(

k⋂
i=0

Qi)
⋂
Ẽ2 = ∅

is also necessary for (x̄, ū) to be a strong local minimizer. Assume Ẽ2 6= ∅ and set

(Ẽ2)′ = {z∗ ∈ IRn : inf〈z∗, Ẽ2〉 > −∞.},

where 〈z∗, Ẽ2〉 is the image (in IR) of the set Ẽ2 by the linear functional z∗.
Suppose first that Qi 6= ∅ for every i. According to the separation theorem, there

exists a nontrivial pair (λ, π) such that λ = (λ0, . . . , λk) ∈ IRk+1
+ , π ∈ (Ẽ2)′ and

(5.5) π =

k∑
i=0

λig
′
i(x̄(1)),

(5.6)
1

2

k∑
i=0

λi〈g′′i (x̄(1))y(1), y(1)〉+ inf〈π, Ẽ2〉 ≥ 0.

If λ = 0, then it follows from (5.5) that π = 0. Therefore, the nontriviality condition

for the pair (λ, π) is:
k∑
i=0

λi > 0, which can be replaced by the normalized condition
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k∑
i=0

λi = 1. Then λ ∈ Σk+1
+ . Using the Lagrange function l introduced in Section 2,

we can rewrite conditions (5.5) and (5.6) as follows: π = lx(x̄(1), λ) and

(5.7)
1

2
〈lxx(x̄(1), λ)y(1), y(1)〉+ inf〈lx(x̄(1), λ), Ẽ2〉 ≥ 0.

If Qi = ∅ for some i, then g′i(x̄(1)) = 0 and 〈g′i(x̄(1))y(1), y(1)〉 ≥ 0. Setting in
this case λi = 1 and λj = 0 for all j 6= i, we obtain: λ ∈ Σk+1

+ , lx(x̄(1), λ) = 0 and
then (5.7) holds true again.

We have proved the following lemma.
Lemma 5.2. Let y ∈ V(1)(x̄) satisfy (5.2). Then there exists λ ∈ Σk+1

+ such that
inequality (5.7) holds true.

The question remains to find, in particular situations, convex sets Ẽ2, which
are sufficiently ”informative” to obtain the second-order necessary conditions and for
which it is possible to calculate effectively the lower bound in (5.7).

Lemma 5.3. Let y(·) solve the “system in variations”

(5.8) ẏ(t) = fx[t]y(t) + fu[t]u(t), y(0) = 0,

where u(·) ∈ L∞([0, 1], IRm) satisfies condition (3.5) with some integrable c(·) ≥ 0 and
some h0 > 0. Then y(·) ∈ V(1)(x̄).

Proof It follows directly from the definitions that for a.e. t ∈ [0, 1],

fx[t]y ∈ dF (x̄(t), f [t])(y) and fu[t]u ∈ TF (x̄(t))(f [t]), ∀ y ∈ IRn, ∀u ∈ IRm.

This and the second relation in (4.1) imply that ẏ(t) ∈ dF (x̄(t), ˙̄x(t))(y(t)) a.e., i.e.,
condition (i) in the definition of the set V(1)(x̄) is fulfilled. To show that condition
(ii) is also fulfilled, we use assumption (3.5).

For every h ∈ [0, h0] and t ∈ [0, 1], let uh(t) ∈ U be such that |ū(t) + hu(t) −
uh(t)| ≤ c(t)h2 a.e. and uh(·) is measurable. The existence of such uh follows from the
measurable selection theorem. Since f(x̄(t) +hy(t), uh(t)) ∈ F (x̄(t) +hy(t)) for every
h ∈ [0, h0], setting rh(t) := uh(t)− (ū(t) + hu(t)), we deduce that for a.e. t ∈ [0, 1],

distF (x̄(t)+hy(t))( ˙̄x(t) + hẏ(t)) ≤ |f(x̄(t) + hy(t), uh(t))− ( ˙̄x(t) + hẏ(t))|

= |f(x̄(t) + hy(t), ū(t) + hu(t) + rh(t))− ˙̄x(t)− hẏ(t)|.

Since u(·) is essentially bounded and for a.e. t ∈ [0, 1] we have ū(t) + hu(t) + rh(t) ∈
U for every h ∈ [0, h0], it follows that {‖rh(·)‖∞}h∈[0,h0] is bounded. Using that
|rh(t)| ≤ c(t)h2 a.e. and that f is locally Lipschitz, we deduce that for a constant
C ≥ 0, and for a.e. t ∈ [0, 1]

|f(x̄(t)+hy(t), ū(t)+hu(t)+rh(t))−f(x̄(t)+hy(t), ū(t)+hu(t))| ≤ Cc(t)h2 ∀ h ∈ [0, h0].

Because f ∈ C2 we conclude that there exists an integrable function α(·) ≥ 0 such
that for a.e. t ∈ [0, 1] and every h ∈ [0, h0],

f(x̄(t) + hy(t), ū(t) + hu(t) + rh(t)) = f(x̄(t), ū(t)) + hfx[t]y(t) + hfu[t]u(t) + γh(t),

where |γh(t)| ≤ α(t)h2. Observe that the left hand side of this equality belongs to the
set F (x̄(t) + hy(t)) a.e., while the right hand side is equal to ˙̄x(t) + hẏ(t) + γh(t) a.e.
Hence distF (x̄(t)+hy(t))( ˙̄x(t) + hẏ(t)) ≤ α(t)h2 a.e. and therefore y(·) ∈ V(1)(x̄). �
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Let ξ(·) = (y(·), u(·)) be as in Lemma 5.3, and hence, y ∈ V(1)(x̄). Consider the
control system

(5.9) ẇ(t) = fx[t]w(t) + fu[t]v(t) +
1

2
f ′′[t]ξ(t)ξ(t) + η(t), w(0) = 0,

where controls v(·), η(·) satisfy

(5.10) v(·) ∈ V 2(ū(·), u(·)), η(·) is integrable, η(t) ∈ TF (x̄(t))( ˙̄x(t)) a.e.

Define

Ẽ2 = {w(1) : w(·) solves (5.9) for some v, η as in (5.10)}.

So, Ẽ2 depends on ξ(·). Recall that E2 depends on y, since this is so for V(2)(x̄, y).
Lemma 5.4. Let ξ(·) = (y(·), u(·)) be as in Lemma 5.3 and the set Ẽ2 be as

defined above. Then Ẽ2 is a convex subset of E2 (defined with the same y).
Proof Fix ξ(·) = (y(·), u(·)) as in Lemma 5.3, and let t ∈ [0, 1] be such ẏ(t) =

fx[t]y(t) + fu[t]u(t) and ˙̄x(t) = f [t]. Observe, that the set of such t has a full measure

in [0, 1]. Let v ∈ T [(2)
U (ū(t), u(t)) and consider rh = o(h2) such that ū(t) + hu(t) +

h2v + rh ∈ U . Then for all w ∈ IRn,

f(x̄(t) + hy(t) + h2w, ū(t) + hu(t) + h2v + rh)

= f [t] + h
(
fx[t]y(t) + fu[t]u(t)

)
+ h2

[
fx[t]w + fu[t]v

]
+ h2

2 f
′′[t]ξ(t)ξ(t) + o(h2).

Since ū(t)+hu(t)+h2v+ rh ∈ U , the left hand side of this equality belongs to the set
F (x̄(t) + hy(t) + h2w). From the definition of the second-order adjacent derivative of
F at the point (x̄(t), ˙̄x(t), y(t), ẏ(t)) in the direction w we deduce that

fx[t]w + fu[t]v +
1

2
f ′′[t]ξ(t)ξ(t) ∈ d2F (x̄(t), ˙̄x(t), y(t), ẏ(t))(w).

This and (4.2) imply that for a.e. t ∈ [0, 1] and for all v ∈ T [(2)
U (ū(t), u(t)),

(5.11) fx[t]w + fu[t]v +
1

2
f ′′[t]ξ(t)ξ(t) + TF (x̄(t))( ˙̄x(t)) ⊂ d2F [t](w).

Consequently, Ẽ2 ⊂ E2. The control system (5.9) being linear in w, it is not difficult
to deduce from the Aumann theorem, see for instance [1, p. 329], that the set Ẽ2 is
convex. The Lemma is proved. �

In general, the set Ẽ2 may be empty, for instance, when second order tangent sets
are empty on a set of positive measure. Then (5.7) holds true, however not providing
any information about (x̄, ū).

We continue under the assumption of nonemptyness of Ẽ2. If ξ(·) = (y(·), u(·)) ∈
C0(x̄, ū), then, by Lemmas 5.3 and 5.2, there exists λ ∈ Σk+1

+ satisfying (5.7). Fix
controls v(·), η(·) as in (5.10) and set

β(t) := fu[t]v(t) +
1

2
f ′′[t]ξ(t)ξ(t).

Let p(·) solve the adjoint system (2.5) with the transversality condition (2.6) and w
be the solution of (5.9). Then,

d

dt
(p(t)w(t)) = −p(t)fx[t]w(t) + p(t)

(
fx[t]w(t) + β(t) + η(t)

)
= p(t)(β(t) + η(t)).
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It follows that∫ 1

0

p(t)(β(t) + η(t)) dt = p(1)w(1)− p(0)w(0) = lx(x̄(1), λ)w(1).

Consequently,

lx(x̄(1), λ)w(1) =
∫ 1

0
p(t)

(
fu[t]v(t) + 1

2f
′′[t]ξ(t)ξ(t)

)
dt+

∫ 1

0
p(t)η(t) dt

=
∫ 1

0
Hu[t]v(t) dt+ 1

2

∫ 1

0
〈H′′[t]ξ(t), ξ(t)〉 dt+

∫ 1

0
p(t)η(t) dt.

Recall that η(·) belongs to the convex cone

K :=
{
η(·) ∈ L1([0, 1], IRn) : η(t) ∈ TF (x̄(t))( ˙̄x(t)) a.e. on [0, 1]

}
and v(·) ∈ V 2(ū(·), u(·)), see (3.7). Consequently, the second summand in (5.7) takes
the form

inf〈lx(x̄(1), λ), Ẽ2〉 = 1
2

∫ 1

0
〈H′′[t]ξ(t), ξ(t)〉dt

+ infv∈V 2(ū,u)

∫ 1

0
Hu[t]v(t) dt+ infη∈K

∫ 1

0
p(t)η(t) dt.

Then (5.7) implies

Ω(ξ, λ, p) + inf
v∈V 2(ū,u)

∫ 1

0

Hu[t]v(t) dt+ inf
η∈K

∫ 1

0

p(t)η(t) dt ≥ 0,

where Ω(ξ, λ, p) is defined by (3.9). Since K is a cone, it follows that

Ω(ξ, λ, p) + inf
v∈V 2(ū,u)

∫ 1

0

Hu[t]v(t) dt ≥ 0,

∫ 1

0

p(t)η(t) dt ≥ 0 ∀ η(·) ∈ K.

Let us analyze the last inequality. We claim that it implies

p(t)η(t) ≥ 0 a.e. ∀ η(·) ∈ K.

Indeed, if there is η(·) ∈ K and a set A ⊂ [0, 1] of a positive measure such that
p(t)η(t) < 0 a.e. in A, then we can take η̃(·) ∈ K such that

η̃(t) =

{
η(t) if t ∈ A,

0 if not.

Then
∫ 1

0
p(t)η̃(t) dt < 0 leading to a contradiction. On the other hand, f(x̄(t), U) −

f [t] ⊂ TF (x̄(t))( ˙̄x(t)) a.e. Thus, by the measurable selection theorem,

inf
v∈U

p(t)
(
f(x̄(t), v)− f [t]

)
≥ 0 a.e.,

that is

min
v∈U
H(x̄(t), v, p(t)) = H(x̄(t), ū(t), p(t)) a.e.

Hence (λ, p(·)) satisfies the minimum principle (2.7) and

(5.12) Ω(ξ, λ, p) + inf
v∈V 2(ū,u)

∫ 1

0

Hu[t]v(t) dt ≥ 0.
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Now, let us prove that, for given u(·), p(·), the function γ(t) := Υ(u(t), p(t)) is
integrable on [0, 1] (see (3.8)). In the same way as in [1, Proof of Theorem 8.5.1] we

show that t  T
[(2)
U (ū(t), u(t)) is a measurable set valued map with closed images.

By [1, Theorem 8.2.8] also the set valued map

t Hu[t]
(
T
[(2)
U (ū(t), u(t))

)
is measurable and has closed images (in the above the overline denotes the closure).
This and [1, Theorem 8.2.11] imply that t 7→ γ(t) := Υ(u(t), p(t)) is measurable. To
show that γ is integrable, let us fix v̄ ∈ V 2(ū, u). We use the representation γ(t) =
γ+(t) − γ−(t), where γ+(t) = max{γ(t), 0} and γ−(t) = max{−γ(t), 0}, t ∈ [0, 1].
Since

γ+(t) ≤ |Hu[t]v̄(t)| ≤ ‖p(·)‖∞|fu[t]v̄(t)| a.e.,

the function γ+(·) is integrable. It remains to show that γ−(t) is integrable.
We first prove that γ(t) > −∞ for a.e. t. Indeed, otherwise there exists a set

A ⊂ [0, 1] of positive measure such that for every t ∈ A and every j ≥ 1,

Qj(t) := {w ∈ T [(2)
U (ū(t), u(t)) : Hu[t]w ≤ −j} 6= ∅.

Using [1, Theorem 8.2.9] we show that Qj : A  IRm is measurable with closed
images and, by the measurable selection theorem, there exists a measurable function
vj : A → IRm such that vj(t) ∈ Qj(t) for a.e. t ∈ A. For every integer i ≥ 1, define
vij ∈ V 2(ū, u) by

vij(t) =

{
vj(t) if t ∈ A and |fu[t]vj(t)| ≤ i
v̄(t) otherwise

and consider the increasing sequence of sets Ai := {t ∈ A : |fu[t]vj(t)| ≤ i}. Then
A = ∪i≥1Ai and therefore for some i, we have meas(Ai) > meas(A)/2, where meas
denotes the Lebesgue measure. Thus, by (5.12) applied to vij , we have

Ω(ξ, λ, p) +

∫ 1

0

Hu[t]vij(t) dt ≥ 0.

Further, ∫ 1

0

Hu[t]vij(t) dt =

∫
Ai

Hu[t]vj(t) dt+

∫
[0,1]\Ai

Hu[t]v̄(t) dt.

Moreover, by the definition of vj ,∫
Ai

Hu[t]vj(t) dt ≤ −jmeas(Ai) < −
j

2
meas(A),

and obviously,
∫

[0,1]\Ai Hu[t]v̄(t) dt ≤
∫ 1

0
|Hu[t]v̄(t)| dt. Consequently,

Ω(ξ, λ, p)− j

2
meas(A) +

∫ 1

0

|Hu[t]v̄(t)|dt ≥ 0.
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This leads to a contradiction whenever j is sufficiently large and proves that γ(t) is
finite a.e.

Define next (we use below the same notation Qj for the new sets) for every integer
j ≥ 1 the set-valued map Qj : [0, 1] IRm by

Qj(t) =

{
w ∈ T [(2)

U (ū(t), u(t)) : Hu[t]w ≤ γ(t) +
1

j

}
.

By [1, Theorem 8.2.9], Qj is measurable, with nonempty closed images and, by the
measurable selection theorem, there exists a measurable function v̄j : [0, 1] → IRm

such that v̄j(t) ∈ Qj(t) a.e. It follows that

(5.13) γ(t) ≤ Hu[t]v̄j(t) ≤ γ(t) +
1

j
a.e., j ≥ 1.

Define for every integer i ≥ 1, v̄i ∈ V 2(ū, u) by

v̄i(t) =

{
v̄1(t) if |fu(t)v̄1(t)| ≤ i
v̄(t) otherwise.

By (5.12) applied to v̄i,

(5.14) Ω(ξ, λ, p) +

∫ 1

0

Hu[t]v̄i(t) dt ≥ 0

and from the definition of v̄i, it follows that

(5.15)

∫ 1

0

Hu[t]v̄i(t) dt ≤
∫ 1

0

χ[0,i](|fu[t]v̄1(t)|)Hu[t]v̄1(t) dt+

∫ 1

0

|Hu[t]v̄(t)|dt.

Relations (5.13)-(5.15) imply that for all i ≥ 1,

Ω(ξ, λ, p) +

∫ 1

0

χ[0,i](|fu[t]v̄1(t)|)γ(t) dt+ 1 +

∫ 1

0

|Hu[t]v̄(t)| dt ≥ 0,

where χ[0,i] denotes the characteristic function of [0, i]. Substituting γ(t) = γ+(t) −
γ−(t) in this inequality and taking into account that γ+(·) is integrable, we obtain
for all i ≥ 1,∫ 1

0

χ[0,i](|fu[t]v̄1(t)|)γ−(t) dt ≤ Ω(ξ, λ, p) +

∫ 1

0

γ+(t) dt+ 1 +

∫ 1

0

|Hu[t]v̄(t)|dt.

Since ∪i≥1{t ∈ [0, 1] : |fu(t)v̄1(t)| ≤ i} is the set of full measure in [0, 1], we deduce
from the last inequality that γ−(·) is integrable, and thus, γ(·) is integrable.

From (5.13) and the integrability of γ it follows that Hu[·]v̄j(·) is integrable for
every j ≥ 1. Fix j ≥ 1. For every integer i ≥ 1 consider the set Bi = {t ∈ [0, 1] :
|fu[t]v̄j(t)| ≤ i} and define v̄ij ∈ V 2(ū, u) by

v̄ij(t) =

{
v̄j(t) if t ∈ Bi
v̄(t) otherwise.

Then, for every i,

Ω(ξ, λ, p) +
∫ 1

0
γ(t) dt+ 1

j ≥ Ω(ξ, λ, p) +
∫ 1

0
Hu[t]v̄j(t) dt =

Ω(ξ, λ, p) +
∫
Bi
Hu[t]v̄ij(t) dt+

∫
[0,1]\Bi Hu[t]v̄j(t) dt.
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On the other hand, by (5.12), applied to v̄ij

Ω(ξ, λ, p) +
∫
Bi
Hu[t]v̄ij(t) dt = Ω(ξ, λ, p) +

∫ 1

0
Hu[t]v̄ij(t) dt−

∫
[0,1]\Bi Hu[t]v̄(t) dt

≥ −
∫

[0,1]\Bi |Hu[t]v̄(t)|dt.

Consequently, for every integer i ≥ 1,

Ω(ξ, λ, p) +

∫ 1

0

γ(t) dt+
1

j
≥
∫

[0,1]\Bi
Hu[t]v̄j(t) dt−

∫
[0,1]\Bi

|Hu[t]v̄(t)|dt.

Since meas([0, 1]\Bi)→ 0 when i→∞, taking the limit, we deduce that

Ω(ξ, λ, p) +

∫ 1

0

γ(t) dt+
1

j
≥ 0.

The integer j ≥ 1 being arbitrary, inequality (3.10) follows. Theorem 3.2 is completely
proved. �

Proof of Theorem 3.4 It is enough to observe that F (x) = f0(x) + G(x)coU .
Then the same proof implies the result.

6. Some special cases of U . In this section we consider problem (2.1)-(2.3)
with the set U having a special structure. In all the considered cases, the main result
will be simplified.

6.1. The case when U is a convex polytope. Suppose that U is a convex
polytope, i.e., a compact set, being an intersection of a finite number of affine half-

spaces. Let u0 ∈ U . If u0 ∈ intU , then, obviously, T [U (u0) = IRm and T
[(2)
U (u0, u) =

IRm for all u ∈ IRm.
If u0 ∈ ∂U , then T [U (u0) = cone(U − u0) is a finite faced convex cone, which

coincides with U − u0 in a small neighbourhood of zero. Further, if u ∈ intT [U (u0),

then T
[(2)
U (u0, u) = IRm. If u ∈ ∂T [U (u0), then T

[(2)
U (u0, u) is a finite faced convex

cone, T
[(2)
U (u0, u) = cone(T [U (u0)− u). Note, that, in any case, 0 ∈ T [(2)

U (u0, u).
Suppose that a C2 function ψ : IRm → IR attains its minimum on U at a point

u0 ∈ U . Then, as we know (see Section 1),

ψ′(u0)u ≥ 0 ∀u ∈ T [U (u0)

and, moreover, for any u ∈ T [U (u0) such that ψ′(u0)u = 0 the following is true:

ψ′(u0)v +
1

2
〈ψ′′(u0)u, u〉 ≥ 0 ∀ v ∈ T [(2)

U (u0, u).

Since T
[(2)
U (u0, u) is a nonempty closed cone, this condition is equivalent to

(6.1) 〈ψ′′(u0)u, u〉 ≥ 0, ψ′(u0)v ≥ 0 ∀ v ∈ T [(2)
U (u0, u).

Now, consider problem (2.1)-(2.3) with the set U being a convex polytope. Denote
by extU the set of all vertices (extremal points) of U . Let an admissible pair (x̄, ū)
affords a strong local minimum in this problem and assume that

(6.2) ū(t) ∈ extU a.e. in [0, 1].
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As it follows from the minimum principle (2.7), this assumption is quite natural in
the case when the control system is affine in the control.

Under assumption (6.2), condition (3.5) is automatically fulfilled, and then

(6.3) C0(x̄, ū) = C(x̄, ū).

Let ξ(·) = (y(·), u(·)) ∈ C(x̄, ū). Then condition (3.10) holds with some (λ, p(·)) ∈
M(x̄, ū).

Consider the function Υ(u(·), p(·)) appearing in the necessary condition (3.10).
We know that u(t) ∈ T [U (ū(t)) a.e., and by Lemma 3.1, Hu[t]u(t) = 0 a.e. Take any

t ∈ [0, 1] such that both conditions hold and let v ∈ T [(2)
U (ū(t), u(t)). In view of (6.1),

Hu[t]v ≥ 0 a.e. Since 0 ∈ T [(2)
U (ū(t), u(t)), we obtain Υ(u(t), p(t)) = 0 a.e.

We have proved the following theorem.

Theorem 6.1. Let U be a convex polytope, and let (x̄, ū) be a strong local
minimizer of problem (2.1)-(2.3) with ū satisfying condition (6.2). Then, for any
ξ(·) = (y(·), u(·)) ∈ C(x̄, ū), there exists (λ, p(·)) ∈M(x̄, ū), such that

(6.4) 〈lxx(x̄(1), λ)y(1), y(1)〉+

∫ 1

0

〈H′′[t]ξ(t), ξ(t)〉dt ≥ 0.

6.2. Two additional examples of control set U . The second-order necessary
condition of Theorem 3.2 can be useful in many cases, where the known conditions
cannot be applied. By known conditions, we mean conditions, obtained for the case,
when U is given by a system of smooth inequalities with positively (or even linearly)
independent gradients of active control constraints (see also Sections 7 and 8 below).
Let us give two such “exotic” examples.

1. In the space IRm, consider the “reper”

(6.5) U =

m⋃
i=1

{[0, 1]ei},

where ei = (0, . . . , 0, 1, 0, . . . , 0) (1 is at the ith position).

Obviously, if u0 ∈ (0, 1)ei for some i, then T [U (u0) = IRei, and T [U (ei) = IR−ei for
all i, and T [U (0) =

⋃m
i=1 IR+ei. Further, for every u0 ∈ U and every 0 6= u ∈ T [U (u0)

we have T
[(2)
U (u0, u) = IRu, and T

[(2)
U (u0, 0) = T [U (u0). Consequently, 0 ∈ T [(2)

U (u0, u)
for any u0 ∈ U and any u ∈ T [U (u0).

Let (x̄(·), ū(·)) be a point of a strong local minimum in problem (2.1)-(2.3), where
U is the reper (6.5) and ū(t) ∈ {0, e1, . . . , em} a.e. Then condition (6.3) holds. Simi-
larly to the previous subsection, we can prove that for any ξ(·) = (y(·), u(·)) ∈ C(x̄, ū),
there exists (λ, p(·)) ∈M(x̄, ū) satisfying (6.4).

2. Let U be the union of two balls in IRm with exactly one common point û. This
case is also covered by Theorem 3.2. Note that in this case the normals to each ball
at the point û are even positively dependent.

Obviously, the row of such “exotic” examples can be continued.
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7. The case when U is given by inequalities. Consider now problem (2.1)-
(2.3), when the set U is defined by the system of inequalities

(7.1) U = {u ∈ IRm : ϕi(u) ≤ 0, i = 1, . . . , q}.

We assume that ϕi : IRm → IR are C2 functions, that U is compact and at each point
u ∈ ∂U the gradients ϕ′i(u), i ∈ Iϕ(u) are positively independent, where Iϕ(u) = {i :
ϕi(u) = 0} is the set of active indices at u and ϕ = (ϕ1, ..., ϕq). Recall that vectors
a1, . . . , as ∈ IRm are said to be positively independent if conditions

∑
i λiai = 0, λi ≥

0, i = 1, . . . , s imply that all λi are equal to zero, or equivalently, if 0 /∈ co{a1 . . . , as}.
By the separation theorem, the latter means that there exists v ∈ IRm such that
〈ai, v〉 < 0, i = 1, . . . , s. The converse is also true: if this condition is fulfilled, then
the vectors a1, . . . , as are positively independent. Then, according to [1, Chapter 4],
for every u0 ∈ U ,

T [U (u0) = {u ∈ IRm : ϕ′i(u0)u ≤ 0, i ∈ Iϕ(u0)}.

Let (x̄, ū) ∈ Ξ be a strong local minimizer in problem (2.1)-(2.3), and hence the
minimum principle (2.4)-(2.7) holds. From the minimum condition (2.7) it follows
that there exists a measurable vector function µ(·) = (µ1(·), . . . , µq(·)) such that

(7.2) µ1(t) ≥ 0, . . . , µq(t) ≥ 0, µi(t)ϕi(ū(t)) = 0, a.e., i = 1, . . . , q,

(7.3) Hu(x̄(t), ū(t), p(t)) +

q∑
i=1

µi(t)ϕ
′
i(ū(t)) = 0 a.e.

(see [6, Section 5] for details.)
In general such µ is not uniquely defined. Due to the positive independence as-

sumption for gradients ϕ′i it can be deduced that µ(·) can be chosen so that it is
essentially bounded (see, for instance, [6, Section 5]). In the case of linear indepen-
dence assumption of gradients {ϕ′i(u)}i∈Iϕ(u) for all u ∈ ∂U , µ(·) is uniquely defined
by (7.3) and hence it is uniquely defined by λ.

Let us introduce the augmented Hamiltonian

Ha(x, u, p, µ) = H(x, u, p) + µϕ(u),

where ϕ = (ϕ1, . . . , ϕq), µ ∈ IRq∗. Then condition (7.3) can be written as

Hau(x̄(t), ū(t), p(t), µ(t)) = 0 a.e.

This is a stationarity condition for the Hamiltonian, with respect to the control vari-
able, following from the minimum principle. Let us introduce the set

Ma(x̄, ū) = {(λ, p(·), µ(·)) : (λ, p(·)) ∈M(x̄, ū), µ(·) ∈ L∞([0, 1], IRq),

and conditions (7.2), (7.3) hold.}

Now let us turn to the second-order conditions. Consider the critical cone C(x̄, ū)
and set

Mi0 = {t ∈ [0, 1] : ū(t) ∈ ∂U, ϕi(ū(t)) = 0 }, i = 1, . . . , q.
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Condition (3.3) is equivalent to

(7.4) ϕ′i(ū(t))u(t) ≤ 0 a.e. in Mi0, i = 1, . . . , q.

Thus, in the considered case, the following proposition holds.
Proposition 7.1. The critical cone C(x̄, ū) is defined by conditions (3.1), (3.2),

and (7.4).
For any δ > 0, set

Miδ = {t ∈ [0, 1] : dist∂U (ū(t)) ≤ δ, ϕi(ū(t)) ≥ −δ }, i = 1, . . . , q.

Consider u(·) satisfying a stronger condition than (7.4): there exists a δ > 0 such that

(7.5) ϕ′i(ū(t))u(t) ≤ 0 a.e. on Miδ, i = 1, . . . , q.

Lemma 7.2. Let u(·) satisfies condition (7.5) with some δ > 0. Then condition
(3.5) also holds with some constants h0 > 0, c > 0 (i.e., with function c(·) in (3.5)
independent from time).

To prove this lemma we need the two auxiliary results below. For any real a, we
will use the representation a = a+−a−, where a+ = max{a, 0} and a− = max{−a, 0}.
Similarly, for any vector b ∈ IRm we write b = b+ − b−, where b+ = (b+1 , . . . , b

+
m),

b− = (b−1 , . . . , b
−
m). Observe that if u ∈ ∂U then Iϕ(u) 6= ∅. Under the assumptions

made about the functions ϕi, the following local estimate for the distance to the set
U holds.

Lemma 7.3. Let u0 ∈ ∂U . Then there exist a neighbourhood V of u0 and a
constant c > 0 such that for any u ∈ V we can find u′ ∈ U satisfying

(7.6) |u− u′| ≤ c
q∑
i=1

ϕ+
i (u), where ϕ+

i := max{ϕi, 0}.

Proof This estimate is well-known under the assumption of linear independence
of the gradients ϕ′i(u0), i ∈ Iϕ(u0) (it follows from the Lusternik-Graves theorem). In
order to prove it under the assumption of positive independence of these gradients,
we will use [4, Theorem 3.1]. Let B stands for the closed unit ball in IRq (we use the
Euclidean norm in IRq and in IRm). From the assumption of positive independence of
gradients ϕ′i(u0), i ∈ Iϕ(u0) and the continuity of the gradients it follows that there
exist a vector v0 ∈ B, a neighbourhood Bε(u0) (ε > 0) of the point u0, and a constant
ρ > 0 such that for all w ∈ Bε(u0),

(7.7) 〈ϕ′i(w), v0〉 < −ρ, |〈ϕ′i(w), v0〉|+ ρ <
1
√
q
, i ∈ Iϕ(u0).

Hence ρ ≤ 1. Without loss of generality we may assume that Iϕ(u0) = {1, . . . , q}, i.e.,
all indices are active at u0. Set

(7.8) αi := −〈ϕ′i(w), v0〉 − ρ > 0, ∀ i = 1, . . . , q.

Then, in view of the second relation in (7.7), αi ∈ [0, 1√
q ], i = 1, . . . , q. Since

〈ϕ′i(w), v0〉 < 0,

(7.9) βi := −〈ϕ′i(w), v0〉 > 0, i = 1, . . . , q.
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Again, in view of the second relation in (7.7), βi + ρ ∈ [0, 1√
q ], i = 1, . . . , q.

Let θ = (θ1, . . . , θq) ∈ ρB be an arbitrary point. Then there exist γi ∈ [0, 1] such
that (1− γi)(−ρ) + γiρ = θi, i = 1, . . . , q. From (7.8) and (7.9) we deduce that

−ρ = 〈ϕ′i(w), v0〉+ αi, ρ = 〈ϕ′i(w), v0〉+ βi + ρ, i = 1, . . . , q.

Multiplying the first equality by (1−γi) and the second one by γi and adding the
results we get

θi = 〈ϕ′i(w), v0〉+ ζi, i = 1, . . . , q,

where ζi = (1 − γi)αi + γi(βi + ρ) ≥ 0. Since αi ∈ [0, 1√
q ] and βi + ρ ∈ [0, 1√

q ], it

follows that ζi ∈ [0, 1√
q ] and hence θ ∈ 〈ϕ′(w), v0〉+ (IRq

+ ∩B). Therefore,

(7.10) ρB ⊂ 〈ϕ′(w), v0〉+ (IRq
+ ∩B).

Consider the metric space IRm × IRq
+ with the distance

d((u, r), (u′, r′)) = max{|u− u′|, |r − r′|}

and define the mapping G : IRm × IRq
+ → IRq by G(w, r) := ϕ(w) + r. For every

w ∈ IRm, r ∈ IRq
+ set

G(1)(w, r) := Limsuph→0+

G(Bh(w, r))−G(w, r)

h
,

where Bh(w, r) denotes the closed ball in IRm× IRq
+ centered at (w, r) of radius h > 0

and Limsup stands for the Kuratowski upper limit.
Then for every w ∈ Bε(u0) and all r ∈ IRm

+ ,

ϕ′(w)v0 + (IRq
+ ∩B) ⊂ G(1)(w, r).

This and (7.10) imply

ρB ⊂ G(1)(w, r) ∀w ∈ Bε(u0), ∀ r ∈ IRq
+.

Hence, condition (11) of Theorem 3.1 in [4] holds true for the mapping G at (u0, r)
with r ∈ IRq

+.
Observe that for any u ∈ IRm,

G(u, 0)− (−ϕ−(u)) = ϕ(u) + ϕ−(u) = ϕ+(u) = ϕ+(u)− ϕ+(u0).

Let L > 0 be a Lipschitz constant of the function ϕ+(·) in the neighbourhood B ε
4
(u0)

of u0. Then

|G(u, 0)− (−ϕ−(u))| = |ϕ+(u)− ϕ+(u0)| ≤ L|u− u0| ∀u ∈ B ε
4
(u0).

Applying [4, Theorem 3.1] we deduce that if u ∈ B ε
4
(u0) and L|u−u0| < ερ

8 , i.e. u
belongs to a small enough neighbourhood of u0, then there exists (u′, r′) ∈ IRm× IRq

+

satisfying

G(u′, r′) = −ϕ−(u), |u′ − u| ≤ 2

ρ
|ϕ(u)− (−ϕ−(u))|.
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The first relation implies ϕ(u′) + r′ = −ϕ−(u) ≤ 0, whence ϕ(u′) ≤ 0, i.e. u′ ∈ U .
From the second relation we obtain |u′ − u| ≤ 2

ρ |ϕ
+(u)|. The lemma is proved. �.

Corollary 7.4. There exist a neighbourhood W of the boundary ∂U and a
constant c > 0 such that for any u ∈ W we can find u′ ∈ U such that estimate (7.6)
holds.

Proof Let u0 ∈ ∂U . Then there exist a neighbourhood V(u0) of u0 and a con-
stant c(u0) > 0 such that for any u ∈ V(u0) we can find u′ ∈ U satisfying (7.6)
with c replaced by c(u0). The neighbourhoods V(u0), u0 ∈ ∂U form a covering
of the compact set ∂U . Let V(u1), . . . ,V(us) be a finite subcovering of ∂U . Take
W = V(u1)∪ . . .∪V(us), c = min{c(u1), . . . , c(us)}. Then for any u ∈ W there exists
u′ ∈ U satisfying (7.6). �

Proof of Lemma 7.2 For every i = 1, . . . , q and a.e. t ∈ [0, 1], we have

ϕi(ū(t) + hu(t)) = ϕi(ū(t)) + hϕ′i(ū(t))u(t) +
h2

2
〈ϕ′′i (ū(t))u(t), u(t)〉+ h2rh(t),

where ‖rh(·)‖∞ → 0 as h → 0+. This and (7.5) imply that there exists c1 ≥ 0 such
that

ϕi(ū(t) + hu(t)) ≤ c1h2 ∀h ∈ [0, 1], a.e. on Miδ, i = 1, . . . , q, .

Since for a.e. t ∈ [0, 1] \ Miδ we have ϕi(ū(t) + hu(t)) ≤ 0 for all h > 0 small
enough and i = 1, . . . , q, it follows that

q∑
i=1

ϕ+
i (ū(t) + hu(t)) ≤ c1h2 a.e. in [0, 1]

for all h > 0 small enough. By Corollary 7.4, this implies that estimate (3.5) holds
with c(t) = cc1 > 0 and some h0 > 0. The lemma is proved. �

Now consider the function Υ(u(·), p(·)) in the necessary condition (3.10). It was
proved in [6, Section 5], that µ(·) can be chosen in such a way that it is essentially
bounded and

Υ(u(t), p(t)) =
1

2

q∑
i=1

µi(t)〈ϕ′′i (ū(t))u(t), u(t)〉 a.e.

and moreover, conditions (7.2) and (7.3) hold. Define

Ωa(ξ, λ, p, µ) :=
1

2
〈lxx(x̄(1), λ)y(1), y(1)〉+

1

2

∫ 1

0

〈Ha′′[t]ξ(t), ξ(t)〉dt.

Applying now Theorem 3.2 we obtain the following result.

Theorem 7.5. Let (x̄, ū) be a strong local minimizer. Then Ma(x̄, ū) 6= ∅ and
for any ξ(·) = (y(·), u(·)) ∈ C(x̄, ū) satisfying (7.5) with some δ > 0 (depending on ξ),
there exists (λ, p, µ) ∈Ma(x̄, ū) such that Ωa(ξ, λ, p, µ) ≥ 0.

Under a stronger assumption, the conclusion of the above theorem can be strength-
ened. This will be done in the next section.
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8. The case of linear independence of the gradients of control con-
straints. We continue to consider problem (2.1)-(2.3) with U given by the system of
inequalities (7.1). We again assume C2 smoothness of ϕi, but now, instead of posi-
tive independence of the gradients ϕ′i of active control constraints, we suppose that
these gradients are linearly independent on ∂U . Then Theorem 7.5 can be refined:
the assumption that ξ = (y, u) satisfies (7.5) with some δ > 0 in this theorem can be
omitted. So, we will prove the following theorem, using some arguments from [10].

Theorem 8.1. If (x̄, ū) is a point of a strong local minimum, then the set
Ma(x̄, ū) is nonempty and for any ξ = (y, u) ∈ C(x̄, ū) there exists (λ, p, µ) ∈Ma(x̄, ū)
such that Ωa(ξ, λ, p, µ) ≥ 0. Moreover µ is uniquely defined by λ.

In order to prove this theorem, consider a linear operator

T : Ξ 3 (y(·), u(·)) 7→ (g′(x̄(1))y(1) ∈ IRk+1,

where g = (g0, g1, ..., gk) and observe that, |T (y, u)| ≤ cg|y(1)| for all ξ = (y, u) ∈ Ξ,
with some constant cg > 0 independent from ξ. For δ ≥ 0, define

(8.1)
Γδ = {(y(·), u(·)) ∈ Ξ : y solves (3.2) and

ϕ′i(ū(t))u(t) = 0 a.e. inMiδ, i = 1, . . . , q}.

Note that {Γδ} is a decreasing family of subspaces of Ξ, and Γδ ⊂ Γ0 for all δ > 0,
where Γ0 is defined by system (8.1) with the last condition of the form

ϕ′i(ū(t))u(t) = 0 a.e. inMi0, i = 1, . . . , q.

Lemma 8.2. There exists a δ1 > 0 such that T (Γ0) = T (Γδ1).
Proof Let b1, . . . , bs be a basis in T (Γ0), and let (y1, u1), . . . , (ys, us) ∈ Γ0 be such

that T (yi, ui) = bi, i = 1, . . . , s. Define

mjδ =Mjδ \Mj0, j = 1, . . . , q, mδ = ∪qj=1mjδ.

The Lebesgue measure of mδ goes to zero when δ → 0+. Set uiδ(t) = ui(t)χ[0,1]\mδ(t),
i = 1, . . . , s, where χ[0,1]\mδ(t) is the characteristic function of the set [0, 1] \mδ, and
let yiδ be the corresponding solution to the system

ẏ(t) = fx[t]y(t) + fu[t]uiδ(t), y(0) = 0.

Obviously, T (yiδ, uiδ) → bi, as δ → 0+, for i = 1, . . . , s. Hence, for all δ > 0 small
enough, the vectors T (yiδ, uiδ), i = 1, . . . , s are linearly independent. Since (yiδ, uiδ) ∈
Γδ ⊂ Γ0, i = 1, . . . , s, the assertion of the lemma follows. �

Let ξ(·) = (x(·), u(·)) ∈ C(x̄, ū). Since the gradients ϕ′i(·) of active control con-
straints are linearly independent on ∂U , they are linearly independent in a small
neighbourhood of ∂U . Hence there exists c > 0 such that for every δ > 0 small
enough we can find uδ ∈ L∞([0, 1], IRm) satisfying the following conditions

(8.2) ϕ′i(ū(t))uδ(t) = ϕ′i(ū(t))u(t) a.e. in miδ,

(8.3) ϕ′i(ū(t))uδ(t) = 0 a.e. on Mi0, i = 1, . . . , q,
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(8.4) {t ∈ [0, 1] : uδ(t) 6= 0} ⊂ mδ, ‖uδ‖∞ ≤ c‖u‖∞.

Consequently,

(8.5) ‖uδ‖L1 ≤ ‖uδ‖∞meas(mδ) ≤ c‖u‖∞meas(mδ).

Let xδ be the solution to the system

ẋδ(t) = fx[t]xδ(t) + fu[t]uδ(t), xδ(0) = 0.

Then, due to conditions (8.3), the pair ξδ = (xδ, uδ) belongs to Γ0 and

(8.6) ‖xδ‖1,1 ≤ cf‖uδ‖L1 ≤ cfc‖u‖∞measmδ,

where cf > 0 is independent from uδ. Since meas(mδ)→ 0 as δ → 0+, it follows from
(8.5) and (8.6) that

(8.7) ‖uδ‖L1 → 0 and ‖xδ‖1,1 → 0 as δ → 0 + .

According to Lemma 8.2, there exists δ1 > 0 such that

(8.8) T (Γδ1) = T (Γ0).

Also note that, since the image T (Γδ1) ⊂ IRk+1 is a subspace, there exists cT > 0
such that for any vector z ∈ T (Γδ1) we can find a preimage ξz = (yz, uz) ∈ Γδ1 of this
vector satisfying the estimate ‖ξz‖ ≤ cT |z|.

By (8.8), condition ξδ = (xδ, uδ) ∈ Γ0 implies that, for any δ ∈ (0, δ1), there
exists (yδ, vδ) ∈ Γδ1 satisfying

(8.9) T (yδ, vδ) = T (xδ, uδ), ‖(yδ, vδ)‖ ≤ cT ‖T (xδ, uδ)‖ ≤ cT cg‖xδ‖∞.

It follows from (8.7) and (8.9) that

(8.10) ‖(yδ, vδ)‖ = ‖yδ‖1,1 + ‖vδ‖∞ → 0 as δ → 0 + .

Set

uδ = u− uδ + vδ, xδ = x− xδ + yδ, ξδ = (xδ, uδ).

Then

(8.11) ξδ = ξ − ξδ + (yδ, vδ),

and hence, by the first relation in (8.9), we have

(8.12) Tξδ = Tξ − Tξδ + T (yδ, vδ) = Tξ.

Moreover, since ξδ ∈ Γ0 and (yδ, vδ) ∈ Γδ1 , we have

(8.13) ϕ′i(ū(t))uδ(t) = ϕ′i(ū(t))u(t) a.e. in Mi0, i = 1, . . . , q.

Since ξ = (x, u) ∈ C(x̄, ū), relations (8.12) and (8.13) imply that ξδ = (xδ, uδ) ∈
C(x̄, ū). Moreover, relations (8.2) and the condition (yδ, vδ) ∈ Γδ1 yield

ϕ′i(ū(t))uδ(t) = 0 a.e. in miδ, i = 1, . . . , q.
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Hence condition (7.5) also holds for ξδ = (xδ, uδ). Then, by Theorem 7.5, for any
δ ∈ (0, δ1), there exists (λδ, pδ, µδ) ∈Ma(x̄, ū) such that

Ωa(ξδ, λδ, pδ, µδ) ≥ 0.

Set ξ̃δ = −ξδ +(yδ, vδ). Then, according to (8.11), ξδ = ξ+ ξ̃δ, and, by virtue of (8.4),
(8.7) and (8.10), for ξ̃δ = (x̃δ, ũδ) we have

‖x̃δ‖1,1 + ‖ũδ‖L1 → 0 as δ → 0+, lim sup
δ→0+

‖ũδ‖∞ < +∞.

Consequently,

(8.14) 0 ≤ Ωa(ξδ, λδ, pδ, µδ) = Ωa(ξ + ξ̃δ, λδ, pδ, µδ) = Ωa(ξ, λδ, pδ, µδ) + rδ,

where |rδ| → 0 as δ → 0+. Since Ma(x̄, ū) is a compact set, there exists a subsequence
δj → 0+ such that (λδj , pδj , µδj ) → (λ, p, µ) ∈ Ma(x̄, ū) as j → ∞. Passing to the
limit in relations (8.14) with δ = δj , we obtain that Ωa(ξ, λ, p, µ) ≥ 0. Theorem 8.1 is
completely proved. �

Remark 8.1. Theorem 8.1 is a consequence of [8, Theorem S.2.1], obtained by
N.P. Osmolovskii using a different abstract framework. Further developments of this
theorem, for problems with mixed state-control constraints, can be found in [9]-[11].

We provided above its complete proof to illustrate that the approach developed in
the present work allows not only to consider more general control sets, but also to get
known results when U is defined by inequalities.
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