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REGULARIZATION ALONG CENTRAL CONVERGENCE

ON SECOND AND THIRD WIENER CHAOSES

by

Guillaume Poly

Abstract. — Consider F an element of the secondWiener chaos with variance
one. In full generality, we show that, for every integer p ≥ 1, there exists
ηp > 0 such that if κ4(F ) < ηp then the Malliavin derivative of F admits
a negative moment of order p. This entails that any sequence of random
variables in the second Wiener chaos converging in distribution to a non–
degenerated Gaussian is getting more regular as its distribution is getting
close to the normal law. This substantially generalizes some recent findings
contained in [HLN14, HNT+15, NN+16] where analogous statements were
given with additional assumptions which we are able to remove here. Moreover,
we provide a multivariate version of this Theorem.

Our main contribution concerns the case of the third Wiener chaos which
is notoriously more delicate as one cannot anymore decompose the random
variables into a linear combination of i.i.d. random variables. We still prove
that the same phenomenon of regularization along central convergence occurs.
Unfortunately, we are not able to provide a statement as strong as the previous
one, but we can show that the usual non–degeneracy estimates of the Malliavin
derivative given by the Carbery-Wright inequality can be improved by a factor
three. Our proof introduces new techniques such that a specific Malliavin
gradient enabling us to encode the distribution of the Malliavin derivative by
the spectrum of some Gaussian matrix. This allows us to revisit the fourth
moment phenomenon in terms of the behavior of its spectral radius.

1. The case of the second Wiener chaos

Let us consider F an element of the second Wiener chaos Ker(L + 2Id)
where L stands for the Ornstein-Uhlenbeck operator. We refer the reader to
the book [BGL13] for an introduction to the formalism of Wiener chaoses
from the point of view of Markov generators. It is a standard fact that one
may find {αk}k≥1 a sequence of real numbers in l2(N⋆) such that



1 THE CASE OF THE SECOND WIENER CHAOS

(1) F =
∞
∑

k=1

αk

(

G2
k − 1

)

.

Above, {Gk}k≥1 stands for an i.i.d. sequence of standard Gaussian random
variables which belongs to the first Wiener chaos. The reader may for instance
consult [NP12a, 2.7.13] for a corresponding proof. We shall assume that
E
(

F 2
)

= 1, it is then a well known fact that κ4(F ) = E(F 4) − 3 controls
the proximity in distribution between F and the standard Gaussian law. Our
main goal is to show that, provided that κ4(F ) is small enough, the regularity
of the distribution f of F increases. The key ingredient is to establish negative
moments for the Malliavin derivative of F , namely

(2) ∀p ≥ 1,∃δp > 0, s.t. κ4(F ) < δp ⇒ 1

Γ[F,F ]
∈ Lp(Ω,F ,P).

Actually we will prove a more quantitative version of the previous statement
which is given in the Theorem below.

Theorem 1. — Let F ∈ Ker(L + 2Id) which satisfies E(F 2) = 1. One has,

for every p ≥ 1,

(3) κ4(F ) <
24

2p(p + 1)!
⇒ 1

Γ[F,F ]
∈
⋂

q< p

2

Lq(Ω,F ,P).

The latter considerably improves recent findings on this topic for the case
of the second Wiener chaos since it completely removes any kind of additional
assumptions and only requires the central convergence since the integrability
of the inverse of the Malliavin derivative is directly related to the smallness
of the fourth cumulant. One can for instance consult [HLN14, Thm 7.2 and
Thm 7.3], [HNT+15, Thm 1.5 : case of the second Wiener chaos], [NN+16]
or else the nice survey [CHZ14, page 377] for related statements, all of them
requiring additional assumptions ensuring negative moments for the Malliavin
derivative.

Proof. — First of all, using the representation (1), we immediately deduce
that

Γ[F,F ] = 4
∞
∑

k=1

α2
kG

2
k;

Computing the Laplace transform of the previous expression gives
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1 THE CASE OF THE SECOND WIENER CHAOS

(4) ∀λ > 0, E (exp (−λΓ[F,F ])) =

∞
∏

k=1

1
√

1 + 8λα2
k

.

Now, let us introduce the symmetric elementary functions

(5) Sp =
∑

i1<i2<···<ip

α2
i1α

2
i2 · · ·α2

ip ,

as well as the so-called Newton sums which are in turn expressed in terms of
cumulants:

(6) Np =

∞
∑

k=1

α2p
k =

1

22p−1(2p − 1)!
κ2p(F ).

It is a standard fact that symmetric elementary functions can be expressed
in terms of the Newton sums. In particular, one has the following identi-
ties, which are due to Newton and Girard and whose proof may be found for
instance in [Ric49].

(7) Sp = (−1)p
∑

m1+2m2+···+pmp=p

p
∏

i=1

(−Ni)
mi

mi!imi

One needs to estimate the denominator of the right hand side of equation
(4). A simple expansion gives

∞
∏

k=1

(1 + 8λα2
k) = 1 +

∞
∑

p=1

8pλpSp.

Now we will isolate in the formula (7) the case m1 = p, which forces m2 =
m3 = · · · = mp = 0.

Sp =
N p

1

p!
+ (−1)p

∑

m1<p
m1+2m2+···+pmp=p

p
∏

i=1

(−Ni)
mi

mi!imi

=
1

2pp!
+ (−1)p

∑

m1<p
m1+2m2+···+pmp=p

p
∏

i=1

(−Ni)
mi

mi!imi
.

We notice that the condition m1 < p implies that there exists i ∈ {2, · · · , p}
such that mi > 0. Besides, since for any i ≥ 1 we have α2

i ≤ 1 we get that for

3



1 THE CASE OF THE SECOND WIENER CHAOS

all i ≥ 2 we have Ni ≤ N2 = 1
48κ4(F ) as well as Ni ≤ 1 for every i ≥ 2. We

have then the rough inequalities
∣

∣

∣

∣

∣

∣

∣

∣

∑

m1<p
m1+2m2+···+pmp=p

p
∏

i=1

(−Ni)
mi

mi!imi

∣

∣

∣

∣

∣

∣

∣

∣

≤ κ4(F )

48

∑

m1+2m2+···+pmp=p

p
∏

i=1

1

mi!imi

≤ p
κ4(F )

48

The last inequality above comes from the fact that

∑

m1+2m2+···+pmp=p

p
∏

i=1

1

mi!imi
≤

p
∏

i=1

p
∑

mi=0

1

mi!imi

≤
p
∏

i=1

e
1
i

≤ p

There is certainly room for improvement in the aforementioned inequalities
but we are not focused here on establishing sharp bounds. As a result, we
have established for all p ≥ 1 the following inequality

(8)

∣

∣

∣

∣

Sp −
1

2pp!

∣

∣

∣

∣

≤ p

48
κ4(F ).

Hence, as soon as p
48κ4(F ) ≤ 1

p!

(

1
2p − 1

2p+1

)

one has Sp ≥ 1
2p+1p!

. This holds

when κ4(F ) < 24
2p(p+1)! and it implies

∀λ > 0,
∞
∏

k=1

(1 + 8λα2
k) ≥ 1 +

1

2p+1p!
8pλp = 1 +

4p

2 p!
λp.

and thus

(9) ∀λ > 0,E (exp (−λΓ[F,F ])) =
1

√

1 + 1
2 p!4

pλp
≤

√
2 p!

2pλ
p

2

.

Now, take ǫ > 0, one has

P (Γ[F,F ] < ǫ) = P (exp (−λΓ[F,F ]) ≥ exp(−λǫ))

≤ eλǫE
(

e−λΓ[F,F ]
)

≤
√

2 p!

2p
eλǫ

λ
p

2

.
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2 THE CASE OF THE SECOND WIENER CHAOS

Setting λ = 1
ǫ gives that

P (Γ[F,F ] < ǫ) ≤
√

2 p!

2p
ǫ
p

2 ,

and ensures that 1/Γ[F,F ] ∈ Lq for every q < p
2 which achieves the proof.

2. Multivariate case in the second Wiener chaos

In this section, we extend to the multivariate case the content of Theorem 1.
We will write it in a sequential way since it is more convenient for us, though
it dos not provide a quantitative statement. Consider Fn = (Fn,1, · · · , Fn,d)
such that for every i ∈ {1, · · · , d} we have Fn,i ∈ Ker(L + 2Id). Moreover
we will also assume that Cov(Fn) = Idd. Then we shall prove the following
Theorem:

Theorem 2. — Assume that for every i ∈ {1, · · · , d} we have κ4(Fn,i) → 0.
Then, for every q ≥ 1 there exists Cq > 0 and nq ≥ 1 such that

(10) E

(

ei
∑d

k=1 ξkFk,n

)

≤ Cq
(

ξ21 + · · · + ξ2d
)

q

2

.

Using classical Fourier inversion methods, this shows that the sequence of
the joint densities of (Fn,1, · · · , Fn,d) converges towards the Gaussian density
in C∞ topology.

Proof. — Usually, to handle the non–degeneracy of a random vector by
Malliavin calculus, one needs to show negative moments for the deter-
minant of its Malliavin matrix. Here, we were not able to prove that

det
(

(Γ[Fn,i, Fn,j)1≤i,j≤d

)

admits negative moments for n large enough.

Instead of that we will only work somehow with univariate variables.

Using for instance Peccati-Tudor Theorem [PT05] , whose an alternate
proof may be found in [CNP+16], we know that for every i 6= j, Γ[Fn,i, Fn,j] →
0 in L2(P). As a result, for every (t1, · · · , td) ∈ Sd−1 the unit sphere of Rd we
have

Var

(

Γ

[

d
∑

i=1

tiFn,i,

d
∑

i=1

tiFn,i

])

= Var





d
∑

i,j=1

titjΓ [Fn,i, Fn,j ]





=

d
∑

i=1

t4i Var (Γ[Fn,i, Fn,i]) +
∑

i 6=j or k 6=l

titjtktlCov (Γ[Fn,i, Fn,j],Γ[Fn,k, Fn,l])

5



3 MULTIVARIATE CASE IN THE SECOND WIENER CHAOS

As a result we get
(11)

Var

(

Γ

[

d
∑

i=1

tiFn,i,
d
∑

i=1

tiFn,i

])

≤ max
1≤i≤d

Var (Γ[Fn,i, Fn,i])+d2 max
i 6=j

‖Γ[Fn,i, Fn,j ]‖2.

As the right hand side is independent of (t1, · · · , td) and since on any Wiener
chaos Var(Γ[Fn, Fn]) → 0 and κ4(Fn) → 0 are equivalent statements, one gets
that

(12) max
(t1,··· ,td)∈Sd−1

κ4

(

d
∑

i=1

tiFn,i

)

→ 0.

Thus, in virtue of Theorem 1, for any q ≥ 1 there exists nq ≥ 1 such that

∀n ≥ nq, ∀(t1, · · · , td) ∈ Sd−1,
1

Γ
[

∑d
i=1 tiFn,i,

∑d
i=1 tiFn,i

] ∈ Lp (Ω,F ,P) .

Now, let us fix t = (t1, · · · , td) ∈ Sd−1 and let us introduce for convenience

the notation Fn(t) =
∑d

i=1 tiFn,i. Then, using integrations by parts techniques
(see for instance [Nua06, Prop 2.1.4]) and combining the uniformity in the
bound (12) with Theorem 1, one can show that there is a constant Cp > 0

such that for every φ ∈ Cp−1
b (R):

∀t ∈ Sd−1, ∀n ≥ np,
∣

∣E
(

φp−1(Fn(t)
)∣

∣ ≤ Cp‖φ‖∞.

Applying this to tξ = 1√
ξ21+···+ξ2

d

(ξ1, · · · , ξd) and φ(x) = eix
√

ξ21+···+ξ2
d gives

that

∣

∣

∣E

(

ei
∑d

k=1 ξkFk,n

)∣

∣

∣ =

∣

∣

∣

∣

E

(

φ(Fn(tξ)
√

ξ21 + · · · + ξ2d

)∣

∣

∣

∣

≤ Cp
(

ξ21 + · · · + ξ2d
)

p−1
2

.

3. The case of the third Wiener chaos

Let us consider here F an element of Ker(L+3Id) which satisfies E(F 2) = 1.
Contrarily to the case of the second Wiener chaos, it is not anymore possible to
decompose F as a linear combination of independent random variables. This
issue remains for higher order chaoses and mainly explains why it is in general

6



3 THE CASE OF THE THIRD WIENER CHAOS

very difficult to extend to these settings some results holding true for the sec-
ond Wiener chaos. For instance, one still ignores what are the possible limits
in distribution of chaotic random variables or order strictly greater than 2. In
contrast, we know that every limit in distribution of random variables in the
second Wiener chaos may be written as an element of the second Wiener chaos
plus some independent Gaussian random variable, see for instance [NP+12b,
Thm 3.1] or else [BKNP15, Thm 1.2] for the multivariate case. Another
important instance where the second Wiener chaos provides stronger results
is given by [NP+12b, Thm 3.4], where for a wide class of targets, the conver-
gence in distribution is shown to be equivalent to the convergence of a finite
number of moments/cumulants. For sequences lying in Wiener chaoses of or-
der larger than 3, when the target is not Gaussian or else Gamma, we still don
’t know whether the convergence in distribution is ensured by the convergence
of a finite number of moments/cumulants. Closely related to these topics, one
might read [BCLT19] where quantitative fourth moment theorems are given
for targets lying in the Pearson family or else [DP+18] for analogous questions
in the Poisson space.

In this section, we investigate whether the phenomenon of regularization
along central convergence, which is established for the second Wiener chaos
in the last section, still holds for the third chaos. Unfortunately, we are not
able to provide a statement as strong as Theorem 1. Nevertheless, we shall
prove that provided that κ4(F ) is small enough, one can improve by a factor
tending to three the usual estimates of the non degeneracy of Γ[F,F ] given by
the Carbery-Wright inequality. Concretely, we will establish that

Theorem 3. — For every θ < 3
4 , there exits ǫ > 0 such that

κ4(F ) < ǫ ⇒ 1

Γ[F,F ]θ
∈ L1(Ω,F ,P).

This should be compared with the threshold 1
4 which is given by a standard

application of Carbery-Wright inequality. It should also be emphasized that
we will not provide a quantitative proof of the previous result, since it seemed
to us too technical and beyond the scope of this article. Abstract constants
proceed from a reasoning by the absurd at the end of the third step of the
proof below. Finally let us mention that Carbery-Wright inequality is a key
ingredient in a serie of recent papers as it enables one to provide quantitative
statements in terms of total variation, see for instance the following highly
non exhaustive list [BC19, NP13, BKZ18]. As such, any improvement of
the Carbery-Wright result in many applications regarding the current state of
this art.

Proof. — Step 0: preliminary material and notations

7



3 THE CASE OF THE THIRD WIENER CHAOS

Let us consider (Xi)i≥1 an i.i.d. sequence of standard Gaussian random
variables and the underlying probability space (Ω,F ,P). Without loss of gen-
erality, we shall assume that F = σ(Xi; i ≥ 1). Let us briefly recall that the
Malliavin operators on the Wiener space (Ω,F ,P) are defined in the following
way:

∀f ∈ C1
b (Rd,R),

Γ[f(X1, · · · ,Xd), f(X1, · · · ,Xd)] =
∑

1≤i,j≤d

∂if(X1, · · · ,Xd)2

∀f ∈ C2
b (Rd,R),

L [f(X1, · · · ,Xd)] = ∆f(X1, · · · ,Xd) −
d
∑

i=1

Xi∂if(X1, · · · ,Xd).

Consider {a(i, j, k)}1≤i,j,k≤N a sequence of real numbers indexed by J1, NK3

which is assumed to be symmetric: ∀σ ∈ S3, and every (i1, i2, i3) ∈ J1, NK3

one has a(iσ(1), iσ(2), iσ(3)) = a(i1, i2, i3). We will also assume that whenever
i1 = i2 or i2 = i3 or else i1 = i3 we have a(i1, i2, i3) = 0. Then, let us introduce

F := F (X1, · · · ,XN )

=
∑

1≤i1,i2,i3≤N

a(i1, i2, i3)Xi1Xi2Xi3 ∈ Ker(L + 3Id).

We will further assume that

E(F 2) = 6
∑

1≤i1<i2<i3≤N

a(i1, i2, i3)2 = 1.

In the sequel we will work with F which is a homogeneous polynomial of
degree 3 into a finite numbers of Gaussian random variables. All the forthcom-
ing estimates will be independent on the number of entries N , and therefore
can be extended verbatim to the infinite dimensional setting.

Finally the proof requires here a particular gradient, customarily called the
sharp operator, which has been introduced by N. Bouleau, see [BH10, page
135] or [Bou03, page 80]. This gradient is particularly convenient since it
maintains somehow the Gaussian structure with opposition with the standard
choice of the literature to introduce an auxiliary Hilbert space of the form
L2([0, T ]). It plays a crucial role in our approach. To do so, we need a

copy (Ω̂, F̂ , P̂) of (Ω,F ,P) as well as (X̂i)i≥1 a corresponding i.i.d. sequence

of standard Gaussian such that F̂ = σ(X̂i; i ≥ 1). For any m ≥ 1 and
any F ∈ C1

Pol(R
m,R), the set of functions of C1(Rm,R) whose gradient has a

8



3 THE CASE OF THE THIRD WIENER CHAOS

polynomial growth, one may define the following sharp operator :

(13) ♯F (X1, · · · ,Xm) :=
m
∑

i=1

∂iF (X1, · · · ,Xm)X̂i.

Step 1) Encoding the law of Γ[F,F ] by the spectrum of a Gaussian matrix

For the sake of clarity, E denotes the expectation with respect to P and Ê

stands for the expectation with respect to P̂. Relying on the definition (13)
and the formula for the square field operator which was recalled previously, one

deduces that Γ[F,F ] = Ê((♯F )2). Moreover, conditionally to (X1, · · · ,XN ),

the random variable ♯F is a centered Gaussian whose variance is Γ[F,F ]. As
a result we get the formula

(14) E

(

e−
Γ[F,F ]

2
ξ2
)

= EÊ

(

eiξ
♯
F

)

This relates the Laplace transform of the square field operator with the
characteristic function of the sharp gradient. On the other hand one may
write

♯F =
∑

1≤i1,i2,i3≤N

a(i1, i2, i3)♯ (Xi1Xi2Xi3)

=
∑

1≤i1,i2,i3≤N

a(i1, i2, i3)
(

♯Xi1Xi2Xi3 + Xi1
♯Xi2Xi3 + Xi1Xi2

♯Xi3

)

=
∑

1≤i1,i2,i3≤N

a(i1, i2, i3)
(

X̂i1Xi2Xi3 + Xi1X̂i2Xi3 + Xi1Xi2X̂i3

)

=
∑

1≤i1,i2≤N

α̂(i1, i2)Xi1Xi2

where, by using symmetry properties of the sequence {a(i, j, k)}, we have

α̂(i1, i2) = 3
∑

1≤k≤N

a(i1, i2, k)X̂k.

The matrix Â ∈ MN (R) whose entries are (α̂(i1, i2))1≤i1,i2≤N is then a
symmetric matrix with Gaussian entries. We can diagonalize it and find N
random variables (λ̂1, · · · , λ̂N ) which correspond to the spectrum of Â and

are ordered in the following way: |λ̂1| ≥ |λ̂2| ≥ · · · ≥ |λ̂N |. There also exists

P̂ a random variable taking values in ON (R), the set of orthonormal matrix,

9



3 THE CASE OF THE THIRD WIENER CHAOS

such that Â = P̂ Diag(λ̂1, · · · , λ̂N )tP̂ . As a result, denoting by (Y1, · · · , YN ) =
(X1, · · · ,XN )P , we have

∑

1≤i1,i2≤N

α̂(i1, i2)Xi1Xi2 = (X1, · · · ,XN )Ât(X1, · · · ,XN )

= (Y1, · · · , YN )Diag(λ̂1, · · · , λ̂N )t(Y1, · · · , YN )

=
N
∑

k=1

λ̂kY
2
k

=
N
∑

k=1

λ̂k(Y 2
k − 1),

where the last equality comes from the fact that the trace of Â is zero.
Let us note that, since P̂ is an orthonormal matrix which is independent of
(X1, · · · ,XN ), we get that (Y1, · · · , YN ) is a vector of i.i.d. standard Gaussian

conditionally to (X̂1, · · · , X̂N ). As a result, in virtue of the Fubini Theorem
and the conditional independence aforementioned, one gets

EÊ

(

eiξ
♯
F

)

= ÊE

(

eiξ
♯
F

)

= Ê

(

N
∏

k=1

E

(

eiξλ̂k(Y
2
k
−1)
)

)

= Ê





N
∏

k=1

1
√

1 − 2iλ̂kξ





Note that,
√

1 + ix may be defined unambiguously for every x ∈ R by√
1 + ix = (1 +x2)

1
4 ei arctan(x)/2. Coming back to the equation (14) we get the

following relation between the square field operator and the spectrum of Â:

(15) ∀ξ ∈ R, E

(

e−
Γ[F,F ]

2
ξ2
)

= Ê









1
√

det
(

Id− 2iξÂ
)









.

As a matter of fact, the distribution of Γ[F,F ] is fully encoded by the distri-

bution of the spectrum of Â.

Step 2) Bounding the spectral radius of Â by the fourth cumulant of F :

In this step we use tail estimates of Gaussian chaoses which have been
proved for instance in [L+06, Thm1 or equation (2)]. We will need them only
for the case of the second Wiener chaos. These estimates assert that there

10



3 THE CASE OF THE THIRD WIENER CHAOS

exists an absolute constant C > 1 such that, for every N ≥ 1, any symmetric
real matrix M ∈ MN and any p ≥ 1:

(16)

1

C

(√
p
√

Tr(M2) + pρM

)

≤

∥

∥

∥

∥

∥

∥

∑

i,j≤N

Mi,jXiXj

∥

∥

∥

∥

∥

∥

p

≤ C
(√

p
√

Tr(M2) + pρM

)

where ρM stands for the spectral radius of M . Applying this in the case

M = Â and considering the 2p-norm with respect to P only gives the following
inequality P̂-almost surely.

E

(

∣

∣

∣

♯F
∣

∣

∣

2p
)

≥
(

4

C2

)p

|λ̂1|2pp2p.

Taking now the expectation with respect to Ê gives

ÊE

(

∣

∣

∣

♯F
∣

∣

∣

2p
)

= EÊ

(

∣

∣

∣

♯F
∣

∣

∣

2p
)

= E (Γ[F,F ]p)
(2p)!

2pp!

≥
(

4

C2

)p

p2pÊ
(

|λ1|2p
)

.

The last equality uses the fact that ♯F is Gaussian of variance Γ[F,F ] con-

ditionally to F̂ and (2p)!
2pp! is the moment of order 2p of a standard Gaussian

random variable. Note that by Stirling formula one has

(2p)!

2pp!

1

p2p
∼

√
2

2p

ep
pp

1

p2p

∼
√

2

(

2

e

)p 1

pp

As a result, for some universal constant C we have

(17)
∥

∥

∥
λ̂1

∥

∥

∥

2p
≤ C√

p

√

‖Γ[F,F ]‖p.

On the other hand, by the triangle inequality and hypercontractivity on
Wiener chaoses, we get

‖Γ[F,F ]‖p ≤ ‖Γ[F,F ] − 3‖p + 3

≤ (p − 1)2 ‖Γ[F,F ] − 3‖2 + 3

≤ p2
√

Var (Γ[F,F ]) + 3

11



3 THE CASE OF THE THIRD WIENER CHAOS

Besides, a central result of Nourdin-Peccati theory, applied here for the third
Wiener chaos case, asserts that

√

Var (Γ[F,F ]) ≤ 3
√

κ4(F ).

Many proofs may be found in the literature, one can consult for instance
[ACP14, Thm3.2] for a proof or else [NP12a] for an overview of the literature
around this type of inequalities. Gathering all theses facts gives, for some
universal constant C which may change from line to line, that

∥

∥

∥λ̂1

∥

∥

∥

2
≤

∥

∥

∥λ̂1

∥

∥

∥

2p

≤ C√
p

√

p2
√

Var (Γ[F,F ]) +

√
3C√
p

≤ C

(√
pκ4(F )

1
4 +

1√
p

)

Optimizing in p then gives, for some absolute constant C > 0 that

(18)
∥

∥

∥
λ̂1

∥

∥

∥

2
≤ Cκ4(F )

1
8 .

Step 3) Behavior of Tr(Â2):

In this step we shall use the celebrated Nourdin-Peccati bound which is at
the heart of the Malliavin-Stein method. It asserts that, as soon as X belongs
to some Wiener chaos of any order and has variance 1 we have

(19) dTV (X,N (0, 1)) ≤ 1√
3

√

E(X4) − 3.

Let us apply this bound to ♯F , conditionally to (X̂1, · · · , X̂N ). Taking into

account that E(♯F 2) = 2Tr(Â2), the bound (19) gives, conditionally to F̂ that

12



3 THE CASE OF THE THIRD WIENER CHAOS

∣

∣

∣

∣

E

(

eiξ
♯
F

)

− e−ξ2Tr(Â2)

∣

∣

∣

∣

≤ dTV

(

♯F,N (0, 2Tr(Â2)
)

≤ 1√
3Tr(Â2)

√

κ4(♯F )

=
1√

3Tr(Â2)

√

√

√

√48

N
∑

k=1

λ̂4
k

≤ 4
|λ̂1|

√

Tr(Â2)

Note that Tr(Â2) is a quadratic form in Gaussian random variables which
satisfies

Ê

(

Tr(Â2)
)

= 9
∑

1≤i1,i2,i3≤N

a(i1, i2, i3)2 =
3

2
.

This is why we have P̂

(

Tr(Â2) = 0
)

= 0 and the above inequalities are

unambiguous. Taking the expectation with respect to Ê gives

∣

∣

∣E

(

e−ξ2 Γ[F,F ]
2

)

− Ê

(

e−ξ2Tr(Â2)
)∣

∣

∣

=

∣

∣

∣

∣

ÊE

(

eiξ
♯
F

)

− Ê

(

e−ξ2Tr(Â2)
)

∣

∣

∣

∣

≤ Ê

(∣

∣

∣

∣

E

(

eiξ
♯
F

)

− e−ξ2Tr(Â2)

∣

∣

∣

∣

)

≤ 4Ê





|λ̂1|
√

Tr(Â2)





≤ 4

(

Ê

(

|λ̂1|√
α

)

+ P

(

Tr(Â2) ≤ α
)

)

However Tr(Â2) is polynomial of degree 2 in the Gaussian r.v (X̂1, · · · , X̂N )
and the Carbery-Wright inequality (see e.g.[CW01]) gives, for some absolute
constant C > 0 which, in the sequel, may change from line to line that

P

(

Tr(Â2) ≤ α
)

≤ C

√
α

Ê

(

Tr(Â2)
) ≤ c

√
α.

13



3 THE CASE OF THE THIRD WIENER CHAOS

Gathering all theses facts leads to the inequalities valid for every ξ ∈ R:

∣

∣

∣
E

(

e−ξ2
Γ[F,F ]

2

)

− Ê

(

e−ξ2Tr(Â2)
)∣

∣

∣
≤ C

(

1√
α
Ê

(

|λ̂1|
)

+
√
α

)

≤ C

√

Ê

(

|λ̂1|
)

≤ Cκ4(F )
1
16 ,

where we have used the bound (18) at the end.

Let us now show by the absurd that

(20) ∀ǫ > 0,∃δǫ > 0 s.t. κ4(F ) < δǫ ⇒ Var
(

Tr
(

Â2
))

≤ ǫ.

If it would not be true, for some ǫ > 0 one might find a sequence {Fn}n≥1

of random variables in the third chaos such that :

– E(F 2
n) = 1,

– κ4(Fn) ≤ 1
n

– Var
(

Tr
(

Ân
2
))

≥ ǫ.

Up to extracting a subsequence, we may assume that Tr
(

Ân
2
)

converges

in distribution towards Z∞ and one deduces by passing at the limit that, for
every ξ ∈ R:

E

(

e−ξ2 3
2

)

= Ê

(

e−ξ2Z∞

)

.

Finally, by injectivity of the Laplace transform of positive random variables

one deduces that Z∞ = 3
2 and thus necessarily Tr

(

Â2
n

)

→ 3
2 and we finally

get

Var
(

Tr
(

Â2
n

))

→ 0,

which is contradictory. Unfortunately reasoning by the absurd leads to ab-
stract constants and we lose here the ability of providing explicit quantitative
statements. One way to bypass this problem is to relate the infinite norm of

the difference of the Laplace transforms of Γ[F,F ] and Tr
(

Â2
)

to some usual

probability distance, such as Forter-Mourier. This falls beyond the scope of
this article and the statement (20) would be enough for us.

Step 4): Improving Carbery-Wright rate for Γ[F,F ] by a factor 3:

Set 0 < θ < 3
4 and chose an integer p large enough such that

2θ <
1

2
+

p2 − p

p2 + 2p− 2
<

3

2
.

14



3 THE CASE OF THE THIRD WIENER CHAOS

The equation (15) gives the following inequality:

∣

∣

∣
E

(

e−
Γ[F,F ]

2
ξ2
)∣

∣

∣
=

∣

∣

∣

∣

∣

∣

∣

∣

Ê









1
√

det
(

Id− 2iξÂ
)









∣

∣

∣

∣

∣

∣

∣

∣

≤ Ê







N
∏

k=1

1
(

1 + 4λ̂2
kξ

2
) 1

4






.

Let us use again some notations of the last section and set for every q ≥ 1:

Ŝq =
∑

1≤i1<i2<···<iq≤N

λ̂2
i1 λ̂

2
i2 · · · λ̂2

iq

N̂q =

N
∑

i=1

λ̂2q
i .

As previously, the Newton-Girard inequalities give

Ŝp =
N̂ p

1

p!
+ (−1)p

∑

m1<p
m1+2m2+···+pmp=p

p
∏

i=1

(−N̂i)
mi

mi!imi
,

with p being the integer previously chosen. Besides we also have for every
choice of (m1, · · · ,mp) such that m1 + 2m2 + · · · + pmp = p and m1 < p

there exits i ≥ 2 such that mi > 0. Hence, for this index i we have |N̂i| ≤
(

|λ̂i|2i−2N̂1

)

which implies that

p
∏

i=1

|N̂i|mi ≤ |λ̂1|
∑N

i=2(2i−2)miN̂m1+···+mp

1

Let us recall that one has Ê

(

N̂1

)

= Tr
(

Â2
)

= 3
2 as well as the estimate

(18). One deduces that, provided that κ4(F ) is small enough, then

Ê

(

Ŝp

)

≥ 1

2p!
Ê

(

N̂ p
1

)

≥ 1

2

3p

2pp!
.

On the other hand, the Newton-Girard formulas expresses Ŝp as linear com-

binations of Tr(Âk) with k ∈ {2, 4, · · · , 2p} which ensures that Ŝp is a polyno-

mial function of degree 2p of the Gaussian variables {X̂1, · · · , X̂N} and which

15



3 THE CASE OF THE THIRD WIENER CHAOS

is positive. One can use the Carbery-Wright inequality to Ŝp which asserts
that

(21) E

(

Ŝp

) 1
2p

P̂

(

Ŝp ≤ α
)

≤ Cα
1
2p .

As a matter fact, we have shown that, provided that κ4(F ) is small enough,
one gets that

P

(

Ŝp ≤ α
)

≤ Cpα
1
2p ,

where the constant cp is an absolute constant depending only on p. We are
now ready for the final argument. Let us firs note that, since for every p ≥ 1,
Ŝp ≥ 0, the following inequality holds:

N
∏

k=1

1
(

1 + 4λ̂2
kξ

2
) ≥ 1 + 4ξ2Ŝ1 + 4pξ2pŜp.

Discussing according to Ŝp ≥ ǫ leads to

(22) E







N
∏

k=1

1
(

1 + 4λ̂2
kξ

2
) 1

4






≤
(

1

4pξ2pǫ

) 1
4

+
1√
ξ
E





1

Ŝ
1
4
1

1{Ŝp<ǫ}





One the other hand, relying on the statement (20) established in the previ-

ous step, we know that Var(Tr(Â2)) tends to zero when κ4(F ) tends to zero.
Besides,

Tr(Â2) = 9
∑

1≤i1,i2≤N

(

N
∑

k=1

a(i1, i2, k)X̂k

)2

is a positive quadratic Gaussian form which can be diagonalized and written
in the form

Tr(Â2) =

N
∑

k=1

βkĜ
2
k

where {βk}k≥1 is a collection of positive real numbers whose sum is necessarily

equal to Ê

(

Tr
(

Â2
))

= 3
2 and where the Ĝk are independent standard Gaus-

sian in the space
(

Ω̂,F ,P
)

. Combining Theorem 1 with the observation (20)

16



3 THE CASE OF THE THIRD WIENER CHAOS

entails that:

(23) ∀q ≥ 1,∃ηq > 0 s.t., κ4(F ) ≤ η ⇒ Tr(Â2) = N2 = Ŝ1 ∈ L−q(Ω̂,F ,P).

Assuming that κ4(F ) < ηp and applying Hölder inequality gives, for a constant
Cp only depending on p and changing from line to line:

E







N
∏

k=1

1
(

1 + 4λ̂2
kξ

2
)

1
4






≤ Cp





1

ξ
p

2 ǫ
1
4

+
1√
ξ
E

(

1

Ŝ
p

4
2

)
1
p

P̂

(

Ŝp < ǫ
)

p−1
p





≤ Cp

(

1

ξ
p

2 ǫ
1
4

+
1√
ξ

(

ǫ
1
2p

)
p−1
p

)

When minimizing on ǫ one must have

ǫ
p−1
p

1
2p

+ 1
4 =

1

ξ
p−1
2

,

which gives

ǫ
1
2p =

(

1

ξ

)
p2−p

p2+2p−2

.

Hence, one gets for ξ > 0 large enough:

E







N
∏

k=1

1
(

1 + 4λ̂2
kξ

2
) 1

4






≤ Cp

(

1

ξ

)
p2−p

p2+2p−2
+ 1

2

≤ Cp

(

1

ξ

)2θ

.

To conclude the proof we use again Markov inequality and write

P (Γ[F,F ] < ǫ) = P

(

e−ξ2Γ[F,F ] ≥ e−ξ2ǫ
)

≤ eξ
2ǫ
E

(

e−ξ2Γ[F,F ]
)

≤ Cpe
ξ2ǫ 1

ξ2θ
.

Choosing ξ = 1√
ǫ

leads to the desired conclusion.
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