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Abstract— This paper presents a simple approach to assess
performance that can be achieved by the MMSE turbo equalizer
in ST-BICM systems over multipaths Rayleigh block fading chan-
nels with i.i.d fading statistics. By considering perfect information
exchange between the SISO decoder and the linear MMSE
equalizer, the performance reaches the matched filter bound, and
a closed form expression of the corresponding probability of bit
error can be derived at the output of the equalizer. In particular,
we emphasize that the suggested approach provides an attractive
and reliable tool for performance validation consistently with the
proposed expression of the probability of bit error. Simulations
for 4-PSK and 8-PSK modulated signals show the relevance of the
proposed approach and the full benefit provided by the MMSE
turbo equalizer. In addition some clarification of the signal-to-
noise ratio definition is pointed out.

Index Terms— Space-Time BICM, MMSE Turbo equalization,
performance validation, Rayleigh block fading multipath chan-
nel, probability of bit error expression.

I. INTRODUCTION

Space time bit interleaved coded modulation is used in mul-
tiple transmit and receive antenna systems [1][2] to increase
data rates. Information bits are first encoded before being
interleaved. Interleaved coded bits are splitted into nT streams
and then passed through a modulator. Each of the resulting
symbols is transmitted from an antenna. At the receiver, the
MMSE turbo equalizer consists of a minimum mean square
error (MMSE) equalizer and a decoder. The equalizer, with a
priori information, performs iterative parallel soft interference
cancellation and linear MMSE filtering. The result is then
provided to the soft-input soft-output (SISO) decoder. Iterative
information exchange on the coded bits is done between the
two functions according to the MMSE turbo equalization
principle [3][4][5].

The bit error rate (BER) at the output of the channel decoder
is generally used to estimate the system performance. How-
ever, the complexity involved to obtain an exact expression
of the probability of bit error after an iterative processing
becomes quite high or in many cases prohibitive, and approx-
imate bounds derived under various asymptotic conditions are
generally used [6][2][7].

Instead of evaluating the BER at the output of the channel
decoder, we consider the BER at the output of the MMSE
equalizer. We derive the exact expression of the probability of
bit error by using perfect information from the SISO decoder
in the equalizer. We show that the proposed approach enables
to accurately predict asymptotic performance and diversity

improvement for the understanding of ST-BICM systems.
In addition, this paper is motivated by the observation that
performance comparison, when considering several papers,
often results in a failure. Therefore, we suggest some clari-
fication on the signal-to-noise ratio (SNR) definition to ensure
reproducible results .

II. MIMO DATA MODEL AND ASSUMPTIONS

Consider the case of a MIMO multipaths Rayleigh block
fading channel with nT transmit and nR receive antennas. As
illustrated in Fig. 1, information bits are first encoded before
being interleaved. Interleaved coded bits are serial to parallel
converted and then modulated. Each of the nT resulting
symbol streams is sent from one of the nT transmit antennas.
We denote sm(d) the dth symbol transmitted from the mth

transmit antenna. The transmitted symbols are assumed to
be independent, identically distributed (i.i.d) and of variance
σ2

s . The modulation size is denoted M and Q is defined as
Q = log2(M).
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Fig. 1. ST-BICM transmission structure.

The transmitted symbols constructed as illustrated in Fig. 1
are organized as blocks of N transmitted symbols on each
antenna. Consecutive blocks of N transmitted symbols are
separated by a guard interval, which prevents from inter-block
interference. Each guard interval is assumed to contain L− 1
zeros (Zero-Padding). We assume a coherent symbol-spaced
receiver with perfect carrier and time synchronization such
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that the samples received yn(d) at time d on receive antenna n
can be represented by a discrete-time baseband model having
sm(d) as input, corrupted by additive complex Gaussian noise
samples bn(d) i.i.d, of zero-mean and variance σ2

b

yn(d) =

L−1
∑

l=0

nT
∑

m=1

hn,m(l)sm(d−l)+bn(d) n = 1, .., nR (1)

where the discrete linear filter hn,m(l)l=0,..,L−1 of length
L denotes the discrete-time equivalent channel model be-
tween transmit antenna m and receive antenna n. The coeffi-
cients hn,m(l)l=0,..,L−1 are assumed to be complex Rayleigh-
distributed, i.i.d, of zero mean and satisfying the power nor-
malization constraint

E[

L−1
∑

l=0

|hn,m(l)|2] = 1 (2)

Specifically, through the use of such Rayleigh block fad-
ing propagation channel and zero-padded transmission, we
represent a communication model where transmitted blocks
may result from frequency-hopping in Time Division Multiple
Access (TDMA).

By grouping the received samples from all nR receive
antennas at symbol time d, let us now introduce the nR × 1
channel output column vector y(d) ≡ {yn(d)}n=1,..,nR

and
the nR×1 column vector of additive complexe noise samples
b(d) ≡ {bn(d)}n=1,..,nR

. The corresponding mapped symbols
of all transmit antennas at symbol time d are given as a
nT × 1 vector s(d) ≡ {sm(d)}m=1,..,nT

. For the equalizer
derivation, it is convenient to consider the equivalent length
NF = NF1

+ NF2
+ 1 sliding window model for the received

signal. Over a block of NF symbol periods, we can relate
y(d + k), k = 0, .., NF − 1 to the corresponding vector of
input samples as follows

y(d) = Hs(d) + b(d) (3)

where y(d), s(d), b(d) are stacked vectors such that

y(d) =
[

y(d)T . . . y(d + NF − 1)T
]T

(4)

of dimension nRNF × 1

b(d) =
[

b(d)T . . . b(d + NF − 1)T
]T

(5)

of dimension nRNF × 1

s(d) =
[

s(d−NF1
)T . . . s(d + NF2

+ L− 1)T
]T

(6)
of dimension nT (NF + L− 1)× 1 and H is a block-Toeplitz
channel matrix

H =













H(0) . . . H(L− 1) 0 . . .
0 H(0) . . . H(L− 1) 0
...

. . .
. . .

. . .
...

0
... H(0) . . . H(L− 1)













(7)

of dimension nRNF × nT (NF + L− 1) consisting of blocks
H(l) given by

H(l)l=1,..,L =







h1,1 (l) . . . h1,nT
(l)

...
. . .

...
hnR,1 (l) . . . hnR,nT

(l)






(8)

of dimension nR × nT .

III. AVERAGE SNR PER ANTENNA DEFINITION

The transmitted symbols from each antenna have an equal
variance of σ2

s = P/nT so that the total transmitted power
is constrained to P . The MIMO channel relates the average
signal power to noise power per receive antenna n according
to:

γ =

L−1
∑

l=0

nT
∑

m=1

E[|hn,m(l)|2]σ2
s/σ2

b = P/σ2
b (9)

where we assume the following normalization constraint on
the fading coefficients: E[|hn,m(l)|2}]∀n,m,l = 1/L.

When considering the signal to noise ratio γ measured in a
symbol rate bandwidth 1/Ts: each receive antenna collects
a total power of EbDb with a corresponding noise power
N0/Ts, where Eb is the average transmitted bit energy, Db the
transmitted bit rate and N0 the noise power spectral density.
Assuming a channel code rate R and a constellation order
M , the transmitted bit rate is Db = RnT log2(M)/Ts bits/s.
If the reception low-pass filter is the square root of a raised
cosinus filter and under the ideal Nyquist band-limited filtering
assumption, the average gaussian noise power is equal to
Pb = NO/TS . Therefore the relationship between the average
signal to noise ratio per receive antenna γ and the signal to
noise ratio per information bit Eb/N0 is given by

γ = EbDb/(N0/Ts) = RnT log2(M)Eb/N0 (10)

IV. TURBO EQUALIZATION OF ST-BICM SYSTEM

The structure of the investigated iterative receiver is shown
in Fig. 2. The receiver consists of the concatenation of
a Soft Input / Soft Output equalizer and a Soft Input /
Soft Output decoder exchanging information on the coded
bits in an iterative manner according to the MMSE turbo
equalization principle [3]. Here is the main turbo equalization
principle algorithm. The detailed algorithm can be found
in [4][5]. Based on the interleaved a posteriori probabilities
about all coded bits available at the decoder output, the
detector calculates the soft symbol values for both multi-
antenna interference (MAI) and intersymbol interference (ISI).
If LE

INm
(q) denotes the Logarithm of Likelihood Ratio (LLR)

for the qth encoded bit from mth transmit antenna (i.e after
interleaver and serial to parallel conversion), the soft symbol
values s̃m(d) are computed taking the conditional expectation
E
[

sm(d)|{LE
INm

(q)}Qd≤q≤Q(d+1)−1

]

. If {cq}Qd≤q≤Q(d+1)−1

is refered as binary components corresponding to the complex
signal set M, we can write

s̃m(d) =
∑

s∈M, cq↔s

s

Q(d+1)−1
∏

q=Qd

P
(

cq|{LE
INm

(q)}
)

(11)
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Fig. 2. MMSE Turbo equalizer structure

and the corresponding variance

σ2
s̃m(d) =

∑

s∈M, cq↔s

|s|2
Q(d+1)−1
∏

q=Qd

P
(

cq|{LE
INm

(q)}
)

(12)

where P
(

cq|{LD
INm

(q)}
)

can be computed as 1
2 (1 +

(2cq − 1) tanh(
LE

INm
(q)

2 )) [8].
Using these data estimates and the channel coefficients, a

soft replica of the interference is computed for each of the nT

antennas, and then substracted from the total received signal
y(d). Let introduce the nT (NF + L − 1) × 1 dimensional
vector ỹ

m
(d) = y(d)−Hs̃(d) of residual interference for all

m = 1, .., nT , where s̃(d) denotes the nT (NF + L − 1) × 1
dimensional vector of soft symbol values. We follow the
approach described in [9] and represent the MMSE filter
input signal as the desired component added to the residual
interference

r̃
m

(d) = h
∆m

s̃m(d) + ỹ
m

(d) (13)

where h∆m
is the ∆th

m column vector of channel matrix
H corresponding to the different fadings experienced by the
desired component. The index ∆m is the decision delay
parameter required in the derivation of the equalizer transfer
function such that ∆m = NF1

+ 1.
The remaining signal is processed by the MMSE filter to

further suppress the residual interference. The nRNF × 1
dimensional filter w

m
(d) wich minimizes the mean square

error between the input r̃
m

(d) and the estimated symbol sm(d)

E[|w
m

H(d)r̃
m

(d)− sm(d)|2 |̃s(d)] (14)

provides us with the following equalized symbol for each
index m = 1, .., nT

zm(d) = µm(d)s̃m(d) + w
m

H(d)ỹ
m

(d) (15)

where
w

m
H(d) = αm(d)σ2

sΣ(d)−1hH
∆m

µm(d) = w
m

(d)Hh
∆m

(16)

in which the nRNF ×nRNF covariance matrix of the residual
interference in (13) is given by

Σ(d) = HΛ(d)HH + σ2
b INF nR

(17)

and is common to all m. The nT (NF +L−1)×nT (NF +L−1)
diagonal matrix Λ(d) denotes the error covariance matrix
of the soft symbol estimates obtained as Diag(E[|s(d) −
s̃(d)|2 |̃s(d)]). The intermediate variables αm(d) are computed
as

αm(d) =
1

1 + σ2
s̃(d)h

∆m

HΣ(d)−1h
∆m

(18)

Since the elements of Λ(d) are not constant, the MMSE
solution is time-variant and (16) have to be computed for each
index d.

The detector generates soft estimates of the coded bits
conditional on the equalizer output zm(d), as well as a priori
information about all coded bits. Assuming that the LLR
LE

OUTm
(q) refered as binary components to symbol sm(d) at

time d defined as qmod(Q) + 1, we can write

LE
OUTm

(q) = ln
P(cq = 1|zm(d))

P(cq = 0|zm(d))
− LE

INm
(q) (19)

where the a priori LLR LE
INm

(q) fed back from the decoder
is substracted out since equalizer should deliver extrinsic
information only. The above expression is computed by using
the gaussian assumption for the term of residual interference
in (15) as in [5]. Given the observation and prior probabilities
after deinterleaving and parallel to serial conversion, the
decoder computes the marginal log-likelihood of the coded bits
in the form LD

OUT(cq) [10]. At the last iteration, the decoder
provides hard decisions âk on information bits.

V. PERFORMANCE VALIDATION FOR MMSE TURBO

EQUALIZATION: PROPOSED APPROACH

First of all, we assume a block fading environment and per-
fect a priori information feeding the filter (16) (i.e Λ(d) = 0 in
(17)). The so-called genie MMSE equalizer suppresses multi-
antenna interference and intersymbol interference components
for each transmit antenna, from the received signal. We can
write the output of the equalizer as an estimate of sm(d) (15)

zm(d) =
σ2

s ||h∆m

||2
σ2

s ||h∆m

||2 + σ2
b

sm(d) +
σ2

sh∆m

H

σ2
s ||h∆m

||2 + σ2
b

b(d)

(20)
In that case we can consider the estimated output symbol
from each transmit antenna m as the output of an equivalent
ISI+MAI free AWGN channel. Let us now write the average
SNR computed over different blocks at the output of the equal-
izer as a function of γ defined in (10). It is easily shown that
SNRm = ||h

∆m

||2γ. By considering the Toeplitz structure
of the channel matrix H (7), let us write ||h

∆m

||2 as κ =

(
∑nRL−1

k=0 κ2
k) where the channel coefficients {κk}k=1,..,nRL

are i.i.d complex gaussian with zero mean. Therefore, κ has
a chi-squared distribution with 2nRL degrees of freedom
and variance 1/L. Assuming soft demapping without a priori



knowledge, the conditional probability of bit error for M-
PSK modulated signals in time-invariant environment with
perfect CSI at the receiver, can be expressed as: Peκ =
PeM-PSK (κγ). Hence, to find the probability of error in a
block fading environment, we average the above BER over
the fading channel statistics of κ.

In case of 4-PSK modulated signals, the conditional prob-
ability of bit error for M-PSK can be expressed as [11]:

Pe4-PSK = Eκ

[

1
2erfc

(

√

κγ
2

)]

. There is a closed-form

solution as

Pe4-PSK =

[

1

2

(

1−
√

γ/L

1 + γ/L

)]LnR

LnR−1
∑

k=0

(

LnR − 1 + k
k

)

[

1

2

(

1 +

√

γ/L

1 + γ/L

)]k (21)

in which we define γ = nT log2(M)γ. Note that this result is
identical to the average probability of error for a maximum
ratio combining scheme over a flat fading channel [11] with
diversity of order nRL. Hence our system benefits from a
diversity of order L due to the channel dispersion in addition to
the explicit nR order spatial diversity. This also coincides with
the matched filter bound in ST-BICM systems at the output of
the genie MMSE equalizer.

Expression for higher order signaling 8-PSK mapping can
be similarly derived [12]

Pe8-PSK =
1

2
−

2
∑

j=1

1

3
ϑj{(

1

2
+

arctan(%j)

π
)

nRL−1
∑

k=0

(

2k
k

)

1

[4(ς2
j + 1)]k

+
sin(arctan(%j))

π

nRL−1
∑

k=1

k
∑

i=1

Tik cos2(k−i)+1(arctan(%j))

(ς2
j + 1)k

}

(22)



























































































ςj =
3(γ/L)(

√
2 + (−1)j)

2
√

2
j = 1, 2

ϑj =
3(γ/L)(

√
2 + (−1)j)

3(γ/L)(
√

2 + (−1)j) + 2
√

2
j = 1, 2

%j =
3(γ/L)(

√
2− (−1)j)

3(γ/L)(
√

2 + (−1)j) + 2
√

2
j = 1, 2

Tik =

0

@

2k
k

1

A

0

@

2(k − i)
k − i

1

A 4i(2(k − i) + 1)

(23)

where we assume a bit-symbol Gray mapping. Note that, best
asymptotic performance will be obtained when considering a

priori information during the soft demapping process in (19)
[13].

VI. RESULTS AND DISCUSSION

To evaluate the performance of the linear MMSE equalizer
with a priori information, we consider a block transmission
over different MIMO configurations with nT = nR = 2, 4
and perfect CSI at the receiver. The frame size is 512 in-
formation bits. Information bits are first encoded with a 64-
state convolutional of rate 1/3 and code generator polynomials
(133, 145, 175). The coded bits are then interleaved by a
pseudo-random permutation, serial to parallel converted and 4-
PSK or 8-PSK modulated. The channel is multipaths Rayleigh
block fading with respectively L = 2 and L = 10 paths and
variance 1/L. Guard intervals of length L − 1 are inserted
between successive blocks to prevent from interblock interfer-
ence. In the MMSE equalizer, the filter coefficient number is
set to NF = 9 (NF1

= NF2
= 4) for L = 2 and (NF = 21

NF1
= NF2

= 10) for L = 10.
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Fig. 3. Performance comparison of the MMSE equalizer with perfect a priori
information and the corresponding probability of bit error expression in ST-
BICM system with nT = nR = 2, 4 over Rayleigh block fading channel of
order L = 2 and L = 10 for 4-PSK modulated signals. The performance of
the MMSE equalizer with perfect a priori information perfectly matches that
of the proposed probability of bit error expression. This demonstrates also the
benefits offered by the considered equalizer to exploit multipaths.

In Fig. 3 and Fig. 4, we compare the bit error rate of the
MMSE equalizer with perfect a priori information and the
corresponding analytical probability of bit error developed in
(21) and (22) respectively for 4-PSK and 8-PSK modulated
signal. In each MIMO configuration, we observe that both
curves are indistinguishable which confirms the relevance
of the proposed BER expression. The figure also shows
performance improvements due to the receive diversity with
increasing number of receive antennas and order of channel



impulse response length. The BER of the MMSE equalizer
and the channel decoder with estimated a priori information
for nT = nR = 2 over multipaths Rayleigh block fading
channel of order L = 2 for 8-PSK modulated signal and 1-6
iterations is shown in Fig. 5. The BER of the MMSE equalizer
is compared to the proposed probability of bit error expression
as a reference. The iterative process reaches a steady-state
which matches the analytical bound. The genie curves are
also reported. The conclusion is that simulations confirm the
purpose and provide a solid basis for assessing performance
that can be achieved by the MMSE turbo equalization in ST-
BICM systems.
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Fig. 4. Performance comparison of the MMSE equalizer with perfect a priori
information and the corresponding probability of bit error expression in ST-
BICM system with nT = nR = 2, 4 over Rayleigh block fading channel of
order L = 2 and L = 10 for 8-PSK modulated signals. The performance of
the MMSE equalizer with perfect a priori information perfectly matches that
of the proposed probability of bit error expression. This demonstrates also the
benefits offered by the considered equalizer to exploit multipaths.

VII. CONCLUSION

A performance validation of the MMSE turbo equalizer
in ST-BICM systems over multipaths Rayleigh block fading
channels with i.i.d fading statistics has been proposed. By
considering the output of the MMSE equalizer with perfect
a priori information (genie), we have derived a closed form
expression of the probability of bit error which resulted in
a reliable tool for performance validation. The relevance of
the proposed approach has been shown to be consistent with
the results reported in our simulations for 4-PSK and 8-PSK
modulated signals. Of course, expressions for higher order
modulations can be similarly derived. Finally, we would like
to emphasize that the proposed approach could be extended to
find closed form expression of the probability of bit error over
multipaths Rayleigh block fading channels with dissimilar i.i.d
fading statistics.
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Fig. 5. Bit-error performance of the MMSE equalizer and the channel decoder
in ST-BICM system with nT = nR = 2 over Rayleigh block fading channel
of order L = 2 for 8-PSK modulated signal. 6 iterations are performed.
Three iterations are necessary to the MMSE equalizer to reach the analytical
probability of bit error.
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