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ABSTRACT

Drones (aerial, terrestrial, marine, underwater, etc.) are more
and more widely used in both civilian and military scenario.
Still, they remain complex systems for which training, opera-
tion preparation and execution of effective operations require
adapted tools and support. In this paper we propose such a
tool, that we call Thunderbird, based on a shadow drone that
is used to control and to get feedback form a drone on an
effective field of operation. In this position paper we detail a
number of issues that we have identified in the design of such
a tool and we describe additional problems that arise when
considering not only a single drone but a swarm of possibly
heterogeneous drones. We also suggest some possible ways
to cope with the identified issues. We eventually present a
first prototype/proof of concept that we have developed.

1 INTRODUCTION
1.1 Context

Drones are now widely used on theaters of operations, either
civilian or military. By definition the fields of operation are
remote (note that the proper naming of a drone is a RPAS,
i.e. Remote Piloted Aircraft System). This is one of the many
reasons why a drone based mission requires a great deal of
training and preparation. Training is a major issue because
the operator must understand how to operate the aircraft
and what to expect in terms of feedback so as to be able to
react in real time. This is especially true in configurations
like those that can be encountered by military forces or even
special forces. Training is not the only issue. Running a real
world operation is also a major concern and some sort of
support must be provided.

1.2 Our proposal

We propose an approach where what happens on the remote
field of operation (called actual field) is controlled from a local
environment (called shadow field) and where the feedback
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gained from the sensors of the drone(s) operating on the
remote field is sent back to the local system.

This can be achieved either by using a real scale recon-
struction of the remote field or a by using a model that could
be built for instance based on a previous 3D reconstruction
process. A drone, called the shadow drone, is operated on
the model, and its behavior is reproduced by the effective
drone on the field, that we call the actual drone (see figure 1).
Our system is called Thunderbird by reference to the British
science-fiction television series created by Gerry and Sylvia
Anderson in the sixties.

Thunderbird can be used for: training; preparation of
operations; supervision of real time operations; a posteriori
replay of operations. This represents a real progress because,
till now, situation management [9] is mainly achieved using
(paper or digital) maps that can be updated to reflect the
current status of the operation on the field. Still, this does
not give direct control over the systems that are deployed on
the operation theater, which is one of the features that we
aim at supporting.

»
shadow drone =i
0 o o | Actual drone

> 5 5

Network

& Drone operator

Figure 1: Global picture of the Thunderbird system

The authors have a strong background in the domain of
drones and in the domain of swarming. They have lead or
participated in many projects dealing with such architectures.
The CARUS project [8] has been the initial experiment,
and it probably was the first swarm of totally autonomous
drones to really fly. Then came Asimut [4, 5] that was run
within a consortium funded in the context of a project of
the European Defense Agency. Based on this expertise and
on our contacts with drone operators (military and civilian)
we have elaborated the Thunderbird project to address the
needs of the users.



2 MAJOR ISSUES

We have identified a number of key issues that have to be
considered: scaling, latency, disruption and security. They
are detailed bellow.

2.1 Scaling management

Scaling is the fact that the effective field of operation and
the shadow area are possibly (most likely) of different sizes
(see figure 2). We include in the scaling issue the fact that
the shadow drone and the actual drone differ and that some
sort of correspondence has to be established between each of
their characteristics and features.

Figure 2: The scaling issue

2.1.1 Upward scaling. We call upward scaling the scaling
that must be achieved when working with the shadow drone
to map the operations to the actual drone.

Upward scaling must take the following into account:

(1) move orders have to be scaled from the shadow drone
to the actual drone dimensions;

(2) move orders have to be scaled from the shadow field
to the actual field dimensions.

2.1.2 Downward scaling. We call downward scaling the
scaling that must be achieved when sending information from
the actual drone back to the shadow drone.

Downward scaling must take the following into account:

(1) samples collected by sensors have to be scaled to the
shadow drone sensors dimensions. It should be noted
that this is not true for all kinds of sensor data, because,
in a real operation, even if data collected by the actual
drone must be scaled down, information should not be
lost. To give one simple example, it would be critical to
lose video information that would prevent the operator
from detecting a potential enemy;

(2) geographic/location information have to be scaled to
the shadow field characteristics;

(3) health management information have to be scaled to
the shadow drone dimensions. This includes such fea-
tures as the battery level for instance.

2.1.3 Thoughts on handling scaling. Addressing scaling is
not as simple as it first might seem. Of course it is straight-
forward regarding sensor information that relate to the size
of the actual area of operation. Other sensors are much more
difficult to deal with. We have to address each sensor one

by one and decide what to do: keep the same information
for video, scale the measured values for a LIDAR, etc. A
catalog of sensors should thus be defined and for each sensor
it should be decided how to achieve the scaling process.

2.2 Latency management

Latency is the delay that is observed when transferring
messages between the shadow drone/field and the actual
drone/field (see figure 3).

2.2.1 Upward latency. We call upward latency the latency
that is observed when communicating from the shadow drone
to the actual drone.

Upward latency
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Figure 3: The latency issue

The consequences of upward latency are the following:

(1) the movements of the actual drone will take place after
a certain delay once it has been done on the shadow
drone. Among the possible consequences, the actual
drone can crash into a wall or miss its landing spot;

(2) the operation of the payload is impacted. In a military
context, the firing of a missile for instance can happen
too late to reach its target and can thus cause collateral
damages;

(3) the use of sensors (we consider them here separately
even though they are part of the payload) can also be
altered. The data that is required to be collected can
possibly be collected too late, i.e. not when over the
expected area.

The upward latency must thus be dealt with. Two direc-
tions can be considered:

(1) time stamping should be used;

(2) orders should be discarded (if they arrive ’too late’)
but this requires some sort of feedback synchronization
with the control drone.

2.2.2 Downwards latency. We call downward latency the
latency that can be observed when communicating from
the actual drone to the shadow drone. This can lead to
information reaching the shadow drone too late to make
sense. For instance should the actual drone automatically
make a move to avoid a missile, the corresponding move of
the shadow drone could take place a bit later because of the
downward latency and could lead to a crash on the shadow
field.



It is most likely that similar approaches as those adopted
for upward latency should be used to handle downward la-
tency.

2.3 Disruption management

Disruption is the fact that the network becomes unavailable,
broken (see figure 4). This can be temporary, but the delay
involved is much bigger than what is considered when talking
in terms of latency. The solution thus cannot only be to
wait for the network to be restored, and for the expected
messages, or even future messages to arrive. Specific processes
and management policies have to be setup.

Upward disruption
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Figure 4: The disruption issue

Disruption cannot be ignored, especially in real world situ-
ations and even more when military contexts are considered.
In the later case, maintaining the network operational is not
only a question of health management, but it also depends
on what the enemy is doing with it.

2.3.1 Upward disruption. We call upward disruption the
disruption that can happen in the direction from the shadow
drone to the actual drone.

Among the possible consequences of upward disruption,
it might be the case that an an order sent from the shadow
drone never reaches the actual drone.

This problem can be addressed by defining a set of orders
that have no impact, when not executed, on the future orders
to come. For instance, taking a picture, collecting some data,
are operations that have no impact on the future orders,
even though the way these data are processed may have an
impact. Orders considered critical, if impossible to transfer,
should lead to the abortion of the mission. As a consequence,
a precise methodology must be proposed to help define a
mission with as little critical operations as possible.

2.3.2 Downward disruption. We call downward disruption
the disruption that can happen when communicating from
the actual drone to the shadow drone.

Among the possible consequences of downward disruption
are the following;:

(1) collected data never come back from the actual drone
to the shadow drone (and thus to the situation man-
agement system);

(2) for orders that require acknowledgement, the ’ack mes-
sage’ may never come back.

For the first problem, a hierarchy (in terms of importance)
of the collected data items could be defined depending on
the mission. Then, based on the classification of the lost
data according to this hierarchy, the mission could either be
continued without damage, possibly in degraded mode, or
terminated immediately. The second problem can most likely
be addressed by implementing an adapted version of the
go-back-n protocol [10], that is, by numbering ack messages
and validating non received ack messages as soon as a higher
numbered ack message reaches the shadow drone.

2.4 Security management

When drones are considered, security is always a major con-
cern. It should neither be easy for an attacker to take control
of the drone, nor to get access to the data that have been
collected.

Ensuring upward security is the fact of securing the com-
munication (an thus the control of the drone) between the
operator of the shadow drone and the actual drone.

Ensuring downward security is the fact of securing the
communication (and thus the data) between the actual drone
and the shadow drone/field.

We have been exploring the issues related to security within
the context of several projects and we have proposed solutions
to the above problems, considering both inter drone issues [1]
and intra drone issues [2]|. These solutions should be adapted
to the context of the Thunderbird system.

3 EVALUATION THROUGH USE
CASES

The goal of this project is to provide an environment that
will make it possible to train drone pilots and to support
operations and situation management in a real world configu-
ration. Therefore we have defined a number of use cases that
will be run with real drone operators:

(1) scenario 1: training. A drone pilot is using a ground
control station and can see what the actual operation
field looks like thanks to the actual drone. He/she uses
the shadow model and when required he/she can get
real feedback from the field.

(2) scenario 2: preparation of an operation. There is an
episode of the Blind Spot American series created by
Martin Gero where the terrorists have built a model of
the offices of the FBI so as to prepare for an operation,
replaying the attack till they felt ready to achieve it
in the real life. The idea is the same except we are
dealing with drones. Additionally, thanks to the actual
drone, feed back from the actual field can be taken into
account.

(3) scenario 3: on the field real world operation controlled
from a shadow field. To run this scenario we will need
to set it up with our industrial and military partners
(among which Thales, the French DGA - Direction
Générale de ’Armement -, fire fighters and special
forces). This will provide us with real world feedback
that we will be able to use to improve the system.



4 MULTI DRONES/SWARMING
SCENARIO AND ISSUES

Swarms [7] are gaining interest in the industry because they
offer a number of advantages, due to the fact that a swarm
of drones is more that the parts that constitute it [6]. For
instance, they make it possible to achieve continuous flight
but also to support new capacities thanks to the combination
of the sensors that they can embed.

When considering a swarm of drones (aerial, terrestrial,
etc., or even a heterogeneous swarm) in the context of the
system that we have described above, the situation becomes
even more complex, compared to what we have described till
now in this paper. We have built a basic scenario that even
though extremely simple raises many issues. We describe it
bellow.

Consider the following situation. Assume the IC (Intelli-
gence Center in military operations) commands (command
C1) drone number 1 to destroy an enemy located at a given
position P. The IC then commands (command C2) a ground
robot to go to that position P to monitor the area from there.
Because of the delays it might be the case that command
C2 is executed before command C1. In this case this would
lead to the destruction of the ground robot by the drone: a
friendly fire incident.

This example clearly shows that delays are an issue with
swarms even when our system is not in play. This phenome-
non will clearly be even worse with the architecture that we
have presented. Additionally, delays can drift differently be-
tween the different systems depending on the shadow/actual
configuration, what makes it even more difficult to deal with.

5 INITIAL PROTOTYPE

We have developed a basic prototype using off the shelf
systems (figure 7). The shadow drone is a Parrot Rolling
Spider (figure 5) and the target drone is a Parrot AR Drone
2.0 (figure 6).

-

Figure 5: Parrot Rolling Spider
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The duplication of information between the shadow and
the local area is managed by a pair of Raspberry Pi located
at each side. As of today, only some of the issues described
above have been addressed in our prototype platform, but
this platform constitutes an initial system on top of which we
can experiment and develop the software required to address

all of them. The mapping of the movements of the shadow
drone to the actual drone is supported, what means that the
user can pilot the actual drone by piloting the shadow drone.
The camera video stream of the actual drone is sent back to
the shadow location for operation control.

Figure 6: Parrot AR Drone 2.0

We first changed the operating system of the AR Drone 2.0
to boot it on our own Linux distribution called ARDroneXT
[3]. Among the many services it offers it makes it possible to
achieve swarming using the Parrot drones (this feature is not
currently exploited by our prototype).

The Rolling Spider uses Bluetooth Low Energy (Bluetooth
4.0, aka BLE) and consequently the control could not be
achieved the same way as with the ARDrone 2.0 that offers
a Wi-Fi connection. An interface has thus been developed on
a BLE Android mobile phone that is used as a gateway so
that the commands to be sent are transmitted to the Rolling
Spider using BLE (for simplicity reasons, this has not been
depicted figure 7).
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Figure 7: Prototype Thunderbird platform

To abstract from the physical drone a protocol called
ABSDrone for ABStract Drone has been defined. It currently
supports basic operations such as take off, move, land, etc. It
is implemented using JSON as transport layer. We decided
not to use a ’standard’ protocol, like MAVLink for instance,
because we also wanted to be able to use basic off the shelf
drones (such as the USD 10 systems that can be found on
the web), the controllers of which most of the time rely on
proprietary protocols that we believe will be much easier
to abstract using our protocol than using complex software
layers like MAVLink.



Here is the JSON for an example command supported by
ABSDrone. This command is used to move the drone in a
given direction at a given speed:

fc;md": " MOVE ",

"payload": {
"orientation" : {" LEFT "}
"spd" : 0.5

The management of the video stream coming from the
actual drone has also been implemented, so that it can be
diverted to the shadow field.

6 CONCLUSION

In this paper we have described a new framework called
Thunderbird that can be used to learn how to pilot a drone,
to train when preparing for a field operation by repeating the
process as many times as required, and to gain easier control
in a real word operation to support situation management.

We have presented what we consider the major issues that
need to be addressed so that the system can deal with the
remote operation of a drone using a local shadow drone. We
have given a number of directions that can be explored so as
to cope with these issues.

We eventually described a first prototype that has been
implemented at our labs. Based on this proof of concept,
many directions are to be explored: definition of a model
for the global system, management of the scaling issue, the
delays, the disruptions, the security. The prototype also needs
to be developed further to reach a state where the evaluation
use cases described in this paper can be tested on the field
with real operators.
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