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A study of the robustness of association rules

Jérôme Azé, Philippe Lenca, Stéphane Lallich, Benoı̂t Vaillant

Abstract— Association rules discovery aims at discovering all
frequent patterns among sets of data attributes under minimum
support and minimum confidence constraints. It is well known
that these algorithms may produce huge amounts of rules
among which a large part of is not of interest. Thus many works
have focused on the selection of the best rules with objective
measures. We here present an experimental study on the
robustness of rules, which is strongly related to interestingness
measures. We hence introduce a noise consideration in rule
sets evaluations and examine how rules are impacted. We
particulary present results on four measures that illustrate two
different behaviors.

I. INTRODUCTION

Association rules discovery aims at discovering all fre-
quent patterns among sets of data attributes. As defined in
[1], given a typical market-basket (transactional) database E,
an association rule A→ B means that if someone buys the
set of items A, then he/she will probably buy the item B,
where B is a single item that is not present in A. Such sets
of items are usually called itemsets. The problem of mining
for association rules consists in discovering all the rules that
correlate the presence of one itemset with another under
minimum support and minimum confidence constraints. The
support is the percentage of transactions containing A and
B, the confidence of A→ B is the ratio of the number
of transactions containing A and B against the number of
transactions containing A. The minimum support σs and the
minimum confidence σc values are two thresholds that must
be defined by the user.

Since the initial works presented in [1] and the APRIORI
algorithm [2], many efforts have been done in order to
develop efficient algorithms, as in [3], [4], [5] and [6] for
example. APRIORI-like algorithms extract rules such that
their support and confidence values are above σs and σc.
They are deterministic [7] and it is well known that these
algorithms may produce huge amounts of rules. Moreover
a large part of these rules are not interesting because the
support and confidence framework is not satisfying. For
example, high confidence should not be confused with high
correlation, nor with causality between the antecedent and
the consequent of a rule [8]. As a consequence many works
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Stéphane Lallich is with the Université Lyon 2, Laboratoire ERIC,
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have focused on the selection of the best rules. Among
these works, measuring the interestingness with objective
association rule measures play a major role [9].

Objective measures are said to be data-driven and only
take into account the rules cardinalities (nab, the number
of examples, nab̄, the number of counter-examples, etc., see
table I and figure 1) and n = |E|, the number of transactions.
The support is then defined as nab/n and the confidence as
nab/na. Objective measures provide a numerical information
on the quality of a rule, and the rule A→ B is said “of
quality” if its evaluation by a measure is greater than a user
defined threshold: let us consider an association rule A→ B
whose characteristics, as presented in table I, are known.
Such a rule, when evaluated by an interestingness measure
µ is said of interest according to µ if µ(A→ B) ≥ σµ, where
σµ has to be fixed by the user.

Such a rule may be subject to interferences. In this paper,
we investigate the outcome of some kind of predefined noise
introduction.

TABLE I
CONTINGENCY TABLE OF THE RULE r: A→ B

B
0 1

A
0 nab nab na

1 nab nab na

nb nb n

Fig. 1. Absolute characteristics of the rule r: A→ B

Many objective interestingness measures have been de-
fined and used in order to find out the best rules in a
post-processing step. Interestingness measures have many
different qualities or flaws. In order to select good rules one
should use a good measure [10]. Interestingness measures
have been thoroughly studied in many works. For recent
overviews the reader may refer for example to [11], [12],
[13], [14] and [15].

In this paper we present a study of rules robustness. This
notion is strongly related to interestingness measures. Indeed
we consider only association rules interestingness measures
that are decreasing functions of the number of counter-



examples of the rules, which is equivalent to increasing
functions of the number of examples of the rules, if na

is fixed. This is an eligibility property [16], based on the
assumption that adding counter-examples to a rule should
result in a worse evaluation by interestingness measures.
Thus robustness is related to the number of examples an
acceptable rule can loose while remaining acceptable [17].
The more this number, or the fraction of this number, is
important, the more the rule is robust.

As presented in [17], when comparing two rules, the most
robust one is not always the obvious one. As an illustrative
example let us consider rule r1 (respectively r2) whose
characteristics in absolute frequencies are given in table II
(respectively table III). Their support, confidence and lift1

[18] values are given in table IV. Remind that support and
confidence are used as a first filter in APRIORI algorithms.
With such high values the two rules will certainly be gen-
erated. Then in a postprocessing step, in order to select the
rules, an end-user may use the lift. It is a classical approach.
Both rules have the same lift value, greater than 1.0. However
do they have the same interestingness? Although having a
lower confidence, r1 may lose 25% of its examples while r2
may lose only 20% of them. From this point of view r1 is
more robust when being evaluated in a postprocessing step
with the lift and a lift threshold of 1.0.

TABLE II
CONTINGENCY TABLE OF THE RULE r1

B
0 1

A
0 2000 2000 4000
1 2000 4000 6000

4000 6000 10000

TABLE III
CONTINGENCY TABLE OF THE RULE r2

B
0 1

A
0 1800 3200 5000
1 1000 4000 5000

2800 7200 10000

TABLE IV
EVALUATION OF RULES r1 AND r2

SUP CONF LIFT
r1 0.40 0.66 1.11
r2 0.40 0.80 1.11

The paper is organised as follows. In a first section, we
present some related works on association rule robustness.
We then extend previous modelings to the concrete case of
noise introduction. We thus propose an overall approach,
taking into account three selected methods. This is illustrated
on a concrete case-based study, for four pertinent measures.

1LIFT(A→ B) = confidence
expected confidence

= n×nab
na×nb

II. RELATED WORKS

As far as we know, only few and moreover recent works
have assessed the association rules robustness topic.

In [19], [20] three noise modellings have been studied on
artificial data. Each modelling worked directly on the data by
changing some values into noisy couples (example, attribute).
As no measure was found to be robust, an alternative way
of analysing rules has been proposed by the authors. They
suggest, when analysing a set of rules, to use noise to find
those which are robust. Such subsets of rules may be of
particular interest for a user.

[21] presented a simulation technique to determine if the
rules are accidental or not, within a risk error lesser than a
fixed value. The technique consists in generating numerous
artificial data samples with the same statistical properties,
as in real datasets, except the links between attributes. The
frequency thresholds are then computed in order to make
the difference between accidental itemsets and significant
itemsets; that is to say, produce robust rules.

In [17] we define the robustness of association rules as the
fraction of the number of examples an acceptable rule can
lose while remaining acceptable. This notion is thus related to
the threshold of acceptance and thus to the measure used. We
studied nine linear and four monotonic transformations of the
confidence. We provided a direct and exact way of evaluating
the robustness of a rule, i.e. all our calculations are based on
the rule contingency table without extra computational costs.
This computation is done by moving a fraction of examples
towards counter-examples. This is a classical way of studying
the counter-examples, which we called modelling M2 in this
paper.

In [22] we consider two other ways of adding counter-
examples. For each modelling of the variation of counter-
examples, we specified the provenance of counter-examples,
thus identifying which quantities remain constant and which
one are not in the contingency table of a rule (table I,
which is a three degrees of freedom contingency table).
We then studied the shape of the curve (concave, linear
or convex) of ten classical measures with the apparition of
news counter-examples. The decreasing rate of the measure
may have an important effect on rule acceptance, as the
user may tolerate or not the apparition of few counter-
examples without significant loss of rule interest [23]. The
behavior of the measures with respect to counter-examples
is studied by expressing their second order derivatives. We
particulary show that measures do not react in the same
manner, depending of the modelling of the counter-examples,
and should then classified between concave, linear or convex
ones. [24] followed the same way to study the intensity of
implication index, using modelling M2.

III. DEFINITION OF NOISE

Let us consider a rule r: A→ B described by its contin-
gency matrix presented in Table I.

Three different modellings of noise are presented in this
paper. These modellings have been introduced by [22].



In all three modellings, the introduction of noise into a rule
r: A→ B is characterised by the diminution of the number of
examples of the rule. Let x be the quantity of examples lost
by the rule when noise is introduced. For all the modellings,
the quantity nab becomes nab − x.

A. Modelling M1

In the first modelling, quantities na and nb are not mod-
ified when some noise is introduced into the rule r: A→ B.
Table V presents the modifications of the contingency table,
when such noise is introduced into a rule.

TABLE V
CONTINGENCY TABLE OF A RULE r WHEN M1 IS APPLIED

B
0 1

A
0 nab − x nab + x na

1 nab + x nab − x na

nb nb n

B. Modelling M2

In this second modelling, the quantity na is not affected
by the noise, but the quantities nb and nb are modified as
described in table VI.

TABLE VI
CONTINGENCY TABLE OF A RULE r WHEN M2 IS APPLIED

B
0 1

A
0 nab nab na

1 nab + x nab − x na

nb + x nb − x n

C. Modelling M3

In this last modelling, the quantity nb is not modified but
other quantities are affected, as described in table VII.

TABLE VII
CONTINGENCY TABLE OF A RULE r WHEN M3 IS APPLIED

B
0 1

A
0 nab nab + x na + x
1 nab nab − x na − x

nb nb n

These modellings are used to introduce noise into the set
of rules extracted by the APRIORI algorithm (we used the
C. Borgelt implementation [25]). In this work, we did the
choice to randomly select the rules which will be modified,
and we also randomly selected the modelling to apply. Once
a rule is selected, at least one, or up to 5% of its examples,
is balanced towards the counter-examples according to the
previously selected model.

In the next sections, we will present the algorithm used
to evaluate the impact of noise on a database and the
experimental design we developed.

IV. EVALUATION OF THE ROBUSTNESS OF RULES

We evaluated the robustness of different rulesets when
some noise (defined by modelling M1, M2 or M3) is
introduced onto them.

Let R be a set of association rules extracted from a
database. All the rules contained in R are evaluated by
different quality measures which are used to make out which
are the most interesting rules. Since we wanted to evaluate
the robustness of the rules for the measures used in order
to select the best rules, we propose the following algorithm
which allows one to build a new set of rules R′. R′ is equal
to R, save α% of the rules on which we apply some noise,
following modelling M1, M2 or M3.

The procedure thus followed is:
• Create R′, a copy of R,
• Compute the number of rules to be noised:

nα = α×|R|, where α ∈ [0..1] is the noise percentage,
• Randomly select a rule amongst those having at least

one example in the contingency table (no trace of
previously selected rule is kept) and randomly select
a noise modelling, apply this noise,

• repeat until the required nα number of rules have not
be noised (see algorithm 1).

Input:
R: initial set of rules
α: percentage of rules affected by noise

Output:
R′: set of noisy rules

begin
R′ = R;
nα ← α× |R|;
for (i ∈ [1 : nα]) do

select (r ∈ R′);
modelling ← random(M1,M2,M3);
r ← apply(modelling, r);

end
return R′;

end
Algorithm 1: Introduction of noise in a set of association
rules

Each rule of R and R′ is evaluated on the set of mea-
sures. In order to evaluate the robustness of each rule, we
determined on the initial set of rules R a list of thresholds
for each measure. The algorithm 2 presents how these lists
and associated distribution of values are built, for a given set
of measures and rules.

The randomizing process has been run 10 times, the results
presented onwards correspond to the average repartition of
rules for the studied measure. This repartition is highlighted
using a simple split into equally spreaded measure value
intervals. The lower bound (minimum measure value) is not
fixed for the lowest interval, since the introduction of noise



in rules implies a lesser measure assessing of the quality of
the rule.

Since the cardinality of R′ and R are the same, the rules
are only redistributed in these different intervals.

Input:
R: set of rules
M : list of measures

Output:
thresholds: thresholds list for each measure
distribution: distribution of the rules for each

measure and thresholds
begin

foreach (µ ∈M ) do
evaluate µ for each rule of R;
get min,max values of µ into R;
step = max

(
0.01, max−min

100

)
;

for (t = min; t ≤ max; t+ = step) do
distribution(µ, t) = 0;
add t to thresholds(µ);
foreach (r ∈ R) do

if (µ(r) ≥ t) then
distribution(µ, t) + +;

end
end

end
return thresholds, distribution;

end
Algorithm 2: Computation of the thresholds list and of
the associated distribution values

In order to randomly select the rule, the applied model and
introduced noise, we used the perl rand() function. It is an
LCG2 based on the drand48() C function. The congruential
process is applied as follows:

rand(i + 1) = (A× rand(i) + B) mod M

mod being the modulo operator and constants A, B and
M valuing A = 25 214 903 917, B = 11, M = 248. The
periodicity of this pseudo-random number generator is thus
of M = 248 = 281 1012 different values.

Since 10 experiments are averaged and that for each rule
selected, three random draws are required, this maximal
periodicity is reached at 281 1012

3×10 ≥ 9 1011 rule selection
iterations. As the noise level introduced is of 10%, the
number of rules we can assess in this approach is of 9 1012,
which is far above those produced by APRIORI on usual
datasets.

The study of the robustness of the extracted rulesets when
noise is introduced is described in the following section.

V. RESULTS

We chose to work with the census database from the UCI
repository [26] since it contains a large number of instances.

2Linear Congruential Generator

This database being made of symbolic and numeric attributes
and has been formatted by C. Borgelt3.

The initial database contains 48 842 instances and 14
attributes (6 continuous, 8 nominal). There also are miss-
ing attribute values. The formatted database contains only
symbolic value.

The results presented in this paper were obtained by setting
the support threshold to 5% and the confidence threshold to
70%. For each measure, three curves have been plotted:
the frequency distributions of the values of the considered
measures for the extracted rules, the distribution of the lost
or won rules in each partition (number and percentage), and
the distribution of the percentage of lost rules according to
the threshold one can use to select rules. All of these curves
correspond to 10% of noise. Other noise values were also
studied, leading to similar results.

Definitely, the first partition of noised curves will always
contain more rules once the noise is introduced than in the
initial situation. Indeed, since we work on the extracted rules,
this partition only retains rules from the upper partitions. We
have carried out experiments on many measures and here
propose the results for four of them in order to point out
two differing behaviors.

These measures are Jaccard (JAC) and Least Contra-
diction (LC) against the Examples and Counter-examples
Rate (ECR) and Loevinger (LOE). They are presented in
table VIII.

TABLE VIII
MEASURES STUDIED

Absolute definition Reference
JAC

nab
na+nb−nab

[27]

LC nab−nab̄
nnb

[28]

ECR nab−nab̄
nab

LOE
nnab−nanb

nanb̄
[29]

A. JAC and LC

The JAC index and LC share the property of presenting
small variations on the number of rules, for each partition.
In both cases, the percentage of lost rules according to the
threshold is a j-shaped distribution, the percentage being an
exponential increasing function of the threshold.

1) JAC : The distribution of JAC index is a very asym-
metric distribution, which is i-shaped. The variation curve
of the quantity of rules per partition when 10% of noise is
introduced shows that each partition loses some rules overall,
but not so many. 8 rules at the most are lost, which happens
for the highest partition (3% of this partition, figure 3). The
curve which indicates the percentage of lost rules according
to the threshold is rather regular. It indicates that less than
2% of rules are lost when the threshold is lesser or equal to
0.85. Above 0.85, the curve goes up rather stiffly up to 7%.

3http://fuzzy.cs.uni-magdeburg.de/∼borgelt/data/census.zip
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Fig. 2. Frequencies distribution of JAC
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Fig. 3. Impact of 10% of noise for JAC: loss or gain of rules in each
partition (number and percentage of the partition)
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Fig. 4. Percentage of lost rules for JAC according to the thresholds

2) LC : LC has the same characteristics as JAC index.
Its distribution is also i-shaped. When 10% of noise is
introduced, each partition will loose some rules overall,
but little enough: 15 rules at the most (3% of a partition,
see figure 6). The curve which indicates the percentage
of lost rules according to the threshold is also j-shaped.
This indicates that less than 2% of rules are lost when the
threshold is lesser or equal to 0.80. Above 0.80, the curve
goes up to 7% (see figure 7).

B. ECR and LOE

The variation of the number of rules per partition is
significant for both ECR and LOE measures (figures 9
and 12). The curve of the percentage of lost rules for ECR
according to the threshold used to select rules is an increasing
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Fig. 7. Percentage of lost rules for LC according to the thresholds

curve in j-form while it is a bell-shaped curve for LOE
(figures 10 and 13).

1) ECR : ECR takes its values between 0.57 (due to
the confidence threshold we used, i.e. 0.7) and 1. It is a very
asymmetrical distribution, in j-shape. Thus many rules switch
to the high part of the distribution.

For 10% of noise, the lost rules are those of higher parti-
tions but also do come from partitions containing many rules
(up to 180 rules are lost for the higher partition, see figure 9).
These rules moved to lower partitions, especially to central
partitions (for example partition [0.74, 0.79] wins 50 rules).

Due to the distribution form, the percentage of lost rules
does not exceed 4% in the highest partitions while the
medium partitions may win 6% of rules. Curve 10 confirms
this analysis. The percentage of lost rules quickly increases



after ECR = 0.75 (i.e. CONF = 0.8).
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2) LOE : The LOE distribution is in v-shape between
−0.17 and 1. This distribution presents a hole at the end,
but one partition before that end goes up to 3.000 rules for
the last partition (figure 11).

The introduction of noise strongly impacts on some rules
(their evaluation shut down to −1). The partition of rules near
independency situation increases of about 250 rules which
corresponds to 5.5% of the partition (figure 12). All other
partitions do then loose rules, especially the intermediary
partition that loses about 180 rules (4.4% of the partition).

Figure 13 is bimodal. There is a first peak at 0.25 (about
2.5% of the partition) and a second one when LOE is close

to 1 (which corresponds to logical rules or almost logical
ones).
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Fig. 11. Frequencies distribution of LOE
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Fig. 12. Impact of 10% of noise for LOE: loss or gain of rules in each
partition (number and percentage of the partition)
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VI. CONCLUSIONS

From the best of our knowledge only few, and moreover
recent, works have focussed on robustness of association
rules.

In previous works, we proposed to define the robustness
of a rule with respect to the number (or fraction) of examples
(which is equivalent to the fraction of counter-examples; na

being fixed) an acceptable rule may lose while remaining
acceptable. The more this number is important, the more
the rule is robust. Acceptability is then measured with
objective interestingness measures. This way of doing is also



equivalent to examining how many counter-examples a rule
can be received while remaining acceptable. We also show
that counter-examples could come from different sources
and that their origins have an impact on the behavior of
interestingness measures, thus leading to what we consider
as robust. These works allowed us to propose a theoretical
framework of robustness analysis according to a random
chosen modelling of counter-examples.

In concrete situations one does not know from where the
counter-examples come from. We here presented an experi-
mental study of robustness of rules by adding noise i.e. by
adding counter-examples to the rules following the different
randomly chosen modellings. We illustrated our purpose with
four measures which show two different behavior. Of course
more experimental campaigns have to be done.

A next study should propose theoretical results for a
mixture model based on the different modellings. This will
allow us to define an aggregate robustness measure. The
interval values of measures are equally ranged, which is
not always satisfactory since some measures will rank many
rules as the best and others not. The stepping gap in this
clustering could be adapted to the distribution values of the
measures on each ruleset. What is more, a tracking of which
rule has already been noised could be interesting, since we
only restrict ourselves to rules having at least an example for
the moment: an already noised rule could behave in a non-
equiprobable manner if reselected, or rejected in the noise
introduction process, depending in the previously applied
modelling. Last, the noise level introduced for each selected
rule could be also be randomized.
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