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Abstract

Background: Proper segmentation of the liver from medical images is critical for computer-assisted diagnosis, therapy and surgical
planning. Knowledge of its vascular structure allows division of the liver into eight functionally independent segments, each with
its own vascular inflow, known as the Couinaud scheme. Couinaud’s description is the most widely used classification, since it is
well-suited for surgery and accurate for the localization of lesions. However, automatic segmentation of the liver and its vascular
structure to construct the Couinaud scheme remains a challenging task.
Methods: We present a complete framework to obtain Couinaud’s classification in three main steps; first, we propose a model-based
liver segmentation, then a vascular segmentation based on a skeleton process, and finally, the construction of the eight independent
liver segments. Our algorithms are automatic and allow 3D visualizations.
Results: We validate these algorithms on various databases with different imaging modalities (Magnetic Resonance Imaging (MRI)
and Computed Tomography (CT)). Experimental results are presented on diseased livers, which pose complex challenges because
both the overall organ shape and the vessels can be severely deformed. A mean DICE score of 0.915 is obtained for the liver
segmentation, and an average accuracy of 0.98 for the vascular network. Finally, we present an evaluation of our method for
performing the Couinaud segmentation thanks to medical reports with promising results.
Conclusions: We were able to automatically reconstruct 3-D volumes of the liver and its vessels on MRI and CT scans. Our goal is
to develop an improved method to help radiologists with tumor localization.
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1. Introduction

Medical imaging systems such as Magnetic Resonance
Imaging (MRI) and Computed Tomography (CT) provide use-
ful information on the liver. Extraction of the organ and its ves-
sels from images is essential for analysing disease and planning
surgical operations. A scheme developed by Couinaud allows
the division of the liver into eight functionally independent seg-
ments by identification of the main blood vessels (Figure 1).

Figure 1: Illustration of the Couinaud segments. Image from [1]

This analysis is most frequently performed by a radiologist
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via visual inspection and manual segmentation. It is a time-
consuming task, performed slice-by-slice, and the result de-
pends on the skill and experience of the medical expert perform-
ing it. Moreover, segmentation is arduous because of noise,
overlapping fuzzy contours, highly variable shapes and appear-
ances, low contrast and complex backgrounds (the presence of
other organs and tissues with similar intensities and shapes) [2].
To obtain the Couinaud segmentation, the liver must first be
segmented, and then its vascular structure defined. Three main
types of method are used for liver segmentation: classification,
active contour detection, and model-based methods. Classifica-
tion methods consist of grouping individual components of the
image such as pixels or sub-images and exploiting their similar-
ities as region-growing methods [3, 4], histograms with thresh-
olds [5], voxel classification algorithms [6], and graph cuts [7].
They often lead to over-segmentation. Conversely, contour ap-
proaches seek dissimilarities [8, 9, 10, 11]. Model-based meth-
ods can be statistical or supported by an atlas [12, 13, 14].
Among these statistical models, the active appearance model
(AAM) [15] and active shape model (ASM) [16, 17, 18, 19]
have been widely used as high-level techniques in computer vi-
sion and image processing [20, 21]. Statistical models based
on appearance or shape are parametric; thus, they require good
initialization conditions and optimization of the parameters to
obtain proper convergence.
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For segmentation of the vascular structure of the liver, the most
popular vessel enhancement filters used by the community are
based on analysis of the Hessian matrix [22, 23, 24]. And their
combined use brings improved results [25, 26, 27]. Morpho-
logical filters are also developed by ranking the orientation re-
sponses of path operators (RORPO) [28], an efficient tubular
structure detection filter based on morphological path operators
[29]. Some studies are based on region-growing or level-set
methods [30, 31], and centerline extraction is also used [32, 33].
A few methods combine tubular objects into connected net-
works via skeletonization [34, 35].
Regardless of the approach used, most studies that present the
Couinaud scheme propose a complete method, with the seg-
mentation of the liver, its vessels and the anatomical segments.
Oliveira et al. [30] use a deformable model with level sets
for the liver, a region-growing method for vessels and built-
in anatomical knowledge used to construct four planes, split-
ting the liver into the Couinaud regions. Chen et al. [36] pro-
pose a vessel-tree-based liver annotation method. A thinning
algorithm allows users to obtain a spatial skeleton of liver ves-
sels and a hierarchical vascular tree is constructed to divide the
liver. Selle et al. [37] present a method for semi-automatic con-
tour selection for liver segmentation, using a region-growing
approach for the vessels and graph analysis for identification of
the eight segments. Huang et al. [38] propose a method based
on 3-D thinning, vascular tree pruning, classification and pro-
jection. Soler et al. [39] have developed a computer-assisted
surgical procedure based on patient-specific geometrical and
anatomical modeling. They show that Couinaud’s segmentation
is not perfect, and describe some of its limitations; however,
they agree it is the most widely used classification for surgery
planning.
It is important to note that most researchers who work on the
liver and its components present their results on CT images; few
studies on MRI exist, though the latter modality is a subject of
substantial interest for routine clinical oncology and diagnosis
due to its superior soft tissue contrast and the lack of radia-
tion exposure. In this study, we propose a complete automatic
framework to obtain the Couinaud scheme from medical im-
ages acquired with different modalities–MRI and CT–and from
patients with various degrees of progression of liver disease.
First, we propose a robust, generic and efficient automatic seg-
mentation algorithm using a model based on liver shape vari-
ability to construct a 3-D representation of any patient’s liver.
Then, we introduce a 3-D automatic method based on coopera-
tion the processes of between segmentation and skeletonization,
with detection of the main centerlines of the vascular structure.
At this step, the quality of the vessel segmentation is highly de-
pendent on the pathological state of the liver. Indeed, the ves-
sels of a healthy liver are more visible those of a patient with
cirrhosis due to decreased liver function [40] and advanced cir-
rhosis results in a variation of the volumes of some segments
and irregular borders, rendering it a challenging task. Finally,
the skeleton obtained from the vascular structure allows us to
produce the Couinaud segmentation.
The paper is organized as follows: Section 2 describes the
complete framework, from liver segmentation to the Couinaud

scheme by way of the vascular network extraction. Section
3 presents the experimental setup, evaluation framework and
results, first for the liver segmentation, then the vascular net-
work extraction, and finally, we introduce a new measure for
the Couinaud scheme. We present our conclusions in Section 4.

2. Methods

In the following three sections we describe the 3-D segmen-
tation methods. We begin with liver segmentation, followed by
extraction of the vascular network, and finally, we present the
method to obtain the Couinaud scheme. Our methods are auto-
matic and work on CT and MRI volumes.

To help understand the complete method, we present a table
summarizing the annotations used throughout the article. The
parameterization is explained in the results Section (Section 3).

Notations Definitions
M j∈{1,m} Manual liver segmentation from available

dataset (IRCAD, SLIVER, Shape 2015)
BB Mean bounding box of all M j∈{1,m}
GV Mean 3-D gravity center of all M j∈{1,m}
σM Variability of segmented images
LM Set of voxels that belong to the liver in M
Card(LM) Cardinality of LM

S k, k ∈ {1, 4} Liver sets according to the variability
Mk = M̄ j∈{1,mk} Mean volume constructed with each set S k

P j∈{1,p} Medical images of a patient (CT or MRI)
PI , I ∈ {1, p} Slice I with the largest surface of the liver
M̄J1 , J1 ∈ {1,mk} Slice with the maximum binary area in the

shape model Mk

R(.) Resolution of an image
γ1 Fixed percentage chosen on the shape

model to select pixels on PI

PĪ Image obtained thanks to γ1 applied on PI

µ Mean value of the pixel intensity distribu-
tion of PĪ

δ Standard deviation of the pixel intensity
distribution of PĪ

κ(δ) Function for the normality test for the first
thresholding

nit1 Number of iterations of the anisotropic dif-
fusion filter

ts Time step of the anisotropic diffusion filter
ξ Conductance of the anisotropic diffusion

filter
P′j∈{1,p} Volume of the patient after thresholding,

anisotropic diffusion filter and gradient
magnitude computation

γ2 Fixed percentage chosen on the shape
model to select pixels on P′j∈{1,p}

BP′j∈{1,p} Binarization result after the used of γ2

MP j∈{1,p} Final binary mask: result of our liver seg-
mentation

Table 1: Annotations used for the liver segmentation method (Section 2.1)
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Notations Definitions
I 3-D liver segmented on medical exam
σ To choose the scale of the detected struc-

ture for Sato’s filter
α1 To approach the tubular structure for Sato’s

filter
α2 To recover non-homogenous contrast for

Sato’s filter
I1

s Result of Sato’s filter on I with a first set of
parameters on I

Ck∈{1,q} q components detected on I1
s

lk, k ∈ {1, q} Centerline of a component Ck

n = |lk | Number of voxel of lk
bk Direction vector at the beginning of lk
ek Direction vector at the end of lk
λ Number of voxels separating the long cen-

terlines from the short
lk[ j] Voxel of lk at position j ∈ {1, n}
Ek,l Extended centerline between Ck and Cl

|Ek,l| Number of voxel of Ek,l

I1
s [i], i ∈ {1, |Ek,l|} Intensity of each voxel of Ek,l in I1

s
I2

s Result of Sato’s filter on I with a second set
of parameter

max(I j
s), j ∈ {1, 2} Maximal intensity on I j

s

r j, j ∈ {1, 2} Rates of intensity of Ek,l on each I j
s

t ∈ [0, 1] Condition on the intensity rates r j, j ∈
{1, 2}

β Angle formed by Ek,l and Cl

ω1, ω2 ∈ [0, 1] Conditions on the angle β between two
components

nit2 Limitation of the size of the centerline ex-
tension

S partial Partial skeleton obtained by our algorithm
IR RORPO applied on I
Lmin Minimal path length to detect (parameter

of RORPO)
f Geometric sequence of scales (parameter

of RORPO)
nR Number of scales (parameter of RORPO)
LnR Path length to detect (parameter of

RORPO)

Table 2: Annotations used for the vessels segmentation method (Section 2.2)

2.1. Liver

Our segmentation of the liver is based on a model of its shape
variability; its construction is described in this section.

2.1.1. Construction of the shape model

The shape model is constructed with data from 68 manually
segmented livers these are noted M j∈{1,m}, with m the number
of slice for each volume M. They come from three different
sources: Shape 2015, IRCAD and SLIVER [41, 42, 43]. On
all of the binary images, we proceed using 3-D cubic interpo-
lation with a 1-mm voxel size to obtain uniform volumes. We
construct a bounding box, BB, with the mean bounding box of

the volumes, and the mean 3-D gravity center, GV. We align
the gravity center of each volume with GV. We then define the
variability of segmented images, σM , as the percentage of vox-
els measured outside the BB that belong to the liver:

σM =
Card(LM \ BB)

Card(LM)
× 100 (1)

LM is the set of voxels that belong to the liver in M j∈{1,m}, and
Card(LM) its cardinality. Thus, LM \ BB represents voxels that
belong to the liver but are measured outside BB. Then, we con-
struct four liver sets, S k = {M j∈{1,m}}k, with k ∈ {1, 4}:

S 1 = {M j∈{1,m}, 0% ≤ σM < 2%}
S 2 = {M j∈{1,m}, 2% ≤ σM < 6%}
S 3 = {M j∈{1,m}, 6% ≤ σM < 8%}
S 4 = {M j∈{1,m}, σM ≥ 8%}

(2)

S 1 gathers the smallest livers, S 2 and S 3 represent standard liv-
ers, and S 4 those livers bigger than BB. In each set S k, we
construct for each 2-D slice a probability map for the liver’s
presence. We obtain one volume for each S k, denoted by
Mk = M̄ j∈{1,mk}. A pixel value M̄(s, t) ∈ [0, 1] in a j-slice is
defined by:

M̄(s, t) =
1

mk

mk∑
n=1

M(s, t), (3)

with mk =max{m, M j∈{1,m} ∈ S k}.

Shape models are built using 68 manual segmentations.
We obtain a probability map that reflects a standard position of
the liver, and employ a rigid alignment to preserve invariants
of pose that allows us to account for different patient positions.

2.1.2. Segmentation

Let P j∈{1,p}, with p the number of slice of the volume, repre-
sent the CT or MRI images of a patient. The box BB provides
an approximate position of the liver within the volume, so after
a cubic interpolation (1 mm voxel size), we crop the volume on
P j∈{1,p}. In this new volume, many pixels belong to the liver and
have similar intensities. So, using the intensity histogram with
the highest peak, we find the slice with the largest liver surface,
PI , I ∈ {1, p}. Then, we find the slice M̄J1 with J1 ∈ {1,m1}with
the maximum binary area of the first shape model M1. We note
R(M̄J1 ), the resolution of this image, and R(PI), the resolution
of the image PI . If the condition

R(PI) ≤ R(M̄Jk ∈Mk) (4)

is false, the shape model Mk = M1 is too small, so we test
a larger value of k: k + 1. Once an appropriate value of k is
chosen, we apply M̄Jk as a mask on PI by considering pixels
with a probability higher than a fixed percentage γ1 on the shape
model. The image obtained is then denoted by PĪ . We consider
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Figure 2: The complete framework for segmenting the volume of a liver

D the pixel intensity distribution of PĪ , with µ its mean and δ its
standard deviation. We threshold the pixel distribution on the
histogram with the following normality test:

µ − κ(δ)δ ≤ D ≤ µ + κ(δ)δ, (5)

with κ(δ) = 34.64 × δ−0.384. κ(δ) has a descending exponential
form, that allows us to include more pixels in cases with a small
value of δ (see steps 1 and 2 in Figure 2). To limit detection
of the surrounding organs, we focus our segmentation on the
maximum binary area of the shape model (step 3 in Figure 2).

2.1.3. 3-D representation

Finally, we apply an anisotropic diffusion filter [44]. It re-
quires three parameters: the number of iterations to be per-
formed (nit1), the time step (ts) and the conductance parameter
(ξ). We compute the gradient magnitude to detect the contours;
the accentuated images contours are denoted by P′j∈{1,p}. We
align the shape model M̄ j∈{1,mk} with the patient data by the cor-
respondence between PĪ and M̄Jk (see Section 2.1.2). Then, we
choose pixels with a probability higher than γ2 (step 4 in Figure
2). We denote the results by BP′j∈{1,p} (step 5 in Figure 2). We
apply BP′j∈{1,p} as a mask on P′j∈{1,p}. Finally, a fast marching
method [45] is initialized with the center (x, y) of the connected
component in the shape model with pixels with a probability
higher than γ2.
We now have a 3-D binary mask, MP j∈{1,p}, with some seg-
mentation errors. We use the Z-convexity property [46] of
the liver shape to perform an adjustment. Let MPl, l ∈
{1, p}, the mask with the maximum binary area. Before l,
each surface S ur f ace(MP j) must be included in the next one,
S ur f ace(MP j+1), so pixels that do not belong to the liver are
set to 0 in MP j. After l, each surface S ur f ace(MP j) must be
included in the previous one, S ur f ace(MP j−1) (see Figure 3).

Figure 3: Adjustment to address segmentation errors. Red regions correspond
to the difference between two adjacent masks due to over-segmentation

To construct a 3-D representation, we use the marching cubes
algorithm [47] commonly used in medical imaging processing
(see Figure 4).

Figure 4: 3-D liver reconstructions on (a) MRI and (b) CT volumes

2.2. Vessels

In this section, we describe a segmentation of the main ves-
sels of the liver delimited in the previous section on medical
exams, denoted by I (see (a) in Figure 5). We extract the center-
lines and reconnect the detected vessels with an iterative algo-
rithm.
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Figure 5: The complete framework for segmenting the vessels of a liver: (a)
Liver segmented, I, (b) Sato’s filter result, I1

s , (c) Extraction of the confluence
of the hepatic veins, (d) Result of (b) and (c), (e) Extraction of q components, (f)
Centerlines extraction, (g) Centerlines extension, (h) Connection and validation

2.2.1. Principal components extraction

We first apply Sato’s filter [23] on I with three parameters: σ
to choose the scale of the detected structures, α1 to approach the
tubular similarity and α2 to recover non-homogenous contrast;
from this, we obtain I1

s (see (b) in Figure 5). This filter re-
tains many noise patterns; nonetheless, the brightest vessels are
detected. The segmentation presented in Section 2.1 does not
allow extraction of the confluence of the hepatic veins, which
is outside the liver. To extract it, we select the largest 2-D area
of the liver from among the first ten slices of I and search for
the largest component (see (c) in Figure 5). Figure 5 (d) shows
the first result. From this 3-D image, we extract q components
Ck∈{1,q}, working from the largest to the smallest volume (see
(e) in Figure 5).

2.2.2. Centerline extraction and extension

We extract the 3-D centerline, lk, of each component Ck with
a decision tree-based approach without user-defined parame-
ters [48] (see (f) in Figure 5). If |lk | > 1, we compute the di-
rection vectors at both extremities of Ck. We call the direction
at the beginning bk and at the end ek (Algorithm 1). To be
in accordance with the direction, we use λ > 0 voxels for long
components and all the voxels for the shorter ones (smaller than
λ voxels). lk[ j] is the voxel of lk at position j ∈ {1, n} and n = |lk |
the number of voxels of lk.

Algorithm 1 Centerline vectors
Require: lk, k ∈ {1, q}
Ensure: ek, bk, k ∈ {1, q}

n = |lk | with n > 1, m = min(n, λ)
for k = 1 : p do

bk = lk[m] − lk[1]
ek = lk[n − m + 1] − lk[n]

end for

We extend the centerlines from both extremities until they
reach another component and determine if a reconnection is bi-
ologically possible (see (g) in Figure 5). If |lk | = 1 (lk has one
voxel), the connection process is different because of the lack of
information about its direction. We search for the four nearest
(Euclidean distance) components of Ck (Figure 6).

2.2.3. Connection and validation

We note Ek,l, the extended centerline between Ck and the
encountered component Cl. We evaluate the intensity I1

s [i]
with i ∈ {1, |Ek,l|} of each voxel of Ek,l in I1

s and I2
s [i] with

i ∈ {1, |Ek,l|} in I2
s . I2

s is the result of applying Sato’s filter to I,
which detects larger tubular structures than parameters chosen
for I1

s (Table 3). We then compute two rates r j with j ∈ {1, 2}:

r j =

∑|Ek,l |

i=1 I j
s[i]

max(I j
s) × |Ek,l|

(6)

To evaluate if a connection is physically realistic, we compute
the sinus of the angle β formed by Ek,l and the direction of Cl

(see Figure 6 parts 2–3). If |lk | > 1 and the following condition
is true, we connect the components:

(r1 > t or r2 > t) and (|sin(β)| < ω1) (7)

with t ∈ [0, 1] andω1 ∈ [0, 1]. If Cl is the confluence of the hep-
atic veins, we directly validate the connection. In cases where
|lk | = 1, we proceed along the four lines in the same way for
computation of r j. In this last case, the candidates for the con-
nection are ranked according to their Euclidean distance from
unique voxel lk. Then, we check the condition

or
{

(r1 > 2tγ and r2 > 2tγ)
(r1 > tγ or r2 > tγ) and (|cos(β)| > ω2) (8)

where γ varies in function of the distance of each component
and ω2 ∈ [0, 1]. Finally, if the centerline extension is too long,
values r1 and r2 can be higher than the fixed threshold due to
the high number of voxels considered, so we correct using an
iterative process bounded by a given maximal value nit2 > 0.
After processing all components, we obtain an image with new
principal components. At this stage, the process is re-iterated
to add more connections (see (h) in Figure 5).
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Figure 6: (1) Computation of directional vectors and centerline extension of Ck
with |lk | > 1; (2) Evaluation of β, the angle between Ck and Cl; (3) Validation
of the connection; (4) Computation of the four closest components of Ck with
|lk | = 1 and the directional vectors; (5) Evaluation of β, the angle between the
directional vectors and each of four components; (6) Validation of the connec-
tions, here, a case of two validations among four possible

2.2.4. 3-D reconstruction
We obtain a partial skeleton S partial. We apply RORPO [28]

to I to obtain IR. RORPO uses the notion of path operators from
mathematical morphology with thin voxels oriented along their
length:

LnR = Lmin × f nR−1, (9)

Lmin is the minimal path length to detect, f ∈ R is for the ge-
ometric sequence of scales and nR is the number of scales (Ta-
ble 3). Our method uses different vesselness filters to gather
different types of information about structure. Sato’s filter is
sensitive to different diameter ranges [23] and RORPO is based
on length [28]. We decided to apply RORPO at this last step
instead of using I directly because RORPO preserves the in-
tensity of curvilinear structures, reduces the intensity of other
structures, and is robust to noise. An anisotropic diffusion filter
is then applied on IR [49]. We also compute the magnitude of
the gradient and use a sigmoid function to focus on a particu-
lar set of values. Finally, we initialize a fast marching phase at
each voxel of S partial [45] (Figure 7).

Figure 7: Our 3-D liver vessel segmentation approach applied to (1) MRI and
(2) CT volumes.

2.3. Couinaud representation

At this stage, we have a 3-D segmentation of the liver. From
this volume, derived from either MRI or CT, we extract its 3-D
vascular structure. In the last step of our approach, we sepa-
rate the liver into the eight functionally independent segments
described by Couinaud [50].

2.3.1. Segmentation of the largest vessels
To achieve this, we first erode the vessel segmentation to re-

trieve the largest vessels. This process allows us to erase the

smallest vessels detected in the previous section. The liver re-
ceives its blood supply from two large vessels, the portal vein
and the hepatic artery. The latter carries blood from the liver
to the inferior cava vein, while the first carries blood from the
stomach, spleen, intestines and gallbladder to the liver. Detoxi-
fied blood leaves the liver through another large vessel, the hep-
atic vein. The hepatic and portal veins are not connected. After
erosion, and thanks to this disconnection, we extract the two
principal components, as shown on two MR images from our
database in Figure 8.

Figure 8: Results of hepatic veins (blue) and portal vein (green) extraction on
MR images of patients with advanced cirrhosis.

Our method works on the livers of patients with advanced
cirrhosis, as shown in Figure 8. Livers are severely deformed
by cirrhosis and some other diseases; thus, segmenting vessels
becomes a challenging task, because they are smaller and thin-
ner than in a healthy liver. However, we are able to reconstruct
the largest vessels, which is sufficient to construct Couinaud’s
scheme. Indeed, we based our method on the four main direc-
tions of the hepatic and portal veins, we explain it in the next
section.

2.3.2. Main directions
There are three hepatic veins in the liver, converging into an

extra hepatic vein (inferior cava vein). These three directions
make it possible to divide the organ vertically into a left, middle
and right part. Next, the portal vein is characterized by a split
into two horizontal veins that divide the liver horizontally. We
want to extract these three main directions of the hepatic veins
and this horizontal axis of the portal vein. After extraction of
the hepatic and portal vein components in the previous section,
intermediate vessels still exist; however, we seek to extract only
the main direction of the largest vessels, as shown in Figure 9.

Figure 9: Main directions of the liver vascular structure on a CT scan from our
database

To extract them, we proceed with two methods, one for the
hepatic veins and one for the portal vein. For the hepatic veins,
we keep only the first three appearances of the vessels, along
the Z-axis, in a radius near the central trunk corresponding to
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the beginning of the three hepatic veins. Then, we make an
intersection of the 2-D binary images along the Z axis with
this image (Figure 10 (a)). At the end, we obtain three oval
components. We stop this process at the i - th image, which
corresponds to the next division of the hepatic vessels. To com-
pute the vectors of the three directions, we use the center of the
common trunk and the center of the three components detected
at the i-th image. We construct three planes with these three
directions.
For the portal vein, we detect the longest horizontal component
along the Z-axis (Figure 10 (b)). We compute the direction us-
ing its position along the Z-axis and the longest central axis of
the component to obtain a horizontal plane.

Figure 10: Extraction of the main directions of the hepatic veins (blue) and the
portal vein (green) from an MRI vessel segmentation

2.3.3. 3-D Representation
With the four planes, we are able to divide the liver into the

eight segments of the Couinaud representation. Figure 11 rep-
resents a liver segmentation performed with our automatic algo-
rithm presented in Section 2.1, and the four planes constructed
from the vascular segmentation presented in Section 2.2.

Figure 11: Couinaud representation of MRI volumes (a) Left, middle and right
part of the liver delimited by the three hepatic veins, (b) Upper and lower part
of the liver delimited by the portal vein. Illustration was created from an MRI
from our database of a liver from a patient with advanced cirrhosis.

3. Results

In the first part of this section, we evaluate our complete au-
tomatic framework by applying it to both CT and MRI. We first
evaluate the segmentation of the liver presented in Section 2.1
by comparison with other semi-automatic and automatic meth-
ods. Then, we present results of the vessel segmentation pre-
sented in Section 2.2. Finally, we present a new method to
measure the accuracy of the Couinaud segmentation. The steps
of our method can be viewed in a video 1. We implemented all
algorithms with ITK-VTK [51, 52].

1https://youtu.be/FNN6Yo5qxbQ

3.1. Data and parameters
To evaluate our automatic method, we use CT images

from two freely available databases: 20 from the SLIVER
database [43] and 20 from the IRCAD database [42]. Both
databases are widely used in research because some manual
segmentations (of liver or/and vessels) are available and they
are, therefore, directly comparable. We do not use Shape 2015
database, here, because medical examinations are not available
in this dataset. Then, during the shape model construction (see
Section 2.1), some of those testing data are used. To avoid bias,
each of the set used in the shape model chosen are removed.
The image sizes are 512 × 512 × 64-394, with a voxel size of
0.56-0.87 × 0.56-0.87 × 0.7-5 mm3.

We also use 40 MRI volumes from different local hospitals
(CHU Clermont Ferrand, France and CH Emile Roux, France).
Image sizes are 250 − 512 × 320 − 512 × 56-112, with a voxel
size of 0.82–1.40×0.82–1.40×1.8–3 mm3. The 40 liver images
in our MRI database come from patients with diseases such as
advanced cirrhosis and cancers (including hepatocellular carci-
noma). In these cases, segmentations are a challenging task, be-
cause the image quality decreases considerably with more het-
erogeneous liver tissue density; moreover, as mentioned above,
livers are severely deformed by the progression of these dis-
eases and there is a decrease in the liver-vessel contrast. Param-
eters used in the method described in Section 2 are presented in
Table 3.

Liver parameters nit1 ts ξ γ1 (%) γ2 (%)
5 0.1 1 30 30

Vessel Parameters q λ t nit2 ω1, ω2

40 8 0.2 5 0.9, 0.3
Sato I1

s σ α1 α2

2 0.1 0.9
Sato I2

s σ α1 α2

2 3 0.9
RORPO IR Lmin f nR

40 1.32 4

Table 3: Fixed parameters used to segment the liver in Section 2.1 and vessels
in Section 2.2, listed with their corresponding values.

Some parameters are chosen based on the literature, includ-
ing those for RORPO [28], and Sato’s filter [23]. Others were
derived from the anisotropic diffusion filter in the liver segmen-
tation (nit1, ts, ξ). We have modified the conductance ξ to adapt
the process to our dataset. Then, some parameters are deter-
mined empirically. These parameters are sufficiently generic
to work with all images, like t, that allows us to consider in-
tensity values on the results of the Sato’s filters; ω1 and ω2,
which reflect a connection between two vessels close to a right
angle; and nit2, which limits the size of the centerline exten-
sion. We spent time manually optimizing other parameters, like
the percentages γ1 and γ2 in the liver segmentation; the num-
ber of components q to be detected, and the direction of the
component λ in the vessel segmentation. In the future we may
consider developing automatic calculation processes to pick the
best parameters (optimization) using training datasets.
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3.2. Liver results
Manual segmentations of the liver are available for the CT

images from SLIVER and IRCAD, and our experts segmented
livers on three MRI volumes. Quantitative results are presented
in Table 4. Our automatic method and experts’ manual seg-
mentations of the liver are compared by widely used metrics
designed to quantify accuracy. We use True Positive (TP) and
False Negative (FN) rates in the range 0–1 to evaluate the RE-
call value (RE), the PREcision value (PRE), the Jaccard index
(J) and the Dice coefficient (D).

Dataset RE J D
IRCAD 0.87± 0.05 0.78± 0.06 0.88± 0.03
SLIVER 0.92± 0.03 0.87± 0.04 0.93± 0.02

MRI 0.91±0.08 0.82±0.04 0.90±0.02
FN TP PRE

IRCAD 0.13±0.05 0.85±0.07 0.89±0.04
SLIVER 0.8±0.03 0.92±0.03 0.94±0.03

MRI 0.9±0.07 0.90±0.10 0.88±0.06

Table 4: Liver segmentation accuracy on CT and MRI volumes

We now compare our method with automatic algorithms
based on statistical models. Massoptier et al. [13] report a
superior Dice coefficient of 0.94. The similarity of our model is
not as high as theirs, but it is close, and offers a time advantage:
their method requires 11.4 seconds for processing a 512 × 512-
pixel slice, while ours requires only 5–6 s. For purposes of
comparison, a manual expert segmentation generally requires
180–240 s for one slice [53]. Okada et al. [18] obtain a Jaccard
coefficient of 0.86 for 8 CT scans; we obtain 0.87 for the 20
SLIVER images. Farzaneh et al. [14] obtain a Dice coefficient
higher than 0.89 on 11 similar images in pixel spacing. The
mean Dice value in our study is 0.905 for 40 different datasets.

Then, we compare our method with the results of efficient liver
segmentations applied to the IRCAD and SLIVER datasets.
Linguraru et al. [15] present an automatic method with a 0.96
Dice value for the SLIVER database, but their atlas-based
method requires 3000–3600 s per slice. Our results do not
perform as well as methods described in [11, 16, 19, 54, 55];
however, all of these studies concentrate their task only on CT
scans. Moreover, the process presented by Yang et al. [11] is
user-dependent. The advantage of our methodology is that it is
automatic, generic, and works on both CT and MRI volumes
with promising results.

Few studies have reported results for both modalities; we
compare our results with those of the most recent studies to do
so [56, 57, 58, 59]. The performance of our method is similar
to the other reported methods, but ours offers some advantages;
for example, methods presented by Gotra et al. [56], Chartrand
et al. [57] and Suzuki et al. [58] are user-dependent, while ours
is automatic. Moreover, in one study [56], the same patients
were used for CT and MRI, which limits the variability of the
data and the range of liver shapes. Finally, our results are better
than those obtained by Heinrich et al. [59], see Table 5, who
present an atlas for registration of CT and MRI data.

CT MRI
Method, Ref Data D J Data D J
Auto, ours SLIVER 0.93 0.87 private 0.90 0.87

IRCAD 0.88 0.78

Semi-Auto, [58] 2015 private 0.93 private 0.93
Semi-Auto, [56] 2017 private 0.90 private 0.88
Semi-Auto, [57] 2017 SLIVER 0.94 private 0.92

Auto, [59] 2015 private 0.92 private 0.80

Table 5: Comparison with other methods on CT and MRI volumes

3.3. Vessel segmentation results

We first evaluate our method presented in Section 2.2 on 10
synthetic vascular images from the March 2013 VascuSynth
database used by Cheng et al. [60]. Averages with standard
deviations of True Positives (TP), False Positives (FP), False
Negatives (FN) and Overlap Measure (OM) [60] are reported
in Table 6. We do not have false positives in our results, be-
cause our method of extraction of the main components and
our partial skeletonization process efficiently handles synthetic
data without noise. Moreover, RORPO is an efficient algorithm
for the enhancement of vascular structures.

FN FP TP OM
[60] 3.63 ± 1.05 5.95 ± 1.37 96.37 ± 1.05 95.78 ±1.23
Ours 2.41 ± 1.99 0 97.58 ± 1.1 98.77 ± 1.03

Table 6: Segmentation results of our method on synthetic vascular images
(March 2013 VascuSynth database)

Our algorithm has better results than those of article [60] for
these specified criteria.

Then, we apply our vessel segmentation on CT images from
the public IRCAD database [42]. In this database, different con-
trast agents are used and therefore different levels of contrast
enhancement are present. IRCAD offers manual segmentation
sets {artery, portal vein, venous system, vena cava}, which al-
low for further comparison with other methods. Unfortunately,
most of the methods described in the literature were tested us-
ing private databases, and did not publish their code, making
retrospective comparative studies impossible [25, 27, 34].

As far as we know, there are no open MRI datasets avail-
able for liver vessels. A medical expert working with us
has segmented portal and hepatic veins for an MRI volume
at the portal and arterial phases (times after contrast agent
injection), when vessels are most visible. Using these data we
quantitatively compare our method with RORPO and Sato’s
filter (which were thresholded beforehand) based on several
classic metrics: accuracy (ACC), specificity (SPE), sensitivity
(SENS) and precision (PRE). To measure misclassification, we
also compute the false positive and negative rates (FPR, FNR).
The FPR represents the degree of over-segmentation and the
FNR the under-segmentation. We only evaluate these metrics
on the area delimited by the liver segmentation presented in
Section 2.1.
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CT ACC SPE SENS PRE FPR FNR
Ours 0.97±0.01 0.98±0.01 0.69±0.10 0.61±0.07 0.01±0.01 0.32±0.09
RORPO 0.90±0.02 0.97±0.01 0.20±0.06 0.41±0.09 0.02±0.01 0.80±0.06
Sato 0.89±0.03 0.97±0.02 0.24±0.10 0.46±0.17 0.03±0.01 0.75±0.10

MRI ACC SPE SENS PRE FPR FNR
Ours (hepatic) 0.98 0.98 0.54 0.30 0.010 0.45
Ours (portal) 0.97 0.98 0.70 0.51 0.002 0.32
RORPO (hepatic) 0.96 0.98 0.23 0.30 0.016 0.78
RORPO (portal) 0.98 0.99 0.56 0.46 0.007 0.43
Sato (hepatic) 0.97 0.97 0.39 0.27 0.012 0.60
Sato (portal) 0.97 0.90 0.10 0.39 0.030 0.90

Table 7: Results of our automatic algorithm to segment vessels on CT and MRI.

The accuracy, sensitivity and precision values for CT and
sensitivity and precision values for MRI suggest that our
method is more accurate than other tested methods, see Table 7.
The principal components are well-distributed in the liver; how-
ever, the detection step fails in places where large vessels are
not present, explaining the high FNR results. Moreover, noise
is present in the manual MRI segmentation because of the soft-
ware used by the expert. In addition, the image quality de-
creases because we are quantitating diseased liver tissue.

3.4. Couinaud segmentation results
We present here a new process to evaluate the Couinaud rep-

resentation. We use MR images, MRIi with i ∈ {1, 4}, from
our database for which an expert validated our visual results,
and CT scans, CTi with i ∈ {1, 8} from the IRCAD database.
Among these four MRI volumes, some of the imaged livers
have cirrhosis too advanced (with the presence of tumors in
many segments) to allow for surgical planning. The Couinaud
scheme is useful for localized, resectable tumors; as explained
in Section 2.3, it uses the horizontal portal vein orientation and
the three vertical hepatic veins axes to divide the liver into eight
functionally independent segments (see Figure 1). Vessel seg-
mentation explained in Section 2.2 allows us to construct this
representation. This segmentation is used in daily clinical prac-
tice to indicate the exact positions of tumors, which is of high
interest in surgical planning.
In the state-of-the-art, evaluation of Couinaud segmentation is
done by volumetric validation [36, 38]; by graft volumetry ac-
curacy and visual comparison [61]; or solely by visual com-
parison [30]. In our study, we evaluate the Couinaud scheme
relative to tumors’ positions as presented in medical reports by
hospital staff.

Patient Segments: Number of
Tumors’ positions tumors found
(medical reports) with correct position

MRI1 1 in {VII} 1
MRI2 1 in {VIII} and 1 at {V,VI,VII} 2
MRI3 1 in {IV} and 1 in {VIII} 2
MRI4 2 in {III} 2
CT1 1 in {III}, 1 in {IV,V} 3

1 in {VII} and 1 in {VIII} (missed 1 in {III})
CT2 1 in {V,VIII} 1
CT3 1 in {I}, 1 in {II} and 1 in {IV} 3
CT4 1 in {IV, II} 1
CT5 1 in {V} 1

Table 8: Validation of tumor position in the Couinaud segmentation based on
medical reports

MRI is a very effective medical imaging tools for many pur-
poses, including the early detection of primary liver cancer,
metastases and characterization of hepatic nodules, and it is the
main modality used for this purpose by the experts we con-
sulted. For each patient, we have access to two or three reports
that correspond to different examination dates, which allows us
to confirm the evolution of tumors’ positions. We also evaluate
our Couinaud segmentation by comparison with CT scans of
livers with advanced cirrhosis.

Some large tumors can be observed in different segments, as
seen for MRI2 and CT1 for segments {V,VI,VII} and {IV,V} re-
spectively in Table 8. We observe that tumors appear in the po-
sitions indicated in the patients’ medical reports, confirmed by
our Couinaud segmentation with a large variety of localization
within liver (see examples in Figure 12 (a) and (b)). However,
our method fails for CT1 to detect the tumor in the segment
{III}, instead the lesion is found in segment {IV}; one of the
Couinaud axes (in red in the Figure 12 (c)) is false because of a
wrong detection of the hepatic vein. For two volumes, CT6 and
CT7, the tumors occupy the whole liver, despite this condition
the algorithm is efficient. It also works on the healthy liver in
CT8 that has no tumors. Couinaud segmentation is sensitive to
the state of health of the liver, because livers are deformed by
the progression of cirrhosis.

Figure 12: Tumors found in red with correct position: (a) segment {VII} for
MRI1 (b) segment IV for CT3; (c) Our method fails for CT1: the tumor is
found in segment {IV} instead of in the segment {III}. The red axis has been
incorrectly calculated.

4. Discussion
In this article, we present a complete method to segment the

liver and its vessels to obtain the Couinaud representation. Our
algorithms are automatic and work on CT and MRI images
obtained from different machines and acquisition parameters.
First, we are able to automatically segment the liver using a
model-based method that takes into account the variability in
liver shape. This method can be used to process any medical
image by overcoming the parametric constraints imposed by
the machines and leads to a 3-D reconstruction for CT and MRI
volumes. Few studies have reported results for both modalities
[56, 57, 58, 59]. Among them, we outperform the automatic
method [59]; the others require user interaction. We obtain
a mean Dice coefficient of 0.915 for all volumes across both
modalities. Our method is efficient even in the case of advanced
cirrhosis with a dysmorphic liver, these studies do not all de-
scribe results for diseased livers. From our liver segmentation,
we propose an automatic 3-D vessel segmentation based on an
iterative partial skeletonization process. There are few methods
that combine tubular objects in connected networks via skele-
tonization [34, 35], it’s an originality of our work. We present
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this concept combined with the use of a partial skeletonization
process. Even though the analysis can be complex due to the
severity of the pathology, we are able to segment enough ves-
sels to correctly extract the vessels.

Our method is also efficient on CT and MR images, even im-
ages of livers with thinner vessels due to advanced disease, with
a mean accuracy equal to 0.97; for more on this result, see [62].
Finally, we extract the main directions of the largest vessels,
the hepatic and portal veins, in order to construct the Couin-
aud representation. Evaluation of the scheme is usually done
by volumetric validation or visual comparison [38, 36, 61, 30];
in this study, we present an evaluation based on medical re-
ports. As this representation is used for the location and resec-
tion of tumors, it is useful to evaluate it through these tumors’
positions. In future work, this representation of Couinaud can
be improved by considering curved surfaces instead of straight
planes to cut the segments.

For the execution time, we specified that it took 5-6 seconds
for a 512 ∗ 512 image for the liver segmentation. To segment
the vascular structure, it takes 8 minutes for a 3-D volume ; the
3-D ITK algorithm to find the centerlines implies a long time.
As a future work, we could use another algorithm to speed up
the complete pipeline. The execution time for tumors detection
is presented by Pavan et al.[63], it depends on image patch size
and number of processors used in our parallel approach. The
best time is 5 sec. for a single patient (with 16 processors).

The method outlined in this paper has some limitations. First,
we need to improve the different planes of the Couinaud seg-
mentation in order to improve accuracy in the process of detect-
ing tumors. Second, vessel segmentation and the detection of
the hepatic and portal veins are based on location of the largest
vessels. However, when the patient has advanced cirrhosis, the
vessels are atrophied and our method may fail. Finally, we need
more data to test the vessel segmentation, the Couinaud classi-
fication and to quantify the level of deformities acceptable by
our algorithms. To become part of the clinical routine, the algo-
rithm must be faster. Therefore, improvement of the (currently
slow) centerline extraction algorithm will be necessary.

5. Conclusion

Our contributions are multiple. First, the algorithm is multi-
modal, it can handle both computed tomography and MRI.
Then, it is automatic from the segmentation of the liver to the
Couinaud division. We propose a complete framework what-
ever the modalities used. Finally, we propose an evaluation
of our Couinaud scheme that goes beyond the simple visual
inspection, as in similar studies. Our approach is easy-to-
implement and can be easily deployable for a clinical way.

In the future, we will add comparisons with skeletonisation
process, evaluate more results from MRI data, and create stan-
dard annotations for benchmarking. We are currently working
with different MRI acquisition times (portal, arterial, diffusion,
etc.). We employ 3-D reconstructions of these dynamic MRI
volumes to develop a method for automatic tumor detection, as
radiologists do with visual criteria based on the different acqui-
sition times; the Couinaud representation serves as the valida-
tion step. Thanks to these complete 3-D segmentations, we are

already able to detect hepatic tumors such as hepatocellular car-
cinoma [63], and to study blood flow in order to locate the onset
of possible dysfunctions [64].
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