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Abstract—Synchronization is a critical operation in an under- received signal to recover the timing shift. This algorithm
water acoustic data communication receiver. This paper propose yses a feedforward structure: the timing error estimation
a comparison of two digital NDA (non data aided) timing recovery 5 hrocessed directly from the received signal sampled at
schemes, referenced in literature as the Gardner, and the Oerde . . . !
and Meyr algorithms. We consider the context of a single QPSK & consta_nt frequency. This type of ?'Qo”thm_'s particulary
carrier continuous transmission, where a timing shift has to be adapted in short burst mode, where it is sufficient to make a
estimated continuously in order to track the optimum sample single estimation for each burst of data. We consider heze th
time. Simulations processed on real data taken from sea trials, sjtuation of a continuous transmission: we divide the nesxi
collected by the GESMA in collaboration with SERCEL and data into blocks of length, symbols and we successively
ENST Bretagne, reveal that a large Doppler shift or a large - . .
jitter on the timing shift estimation can introduce cycle slips in est!mate the tlml_ng_ shift _for each bIOka' In order to_ track
the clock synchronizer, which generate a large burst of errors Variations of the timing shift caused for instance by a reéat
in the data receiver. These perturbations can dramatically affet motion between the emitter and the receiver, the successive
the global performance of the transmission system. estimates have to be unwrapped by means of a post-processing
structure [2], [5], [6]. This algorithm supposes that thaitig
shift has no variation during the transmission of an obdema

Synchronization is a critical operation in an underwaténterval. The major drawback of this algorithm comes from
acoustic data communication receiver. In fact, without #fi-su variations of the timing shift that are not taken into acdoun
ciently accurate knowledge of the synchronization paramset The main contribution of this paper is the study of these two
the task of retreiving the symbol sequence from the receivéithing recovery algorithms applied to the digital undererat
signal can be highly time and power consuming for thgansmission context. We observe that a large Doppler shift
receiver. This is particulary the case in a digital undeewvator a large jitter on the timing shift estimation can introduc
acoustic link, where the channel can be subject to sevehe deletion of symbols in the clock synchronizer, genatati
time-space variability, strong multipath and Doppler efféhat large bursts of errors. This pertubation, known in literatas
make the estimation of the synchronization parameters vexycycle slip, can dramatically affect the global perfornant
difficult in practice. The particular case of the Dopplerrear the transmission system.
phase tracking with Doppler compensation is relevant and The paper is organized as follows. In Section Il the baseband
well explored in [7] and [8]. model is introduced. We present succesively in Sectiorhil t
This paper adresses the problem of NDA (Non Data Aide®ardner algorithm, and in Section IV the Oerder and Meyr
timing recovery. Timing recovery is often the first synchroalgorithm. In Section V, the two algorithms adapted to the
nization operation processed by the digital receiver and simgle input, multiple output context is presented. Finate
is a vital part of any synchronous receiver. We consider thperformance of the two algorithms are compared using data
context of a single carrier QPSK continuous transmissioffom sea trials in Section VI.
where a timing shift has to be estimated continuously in
order to track the optimum sample time. We also suppose
that the received signal is sampled at a frequency suffigient We consider the timing recovery for digital data transmis-
high so that interpolation is not necessary. The first regoveSion with linear modulanqn schemes. The received, filtered
scheme is an error-tracking synchronizer, based on thkitigc @nd sampled baseband signal from the input channel can be
of the average zero-crossing instant of the received sigi4iitten as:
using a digital locked loop (DLL). The fact that this adaptiv I
algorithm provides an estimation of the timing shift each 7(k7e) = Y ang(kT. —nTs — 7[K]T.) + w(kT.), (1)
symbol time allows a high sensitivity to strong variatiorfs o n=-eo
the timing estimate. On the other hand, the feedback strictwhere the transmitted symbols are representefihy (QPSK
can introduce cycle-slips and hang-up problems [5]. modulation) and assumed to be mutually uncorrelaigd)

The second recovery scheme, commonly referred as the Oeridetudes the transmitting and the receiving filter of the eom
and Meyr algorithm, uses the cyclostationnary propertyhef t munication system as well as the channel impulse resp@hse.

I. INTRODUCTION

Il. BASEBAND MODEL
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A. Feedforward Structure
kT kT\-HA'[k]T( TED
‘ The main difference of the feedforward structure com-
velk] pared to the feedback structure is that the estimation of the
NCO | k] Loop Fiter timing error is obtained directly from the received signal
r(t) sampled at a constant frequengy = 1/T., with

T, = NT,.. No information previously computed is used
when the sampling operation is processed. Also we £all
the length of the observation interval in symbol periods and
r[m] = {r(kTe)}mrn<k<(m+1)zn—1 the observation interval

denotes the sampling period. L&Y be t.he symbol durati_on. itself. We note that each observation intervah] is composed
We suppose thal, = NT., where N is the oversampling of NI samples

factor. In the specific case of an underwater acoustic commu-
nication, the relatively low data rate allows us to take gédar

Fig. 1: The feedback structure (digital locked loop)

value for the oversampling facta¥, so that no interpolation (T ) rlm] 2 x[m] | wen-i oy | X, N i)
is necessaryr[k] is the unknown varying timing shifw(t)is — = P > | | > AZM XK Je - ;a"g( J>
the channel noise which is assumed to be white and gaussian. -

First, the digital receiver operates the timing recoveryei,
data are estimated with the SA-DFE (self adaptive decision

feedback equalizer), which is presented in [3] for the SISO o )
(single input, single output) case, and in [4] and [9] for the The squared sequence of the observation interval contains a
SIMO (single input, multiple output) case. spectral component ay/T, that can be used for the estimation

of the parametet:

Fig. 2: Block diagram of the Oerder and Meyr estimator

I1l. GARDNER TIMING RECOVERY ALGORITHM

At the heart of the feedback structure (or digital locked X[m] = {z(kTe) }mLN<k<(mt+1)LN-1, (4)
loop) is a TED (timing error detector), which serves to estra
timing error information from the received signal. The erroWhere
signale[k] at the output of the TED is filtered through the loop z(kT,) = )r(kTe)
filter. When the DLL is in lock,e[k] is nearly proportionnal
to the difference between[k]| and the timing estimaté[k]. The spectral component is extracted by computing the comple
The NCO (numerical controlled oscillator) tends to lockdherFgurier coefficient:
local clock onto the incoming signal using the timing error

2

information provided by the loop filter. (m+1)LN—1

The Gardner TED [1] uses the zero-crossing instant of the X,, = Z a(KT,)e I2F/N (5)
received signal as an information to perform timing-recgve bem LN

Defining:

The argument of the Fourier transform gives the modulo N of
T[k] = kT, + 7[K| T, the timing estimate within a factor N/2:
the output of the Gardner timing error detector can be ex- #m] = —N/271 Arg(X). ©6)
pressed as:

Further details can be found in [2] about this estimator.

elk] = %{ {7’ (T[k - 1]) - T(T[k]ﬂr* (T[k] - Ts/z) } (2)  Successive estimations are needed to track fluctuations of
the synchronization parameter. Feedforward estimation in
The error signal is then filtered throught a first-order filteyolves dividing the received signal into observation iwtds
loop. The transfert function loop filter employed here is:  that are short enough to make the approximation that the tim-
1 ing shift is constant. We notice that the resulting feedfmav
=—, (3) estimates at the output of the Oerder and Meyr estimator (Fig
1—Az ure 3) are restricted to the basic intervalN < 7[m] < N. In
where the forgetting factok is taken at the valueh = 0.99. fact, the feedforward estimates can be considered as ¢sima
This factor has been chosen as the best heuristic trade-@ffthe synchronization parameters reduced modulo thevater
between the acquisition time and the filtering of the noisg-N; N]. We want to remove this modulo N operation to track
The NCO provides at its output the corrected sampling signéthe timing shift~[m]. This problem is solved by unwrapping
Further details of this algorithm can be found in [1]. the feedforward estimates.



B. Unwrapping Algorithm ~
In this section, we give details on how to accomplish 7m] = 7[m — 1] + SAWN (A-[m]), (11)

the unwrapping operation. Le¥ AWy (z) be the sawt(}\(])th which is illustrated by the unwrapping structure of Figure 4

function with periodN, defined on the intervaJrE <z< —

as: 2 r(t)

*
mT\

SAWN (A, [m]) = A [m] if |As[m]| < ]%\ @) L

rlm] Timing [ m] i :I[m Alm] #m]
SIP SAW ——»
The sawtooth function is a useful function to unwrap the data  * = 3
Having a look on Figure 3, we notice that the expression of 7. T (1] x -
the sawtooth function can be expressed from the modulo N D
function: SAWx (A7 [m]) = Fig. 4: The feedforward timing estimator with the unwragpin
structure
MODy (A;[m]) if MODy(A-[m]) < N/2, .
MODy(A,[m]) = N else ®) V. SINGLE INPUT MULTIPLE OUTPUT TIMING RECOVERY

To exploit spatial diversity, timing estimation is proceds
on M channels independantly for both algorithms. Then, an
3 5 average of theM timing estimates is used for sampling
SAWN(A;[m]) = MODyN(A;[m] — N/2) — N/2. (9) synchronously theM sensors. Figure 5 and 6 describe the
timing recovery schemes for respectively the Oerder andrMey
and for the Gardner algorithm.

A more useful expression is given by the equation:

MoD, A [n]]
A
It VI. COMPARISON OF THE ALGORITHMS ON REAL DATA

The evaluation of timing recovery algorithms is performed
from the database collected by the GESMA in collaboration
with SERCEL and ENST Bretagne during series of trials in the
Atlantic ocean. At the receiver, the signal is demodulatedg
. a free running oscillator. Then, timing recovery is proegss

' on the baseband signal. Since the data rate is relativelywew

l are able to choose an oversampling fadtbsufficiently high
saw, (& m] so that interpolation is not necessary. Then, we jointlcpss
4 equalization and phase synchronization using the unsigeerv
v, SA-DFE (Self-Adaptive Decision Feedback Equalizer), pre-

sented in [3] and [4] for the multi-sensors case. To exploit
Aln] spatial diversity, M/ = 4 sensors are used at the receiver.
(e For each simulation, we plot the evolution of the timing
shift for both timing algorithms and of the estimated Mean
Square Error (MSE) of the signal observed after the SA-DFE
equalizer. Let the estimated MSE be:
Fig. 3: Plot of the Modulo and the Sawtooth functions, .
supposingN the period of the two functions. e_MSE[k] = fe_MSE[k—1]+(1-3) ‘d[k] —y[k]

where 3 = 0.99, y[k] is the output of the SA-DFE equalizer
Having expressed the sawtooth function, we are now ablgq d[k] is the decision made on the estimated symbol
to expressr[m], supposing the knowledge of onfylm — 1] 1) The estimated timing shift gives a reliable information

and7[m|. } ) on the Doppler shift present on the transmission. Also, it
Let A;[m] = 7[m] — 7[m — 1]. We have: provides information on the jitter of the timing shift, due
for instance to ISI (Intersymbol Interference) present ba t
Flm] = 7[m — 1] + A [m]. channel. Moroever, a cycle slip is particularly recognizain
Let A,[m] = #[m] — 7[m — 1]. Using the expression of the evolqtion of the timing ;hift as a qup of length TS,.
SAWx(A,[m]), it can be proven that: Where'TS.ls the symbol duration. The estimated MSE prowdes
good indications on the performance of the global transionss
A, [m] = SAWN(AT[m]). (10) system and on channel time-variations.
We first consider the case of a communication between an
The expression of [m] is finally obtained: AUV (Autonomous Underwater Vehicle) and its surface base

]

\ =

2
» (12)
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Fig. 5: Single Input - Multiple Output timing recovery scherfor the Oerder and Meyr Algorithm.
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Fig. 6: Single Input - Multiple Output timing recovery schem

for the Gardner Algorithm. Fig. 7: Comparison of the evolution of the timing shift in #m
for the Oerder and Meyr, and the Gardner Algorithm.

station. The relative motion between the emitting and the

receiving structures introduces a Doppler shift that cdacaf timing shift 7[m] is smaller tharll; /2. Hence, for a Doppler

severely the tracking of the timing estimation. The trarssmiof 0, 13%, we can take a maximum value= 375. However,

sion rate isl4kbp/s, the modulation type is QPSK with carrierto have a reliable continuous evaluation of the timing shift

frequency aB5 kHz. At the receiver, the signal is sampled apresent on the channel and to face for example a brutal burst

T. =T,/N, whereT, = 1.410~*s and N = 20. of noise, a heuristic value for the maximum variation of the
We observe in Figure 8 that the Doppler shift is very largéiming shift on the observation interval could bg/4 or T /8.

on this transmission8(0 7., = 407, over 30000 transmitted Therefore, the best value fdr would be betwee0 and 100

symbols: the Doppler shift in timing recovery &13% of for this transmission.

the symbol rate). It can be seen from Figure 8, that the lar§fée now consider the case of a static communication between

Doppler shift present on this channel causes two consecutite emitter and the receiver structure. The transmissite ra

cycle slips in a relative small period of time (approximativ is 8.75kbp/s, the modulation type is QPSK with carrier

500 T;) when Gardner algorithm is used. Both cycle slips havigequency at35 kHz. At the receiver, the signal is sampled

an immediate impact on the estimated MSE of the signal 7. = T/32, whereT, = 2.210™*s.

observed after the SA-DFE equalizer, as depicted in FigureDuring the transmission, a strong impulsive noise occurs.

8. We choosd. = 50 so that the Oerder an Meyr algorithmWe choose various values for paramelenZ = 30,50) in

can track the fast evolutions of the timing shift. A largetuea order to erase this impulsive noise. As far as the lengtbf

for L can be chosen: in [2], it is recommended to choose tlilee observation interval is sufficient, we observe that itter|

length of the observation interval so that the variationha# t of the timing-shift is considerably reduced. This obseprats
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Fig. 8: Estimated MSE for the Oerder and Meyr and theig. 10: Estimated MSE for the Oerder and Meyr and the
Gardner Algorithm. Gardner Algorithm.
120 ==~ Gardner Algorithm communications if the parametéris well chosen.
Oerder and Meyr Algorithm (L = 50)
100 Oerder and Meyr Algorithm (L = 30) 1 VIl. CONCLUSION
The comparison of two well-known timing recovery algo-
o 1 rithm is described here. A particular focus has been made
A on the unwrapping technique. Simulation on real data reveal
E e ] that the Oerder and Meyr algorithm with a parametewell
o ul '.,,f. Sj::jﬂ chosen is more robust to cycles slips due to severe Doppler
E ! i shift and burst of noise than the Gardner algorithm. The two
® 200 ) ] transmissions reveal also that it exists a trade-off forvhiee
\ o vu.,r;.‘m\""' of L where the Oerder and Meyr algorithm is able to face
o heertanamiofh e R whether a large Doppler spread or a large burst of noise.
“t . . . . .
Simulations conducted on various situations reveal that th
~20; s : s s 5= value L = 50 or L = 100 appears to be a good trade off in
Symbol time T_ X 10° our case to face large frequency offset and impulsive noise.
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