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# Phase driven study for stochastic linear multi-dofs dynamic response 

E. Sarrouy ${ }^{\text {a,* }}$<br>${ }^{a}$ Aix Marseille Univ, CNRS, Centrale Marseille, LMA, Marseille, France


#### Abstract

This work addresses the computation of dynamic responses of stochastic linear systems using polynomial chaos expansion. As is now well known, polynomial chaos does not offer an accurate representation of dynamic response around resonances when the responses are evaluated for several frequency values. A new parametrization of the frequency response function is then proposed: instead of considering the frequency as the main parameter, a "total phase" parameter is defined and used to define the dynamical system to be solved. It is shown via two applications that this approach offers very accurate results when conjugated to polynomial chaos with low degree.
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## 1. Introduction

Evaluation of the frequency response function (frf) is one of the main steps of a study in the frame of structural dynamics. In the case of deterministic linear systems, this presents no major difficulty except for the computational cost 5 when processing large systems. However, when uncertainties are introduced the robust Monte Carlo Simulation (MCS) method leads to prohibitive computational costs. Hence, several works propose to overcome this problem by using different approaches: building surrogate mode-based models [1], Kriging [2] or polynomial chaos for example. In this latter case, multiple studies showed that for stochastic systems, the classical generalized Polynomial Chaos (gPC, [3]) fails to offer an accurate representation of the stochastic dynamic response in the vicinity of resonances, that is in frequency ranges where accuracy is especially required. This phenomenon is emphasized over a single degree of freedom (dof) in [4] and in the frame of rotor dynamics in [5]. It is analysed in [6] as 15 "PC-resonances" that is resonances due to Polynomial Chaos Expansion (PCE) which are located close to the dynamical system resonances.

[^0]To overcome this problem, Jacquelin et al. proposed to use an accelerating scheme to get faster convergence of PCE for the first two moments [7]; Multi-Element generalized Polynomial Chaos method [8] can also be applied successfully as tested in [4]. Another possibility is to use another parametrization of the frf as proposed in [9] for a single dof system: instead of computing the dynamic stochastic responses for different frequencies, the stochastic responses are evaluated for different response phase values; this leads to a simpler dependency of the response with respect to the random variables and hence
25 a more accurate representation using low degree polynomials. This work is a generalization of this phase parametrization approach to linear systems with multiple dofs. It is close to a recent work by Yaghoubi et al. who propose a piecewise linear transform of frequency intervals between several selected frequencies (resonances and anti-resonance) [10]. This work proposes an analytic function instead of a two steps process (frequencies selection and piecewise linear transformations). Considering multiple dofs, a "total phase" parameter is defined and the stochastic dynamical problem formulation is redefined accordingly. The idea is that for a same value of the scalar "total phase" different realizations will have close responses which will be accurately represented using
35 low degree polynomials whereas for a same frequency value, the responses from one realization to another can be very different and hence require higher degree polynomials.

The theoretical steps are detailed in Sec. 2. Sec. 3 is devoted to computational considerations and defines an approximate expression of the "total phase"
40 which can save time for large systems. Finally, the classical approach and the proposed one are compared via two numerical applications in Sec. 4.

## 2. Problem statement and theoretical points

Let's consider a general linear damped multi-dofs system in its classical formulation:

$$
\begin{equation*}
\boldsymbol{M} \ddot{\boldsymbol{u}}+\boldsymbol{C} \dot{\boldsymbol{u}}+\boldsymbol{K} \boldsymbol{u}=\boldsymbol{f}(t) \tag{1}
\end{equation*}
$$

45 This is a second order linear ordinary differential equation with constant coefficients; let us denote its size $n$. It is assumed throughout the paper that the mass and stiffness matrices $\boldsymbol{M}$ and $\boldsymbol{K}$ are symmetric definite positive and that the damping matrix $\boldsymbol{C}$ is such that it reflects a sub-critical damping. When working in the field of structural dynamics, one usually wants to establish the
${ }_{50}$ frf of system (1). The excitation $\boldsymbol{f}(t)$ is assumed to be periodic with a single frequency component:

$$
\begin{equation*}
\boldsymbol{f}(t)=\boldsymbol{f}^{c} \cos (\omega t)+\boldsymbol{f}^{s} \sin (\omega t),\left(\boldsymbol{f}^{c}, \boldsymbol{f}^{s}\right) \in\left(\mathbb{R}^{n}\right)^{2} \tag{2}
\end{equation*}
$$

The stationary response $\boldsymbol{u}$ is then sought in a similar form:

$$
\begin{equation*}
\boldsymbol{u}(t)=\boldsymbol{a} \cos (\omega t)+\boldsymbol{b} \sin (\omega t), \quad(\boldsymbol{a}, \boldsymbol{b}) \in\left(\mathbb{R}^{n}\right)^{2} \tag{3}
\end{equation*}
$$

Components $\boldsymbol{a}$ and $\boldsymbol{b}$ can be evaluated using a complex reformulation of equation (1) as described in Appendix A:

$$
\begin{equation*}
\hat{\boldsymbol{K}}(\omega) \hat{\boldsymbol{u}}=\hat{\boldsymbol{f}} \text { with } \hat{\boldsymbol{K}}(\omega)=\boldsymbol{K}-\omega^{2} \boldsymbol{M}+\jmath \omega \boldsymbol{C} \tag{4}
\end{equation*}
$$
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where $\jmath^{2}=-1, \hat{\boldsymbol{u}}=\boldsymbol{a}-\jmath \boldsymbol{b} \in \mathbb{C}^{n}$ and $\hat{\boldsymbol{f}}=\boldsymbol{f}^{c}-\jmath \boldsymbol{f}^{s} \in \mathbb{C}^{n}$.
To build a frf, $\hat{\boldsymbol{u}}$ is evaluated for a given range of circular frequency $\omega$ values; to be more specific, it is evaluated for $N$ discrete values $\omega^{(j)}, 1 \leq j \leq N$ over the range of interest. It is assumed here that the system is damped so that the dynamical flexibility matrix $\hat{\boldsymbol{S}}(\omega)=\hat{\boldsymbol{K}}(\omega)^{-1}$ always exists (there are no undamped modes). Hence, for each circular frequency value $\omega$ there is one and only one stationary solution expressed in its complex description $\hat{\boldsymbol{u}}$ satisfying (1).

Let's now consider uncertainties that are modelled in the probabilistic frame: random variables or random fields are used to render observed or assumed vari-
${ }_{65}$ ations of the structure; the excitation vector $\boldsymbol{f}$ is considered free of any uncertainty. In the case of random fields, it is assumed here that they are approximated by a collection of uncorrelated random variables via a Karhunen-Loève decomposition $[11,12]$ for example. Hence uncertainties are eventually rendered via a set of $\tilde{n}$ random variables, denoted $\xi_{i}, 1 \leq i \leq \tilde{n}$. This leads to random matrices and system response which are denoted as follows:

$$
\begin{equation*}
\tilde{M} \ddot{\overrightarrow{\boldsymbol{u}}}+\tilde{\boldsymbol{C}} \dot{\tilde{\boldsymbol{u}}}+\tilde{\boldsymbol{K}} \tilde{\boldsymbol{u}}=\boldsymbol{f}(t) \tag{5}
\end{equation*}
$$

To establish the frf in the stochastic context, the deterministic approach is usually expanded: for several values of $\omega$ within the frequency range of interest, $\tilde{\boldsymbol{u}}$ is evaluated, most frequently in its complex description $\tilde{\hat{\boldsymbol{u}}}$ as exposed above. The system which is solved is then:

$$
\begin{equation*}
\tilde{\hat{\boldsymbol{K}}}(\omega) \tilde{\hat{\boldsymbol{u}}}=\hat{\boldsymbol{f}} \text { with } \tilde{\hat{\boldsymbol{K}}}(\omega)=\tilde{\boldsymbol{K}}-\omega^{2} \tilde{\boldsymbol{M}}+\jmath \omega \tilde{\boldsymbol{C}} \tag{6}
\end{equation*}
$$

${ }_{75}$ A way to express $\tilde{\hat{u}}$ is to expand it into a truncated polynomial series: this is what gPC does $[3,13,14]$. However, it was demonstrated that this representation is non accurate in the vicinity of resonances which are the frequency ranges of interest $[4,5]$.

The idea developed in this work to overcome such a problem is to read Eq. (4)
${ }_{80}$ as $n$ relationships between $n+1$ variables $\hat{u}_{k}, 1 \leq k \leq n$ (components of $\hat{\boldsymbol{u}}$ ) and $\omega$. The classical way to process this dynamical system is formalized as the addition of an $(n+1)$-th equation $C(\hat{\boldsymbol{u}}, \omega)=0$ where $C(\hat{\boldsymbol{u}}, \omega)=\omega-\omega^{(j)}$ with $\omega^{(j)}$ a given circular frequency.
We propose to modify this latest equation so as to draw smoother surfaces con${ }_{85}$ sidering $\xi_{i}$ variations in the random case, and hence getting a better convergence rate of the gPC for this new problem. First, this new constraint equation is defined based on the modal properties of system (1). Then, its combination with gPC is exposed. A last subsection explains how to get classical - for constant frequencies - results from results of the proposed approach.
2.1. Quadratic eigenvalue problem and total phase definition

Let's consider the quadratic eigenvalue problem (QEP) associated with Eq. (1):

$$
\begin{equation*}
\left(\lambda_{k}^{2} \boldsymbol{M}+\lambda_{k} \boldsymbol{C}+\boldsymbol{K}\right) \boldsymbol{\varphi}_{k}=\mathbf{0} \tag{7}
\end{equation*}
$$

where $\lambda_{k}$ and $\boldsymbol{\varphi}_{k}, 1 \leq k \leq 2 n$, denote the eigenvalues and eigenvectors respectively.
95 When there is no damping $(\boldsymbol{C}=\mathbf{0})$, the spectral theorem provides the existence of a basis of real eigenvectors that simultaneously diagonalize $\boldsymbol{M}$ and $\boldsymbol{K}$ matrices. For classically damped systems, that is systems with a damping matrix verifying the Caughey condition [15]

$$
\begin{equation*}
\boldsymbol{C} \boldsymbol{M}^{-1} \boldsymbol{K}=\boldsymbol{K} \boldsymbol{M}^{-1} \boldsymbol{C} \tag{8}
\end{equation*}
$$

the set of real eigenvectors obtained for the undamped system also diagonalize $\boldsymbol{C}$. The eigenvalue problem of non-classically damped systems is not as simple as the two cases mentioned above [16, 17]. In this latter case, there does not always exist a basis (even a complex one) which simultaneously diagonalize mass, damping and stiffness matrices [18, Sec. 1-4].

It is assumed in the rest of the paper that the QEP (7) has $2 n$ distinct eigenvalues which are complex (not purely real nor purely imaginary): each mode is damped, none is critically or overdamped. In the case of complex eigenvalues, as matrices are real, if $\left(\lambda_{k}, \boldsymbol{\varphi}_{k}\right)$ is a solution, then $\left(\overline{\lambda_{k}}, \overline{\boldsymbol{\varphi}_{k}}\right)$ is also a solution: eigenvalues come in complex pairs. Each eigenvalue $\lambda_{k}$ can be split into real and imaginary contributions:

$$
\begin{equation*}
\lambda_{k}=-\alpha_{k}+\jmath \omega_{k} \tag{9}
\end{equation*}
$$

with $\alpha_{k}>0$ and $\jmath^{2}=-1$. One chooses to index $\lambda_{k}=-\alpha_{k}+\jmath \omega_{k}$ with positive and increasing $\omega_{k}$ contribution from 1 to $n$ and their conjugate from $n+1$ to $2 n$. Hence, $\omega_{k}>0$ and $\lambda_{k+n}=\overline{\lambda_{k}}, 1 \leq k \leq n$.
This said, one can consider the characteristic polynomial $q(\lambda)$ associated to the linear operator in (7) [16, p. 250]:

$$
\begin{equation*}
q(\lambda)=\operatorname{det}\left(\lambda^{2} \boldsymbol{M}+\lambda \boldsymbol{C}+\boldsymbol{K}\right)=\operatorname{det}(\boldsymbol{M}) \prod_{k=1}^{n}\left(\lambda-\lambda_{k}\right)\left(\lambda-\overline{\lambda_{k}}\right) \tag{10}
\end{equation*}
$$
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Finally, the total phase is defined as follows:

$$
\begin{equation*}
\phi_{\mathrm{tot}}(\omega):=-\angle(\operatorname{det} \boldsymbol{M})-\sum_{k=1}^{n} \angle\left(\left(\jmath \omega-\lambda_{k}\right)\left(\jmath \omega-\overline{\lambda_{k}}\right)\right) \tag{11}
\end{equation*}
$$

where $\angle(z)$ denotes the angle of the complex number $z$ lying in $]-\pi, \pi]$. In others words, $\phi_{\text {tot }}(\omega)$ is the "unwrapped" version of $\angle(q(\jmath \omega))$. The next few lines demonstrate that the total phase defined in (11) is one to one and onto from $\mathbb{R}^{+}$onto $\left.]-n \pi, 0\right]$.

First, as $\boldsymbol{M}$ is assumed to be definite and positive, $\operatorname{det} \boldsymbol{M}>0$ and $\angle \operatorname{det} \boldsymbol{M}=0$. Then, the range of each partial factor

$$
\begin{equation*}
\phi_{\mathrm{tot}, k}(\omega):=-\angle\left(\left(\jmath \omega-\lambda_{k}\right)\left(\jmath \omega-\overline{\lambda_{k}}\right)\right) \tag{12}
\end{equation*}
$$

can be easily established by rewriting it in the following way

$$
\begin{equation*}
\phi_{\mathrm{tot}, k}(\omega)=-\angle\left(\left|\lambda_{k}\right|^{2}-\omega^{2}+\jmath\left(2 \alpha_{k}\right) \omega\right) \tag{13}
\end{equation*}
$$

This function is well known in the frame of structural dynamics; it is strictly decreasing from $[0,+\infty[$ onto $]-\pi, 0]$. It follows that the sum $\phi_{\text {tot }}$ of these $n$ partial factors $\phi_{\text {tot }, k}$ is a strictly decreasing function from $[0,+\infty[$ onto $]-n \pi, 0]$. This implies that to each total phase value $\left.\left.\phi_{\text {tot }}^{(j)} \in\right]-n \pi, 0\right]$ one and only one $\omega$ value can be associated and subsequently one and only one $\hat{\boldsymbol{u}}$ value by virtue of Eq. (4). Hence, the $\phi_{\text {tot }}$ variable can be used to parametrize the dynamical problem instead of a classical circular frequency parametrization: varying it continuously from 0 to $-n \pi$ let us compute the frf for the first $n$ modes.

Instead of studying the frf by solving the following system

$$
\left\{\begin{array}{rll}
\hat{\boldsymbol{K}}(\omega) \hat{\boldsymbol{u}} & =\hat{\boldsymbol{f}}  \tag{14}\\
\omega & =\omega^{(j)}
\end{array}\right.
$$

for given $\omega^{(j)}$ values in $[0,+\infty[$, one proposes here to consider

$$
\left\{\begin{array}{l}
\hat{\boldsymbol{K}}(\omega) \hat{\boldsymbol{u}}=\hat{\boldsymbol{f}}  \tag{15}\\
\phi_{\mathrm{tot}}(\omega)=\phi_{\mathrm{tot}}^{(j)}
\end{array}\right.
$$

for given $\phi_{\text {tot }}^{(j)}$ values in $\left.]-n \pi, 0\right]$.
This new formulation implies to solve a real nonlinear constraint equation instead of a trivial equation to define $\omega$ value. Moreover, the current definition of the total phase requires the evaluation of all the eigenvalues $\lambda_{k}$ which can be a costly and inaccurate procedure for large systems: Sec. 3 proposes a preconditioning method and an approximation of $\phi_{\text {tot }}(\omega)$ for low frequencies which requires only the first eigenvalues evaluation. Finally, it is important to notice 140 that, when uncertainties are introduced, the classical formulation (14) let the circular frequency be a non random variable while the constraint equation in system (15) depends on the system random matrices via eigenvalues $\tilde{\lambda}_{k}$ and hence, $\omega$ becomes a random variable:

$$
\begin{equation*}
\phi_{\mathrm{tot}}(\tilde{\omega})=-\angle(\operatorname{det} \tilde{\boldsymbol{M}})-\sum_{k=1}^{n} \angle\left(\left(\jmath \tilde{\omega}-\tilde{\lambda}_{k}\right)\left(\jmath \tilde{\omega}-\overline{\tilde{\lambda}_{k}}\right)\right) \tag{16}
\end{equation*}
$$

The systems considered in the random case are then:

$$
\left\{\begin{align*}
\tilde{\hat{\boldsymbol{K}}}(\omega) \tilde{\hat{\boldsymbol{u}}} & =\hat{\boldsymbol{f}}  \tag{17}\\
\omega & =\omega^{(j)}
\end{align*}\right.
$$

The deterministic coefficients $x_{n}$ can be evaluated using either an intrusive method or a non-intrusive one. The intrusive method follows a Galerkin approach: Eq. (22) is introduced in the equations governing $X$ and theses equations are projected onto the set of orthogonal polynomials $\psi_{k}$. The non-intrusive ${ }_{70}$ method uses the orthogonality of the polynomials with respect to a inner product denoted $<\bullet, \bullet>$ :

$$
\begin{equation*}
x_{n}=\frac{\left\langle X, \psi_{k}\right\rangle}{\left\langle\psi_{k}, \psi_{k}\right\rangle} \tag{23}
\end{equation*}
$$

where the numerator is usually evaluated using a quadrature rule.
The intrusive method provides a set of $n \times N_{p}$ coupled algebraic equations and often requires a special implementation while the non-intrusive approach deter- the present case and throughout the paper, it will be assumed that the random variable $\xi$ follows a uniform distribution over $[-1,1]$ :

$$
p_{\xi}(x)= \begin{cases}\frac{1}{2} & \text { if }-1 \leq x \leq 1  \tag{24}\\ 0 & \text { otherwise }\end{cases}
$$

This makes the Legendre polynomial basis the most natural choice. The first 6 polynomials (with degree less or equal to 5) are:

$$
\begin{array}{ll}
\psi_{0}(x)=1 & \psi_{3}(x)=\frac{1}{2}\left(5 x^{3}-3 x\right) \\
\psi_{1}(x)=x & \psi_{4}(x)=\frac{1}{8}\left(35 x^{4}-30 x^{2}+3\right)  \tag{25}\\
\psi_{2}(x)=\frac{1}{2}\left(3 x^{2}-1\right) & \psi_{5}(x)=\frac{1}{8}\left(63 x^{5}-70 x^{3}+15 x\right)
\end{array}
$$

This set of polynomials is orthogonal with respect to the following inner product

$$
\begin{equation*}
<f, g>=\frac{1}{2} \int_{-1}^{1} f(x) g(x) \mathrm{d} x \tag{26}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
<X, \psi_{k}>=\mathrm{E}\left[X \psi_{k}\right] \tag{27}
\end{equation*}
$$

In the Illustrations section (Sec. 4), PCE coefficients $x_{n}$ will be evaluated following a non-intrusive approach by using a Gauss-Legendre quadrature rule to compute Eq. (23) numerator.

Once PCE coefficients $x_{n}$ are evaluated, there are two ways to post-process the result. First, the mean and variance can be directly computed (provided $\left.\psi_{0}(x)=1\right)$ :

$$
\begin{equation*}
\mathrm{E}\left[X_{p}\right]=x_{0}<\psi_{0}, \psi_{0}>\quad \text { and } \quad \mathrm{E}\left[\left(X_{p}-\mathrm{E}\left[X_{p}\right]\right)^{2}\right]=\sum_{n=1}^{N_{p}-1} x_{n}^{2}<\psi_{k}, \psi_{k}> \tag{28}
\end{equation*}
$$

Second, the cumulative distribution function (cdf) and the pdf can be evaluated based on MC simulations. The difference with the usual processing is that $X$ realizations are computed using its PCE $X_{p}$ (i.e. Eq. (22)) rather than solving the direct problem. This saves a lot of computational time and resource when the samples are large.

```
Algorithm 1: Global procedure considering a constant frequency
    Data: System random matrices, Gauss-Legendre quadrature nodes \(\xi_{\mathrm{GL}}^{(i)}\) and
            \(\omega^{(j)}\) discrete values of interest.
    foreach \(\omega^{(j)}, 1 \leq j \leq N\) do
        foreach \(\xi_{G L}^{(i)}, 1 \leq i \leq N_{G L}\) do
            Compute \(\hat{\boldsymbol{u}}_{\omega}^{(j, i)}\) solution of Eq. (17).
        end
        Compute \(\tilde{\tilde{u}}_{\omega}^{(j)}\) PCE using quadrature rule (23).
    end
```

The procedure using a constant total phase is depicted in Algorithm 2. In this case, given values are those of total phase: $\phi_{\text {tot }}^{(j)}, 1 \leq j \leq N$. For each of these values, one has to compute the PCE of both $\tilde{\boldsymbol{u}}$ and $\tilde{\omega}$, solutions of 215 Eq. (18). As the computation of $\tilde{\phi}_{\text {tot }}$ implies the computation of $\{\tilde{\boldsymbol{M}}, \tilde{\boldsymbol{C}}, \tilde{\boldsymbol{K}}\}$ eigenvalues, it is obviously more interesting to switch foreach instructions of the previous algorithm. $\hat{\boldsymbol{u}}_{\phi}^{(j, i)}$ (resp. $\omega_{\phi}^{(j, i)}$ ) denotes the realization of $\tilde{\hat{\boldsymbol{u}}}$ (resp. $\tilde{\omega}_{\phi}$ ) for $\phi_{\text {tot }}^{(j)}$ and $\xi_{\mathrm{GL}}^{(i)}$ while $\tilde{\hat{\boldsymbol{u}}}_{\phi}^{(j)}$ (resp. $\tilde{\omega}_{\phi}^{(j)}$ ) denotes the random vector (resp.
random variable) solution of Eq. (18) for $\phi_{\text {tot }}^{(j)}$.

```
Algorithm 2: Global procedure considering a constant total phase
    Data: System random matrices, Gauss-Legendre quadrature nodes \(\xi^{(k)}\) and
            \(\phi_{\text {tot }}^{(j)}\) discrete values of interest.
    foreach \(\xi_{G L}^{(i)}, \quad 1 \leq i \leq N_{G L}\) do
        Compute eigenvalues \(\lambda_{k}\) solutions of \(\operatorname{det}\left(\lambda_{k}^{2} \tilde{\boldsymbol{M}}+\lambda_{k} \tilde{\boldsymbol{C}}+\tilde{\boldsymbol{K}}\right)=0\).
        foreach \(\phi_{t o t}^{(j)}, \quad 1 \leq j \leq N\) do
            Compute \(\omega_{\phi}^{(j, i)}\) and \(\hat{\boldsymbol{u}}_{\phi}^{(j, i)}\) solution of Eq. (18).
        end
    end
    foreach \(\phi_{t o t}^{(j)}, 1 \leq j \leq N\) do
        Compute \(\tilde{\tilde{\boldsymbol{u}}}_{\phi}^{(j)}\) and \(\tilde{\omega}_{\phi}^{(j)}\) PCE using quadrature rule (23).
    end
```


### 2.3. Going back to a constant frequency description from a constant total phase study

A last point which will be illustrated in Sec. 4 is the possibility to rebuilt a constant frequency view of the stochastic response when doing the primary cal25 culations using a constant total phase approach described in Eq. (18). Basically, its relies on a linear interpolation of the results obtained for discrete total phase values $\phi_{\text {tot }}^{(j)}$ in order to evaluate $\tilde{\tilde{\boldsymbol{u}}}\left(\omega_{t}, \xi^{(i)}\right)$ for each $\xi^{(i)}$ of the sample where $\omega_{t}$ denotes the target frequency. First, one looks for the total phase discrete values which embrace $\omega_{t}$ for the given $\xi^{(i)}$ value:

$$
\begin{equation*}
\text { find } j_{0} \in\{1, \ldots, N\} \text { such that } \omega_{\phi}^{\left(j_{0}, i\right)} \leq \omega_{t} \leq \omega_{\phi}^{\left(j_{0}+1, i\right)} \tag{29}
\end{equation*}
$$

then, $\theta \in[0 ; 1]$ is defined such that

$$
\begin{equation*}
\omega_{t}=(1-\theta) \omega_{\phi}^{\left(j_{0}, i\right)}+\theta \omega_{\phi}^{\left(j_{0}+1, i\right)} \tag{30}
\end{equation*}
$$

and finally $\tilde{\hat{\boldsymbol{u}}}$ is evaluated using the following interpolation:

$$
\begin{equation*}
\tilde{\hat{\boldsymbol{u}}}\left(\omega_{t}, \xi^{(i)}\right)=(1-\theta) \hat{\boldsymbol{u}}_{\phi}^{\left(j_{0}, i\right)}+\theta \hat{\boldsymbol{u}}_{\phi}^{\left(j_{0}+1, i\right)} \tag{31}
\end{equation*}
$$

Algorithm 3 states the different steps to get $\tilde{\hat{\boldsymbol{u}}}_{t}^{(i)}=\tilde{\hat{\boldsymbol{u}}}\left(\omega_{t}, \xi^{(i)}\right)$ values.

```
Algorithm 3: Evaluating constant frequency stochastic response from a
constant total phase study
    Data: \(\tilde{\hat{u}}_{\phi}^{(j)}\) and \(\tilde{\omega}_{\phi}^{(j)}\) PCE for \(\phi_{\text {tot }}^{(j)}\) discrete values, \(1 \leq j \leq N ; \xi^{(i)}\), sample of
                random variable values, \(1 \leq i \leq N_{s} ; \omega_{t}\) frequency of interest.
    foreach \(\xi^{(i)}, 1 \leq i \leq N_{s}\) do
        Compute \(\tilde{\omega}_{\phi}^{(j, i)}=\tilde{\omega}_{\phi}^{(j)}\left(\xi^{(i)}\right), 1 \leq j \leq N\) using \(\tilde{\omega}_{\phi}^{(j)}\) PCE.
        Find \(j_{0}\) such that \(\tilde{\omega}_{\phi}^{\left(j_{0}, i\right)} \leq \omega_{t} \leq \tilde{\omega}_{\phi}^{\left(j_{0}+1, i\right)}\).
        Compute \(\theta=\left(\omega_{t}-\tilde{\omega}_{\phi}^{\left(j_{0}, i\right)}\right) /\left(\tilde{\omega}_{\phi}^{\left(j_{0}+1, i\right)}-\tilde{\omega}_{\phi}^{\left(j_{0}, i\right)}\right)\).
        Compute \(\tilde{\tilde{\boldsymbol{u}}}_{\phi}^{\left(j_{0}, i\right)}=\tilde{\tilde{\boldsymbol{u}}}_{\phi}^{\left(j_{0}\right)}\left(\xi^{(i)}\right)\) using \(\tilde{\tilde{\boldsymbol{u}}}_{\phi}^{(j)}\) PCE.
        Compute \(\tilde{\tilde{\boldsymbol{u}}}_{\phi}^{\left(j_{0}+1, i\right)}=\tilde{\tilde{\boldsymbol{u}}}_{\phi}^{\left(j_{0}+1\right)}\left(\xi^{(i)}\right)\) using \(\tilde{\boldsymbol{u}}_{\phi}^{(j+1)}\) PCE.
        Compute \(\tilde{\tilde{\boldsymbol{u}}}_{t}^{(i)}=\tilde{\tilde{\boldsymbol{u}}}\left(\omega_{t}, \xi^{(i)}\right)\) using Eq. (31).
    end
    Process \(\tilde{\hat{\boldsymbol{u}}}_{t}^{(i)}, 1 \leq i \leq N_{s}\) sample.
```


## 3. Computational considerations

First, as complex numbers angles are defined modulo $2 \pi$, it is obvious that the total phase should not be computed using the angle of the product of the $n$ factors $\left(\jmath \omega-\lambda_{k}\right)\left(\jmath \omega-\overline{\lambda_{k}}\right)$ but as the sum of the angle of each factor, that is the sum of each $\phi_{\text {tot }, k}$ defined in Eq. (12). This said, this section addresses first the choice of a linearisation used to process the QEP and then the expression of an 240 approximation which requires only the smallest eigenvalues. The last subsection is devoted to the efficiency and accuracy of this approximation.

### 3.1. Choice of a linearisation

Most methods used to compute the eigenvalues solution of Eq. (10) rely on a linearisation of the QEP (7) [16, Sec. 5]. Different linearisations are available ${ }_{245}$ in the literature [20], [16, Sec. 3.4], [21, Sec. 9.3]. The usual formulation is as follows:

$$
\underbrace{\left[\begin{array}{cc}
U & 0  \tag{32}\\
0 & M
\end{array}\right]}_{B} \dot{x}+\underbrace{\left[\begin{array}{cc}
0 & -U \\
K & C
\end{array}\right]}_{A} x=\left\{\begin{array}{l}
0 \\
f
\end{array}\right\}
$$

where $\boldsymbol{U}$ has to be invertible so as to ensure that $x_{k+n}=\mathrm{d} x_{k} / \mathrm{d} t, 1 \leq k \leq n$. The choice of $\boldsymbol{U}$ depends on the properties of system matrices [22].
The one linearisation used here is the energy phase space linearisation proposed by Veselić [17, Sec. 3.2]: let $\boldsymbol{L}_{K}$ and $\boldsymbol{L}_{M}$ be such that

$$
\begin{equation*}
\boldsymbol{K}=\boldsymbol{L}_{K} \boldsymbol{L}_{K}^{\mathrm{T}} \text { and } \boldsymbol{M}=\boldsymbol{L}_{M} \boldsymbol{L}_{M}^{\mathrm{T}} \tag{33}
\end{equation*}
$$



Figure 1: Reciprocal condition number (a) and CPU time to solve the full eigenvalue problem using eig (b) or to compute only the first $2 \times 6$ smallest eigenvalues using eigs ( $\bullet$, 'sm' , 12) (c) depending on the system size $n$ and the linearisation. Solid (blue) line: classical linearisation; Dashed (red) line: energy phase space linearisation; Dashed dotted (black) line: ratio between energy phase space and classical linearisation.
in what follows the Cholesky decomposition is used to compute $L_{\bullet}$ matrices. Then, use the following change of variables

$$
\begin{equation*}
\boldsymbol{u}=\boldsymbol{L}_{K}^{-\mathrm{T}} \boldsymbol{x}_{1}, \dot{\boldsymbol{u}}=\boldsymbol{L}_{M}^{-\mathrm{T}} \boldsymbol{x}_{2} \tag{34}
\end{equation*}
$$

to rewrite the dynamical equation (1):

$$
\begin{align*}
\boldsymbol{M} \boldsymbol{L}_{M}^{-\mathrm{T}} \dot{\boldsymbol{x}}_{2}+\boldsymbol{C} \boldsymbol{L}_{M}^{-\mathrm{T}} \boldsymbol{x}_{2}+\boldsymbol{K} \boldsymbol{L}_{K}^{-\mathrm{T}} \boldsymbol{x}_{1} & =\boldsymbol{f}(t)  \tag{35a}\\
\boldsymbol{L}_{M}^{-\mathrm{T}} \boldsymbol{x}_{2} & =\boldsymbol{L}_{K}^{-\mathrm{T}} \dot{\boldsymbol{x}}_{1} \tag{35b}
\end{align*}
$$

After pre-multiplying Eq. (35a) by $\boldsymbol{L}_{M}^{-1}$ and a few transformations, one gets an equivalent linear system with size $2 n$ :

$$
\dot{\boldsymbol{x}}=\underbrace{\left[\begin{array}{cc}
\mathbf{0} & \boldsymbol{L}_{K}^{\mathrm{T}} \boldsymbol{L}_{M}^{-\mathrm{T}}  \tag{36}\\
-\boldsymbol{L}_{M}^{-1} \boldsymbol{L}_{K} & -\boldsymbol{L}_{M}^{-1} \boldsymbol{C} \boldsymbol{L}_{M}^{-\mathrm{T}}
\end{array}\right]}_{\boldsymbol{A}_{e}} \boldsymbol{x}+\left\{\begin{array}{c}
\mathbf{0} \\
\boldsymbol{L}_{M}^{-1} \boldsymbol{f}
\end{array}\right\}, \boldsymbol{x}=\left\{\begin{array}{l}
\boldsymbol{x}_{1} \\
\boldsymbol{x}_{2}
\end{array}\right\}
$$

Linear problems (1), (32) and (36) have the same eigenvalues [17, Sec. 14] but not the same numerical properties as emphasized in Fig. 1. A simple clampedfree bending beam finite element model with a varying number of dofs is generated; modal damping is introduced once mass and stiffness matrices are assembled. The characteristics of the beam are the same than the clamped beam example studied in Sec. 4.2 except for limit conditions which are a perfect clamping on one end and with the other end being perfectly free; hence this model is fully deterministic. For each system size, linearisation (32) with $\boldsymbol{U}=-\boldsymbol{K}$ and (36) are compared using first, the reciprocal condition number of $\boldsymbol{B}^{-1} \boldsymbol{A}$ (resp. $\boldsymbol{A}_{e}$ ) evaluated via Matlab function rcond, then the CPU times for computing all the eigenvalues using Matlab command eig (-B\A) (resp. eig(Ae)) or to compute the first 12 smallest eigenvalues - that is the first $6 \lambda_{k}$ and their
conjugates $\overline{\lambda_{k}}-$ using eigs ( $-\mathrm{B} \backslash \mathrm{A}$, 'sm', 12) (resp. eigs (Ae, 'sm', 12)). CPU times include $\boldsymbol{A}$ and $\boldsymbol{B}$ matrices creation (resp. $\boldsymbol{A}_{e}$ as well as $\boldsymbol{L}_{M}$ and $\boldsymbol{L}_{K}$ evaluation); displayed CPU times are the means over 5 identical computations for each case.
First, the reciprocal condition number is higher when using the energy phase space linearisation. Second, energy phase space linearisation leads to smaller CPU times when one evaluates the eigenvalues, especially when only the first smallest eigenvalues are to be extracted which is interesting considering the to-
275 tal phase approximation detailed below.
Similar results are obtained when using $\boldsymbol{U}=\boldsymbol{M}$.

### 3.2. Total phase approximation

In order to avoid the computation of all the eigenvalues $\lambda_{k}$, one can first, use a truncation to eigenvalues matching the range of interest, that is, low frequencies: only $N_{\lambda}$ eigenvalues are kept, using the following criterion:

$$
\begin{equation*}
\left|\omega_{k}\right| \leq 2 \pi f_{\max } r \tag{37}
\end{equation*}
$$

where $f_{\max }$ denotes the maximum frequency of interest and $r$ a security coefficient greater than 1. Doing so, one also decreases the number of factors $\phi_{\text {tot }, k}(\omega)$ involved in the summation (11) which leads to a faster evaluation and an easier resolution of the constraint equation.
285 The second step is, as when dealing with model reduction, to use a "static compensation" to take higher order modes influence into account. Considering small circular frequency values $\omega$ compared to eigen circular frequencies $\omega_{k}$ for $k>N_{\lambda}$, one can write, for each partial factor

$$
\begin{equation*}
\phi_{\mathrm{tot}, k}(\omega)=-\frac{2 \alpha_{k}}{\left|\lambda_{k}\right|^{2}} \omega+o\left(\omega^{2}\right) \tag{38}
\end{equation*}
$$

Hence, an approximation of $\phi_{\text {tot }}$ using a linear correction can be written:

$$
\begin{equation*}
\phi_{\mathrm{tot}}(\omega) \approx-\sum_{k=1}^{N_{\lambda}} \angle\left(\left(\jmath \omega-\lambda_{k}\right)\left(\jmath \omega-\overline{\lambda_{k}}\right)\right)+\left(\sum_{k=N_{\lambda}+1}^{n}-\frac{2 \alpha_{k}}{\left|\lambda_{k}\right|^{2}}\right) \omega \tag{39}
\end{equation*}
$$

290 This approximation still requires the evaluation of higher order eigenvalues $\lambda_{k}$. To avoid their computation one uses one of the following equalities which are demonstrated in Appendix B, depending on the linearisation used (Eq. (32) or Eq. (36)):

$$
\begin{equation*}
\sum_{k=1}^{n}-\frac{2 \alpha_{k}}{\left|\lambda_{k}\right|^{2}}=-\operatorname{tr}\left(\boldsymbol{K}^{-1} \boldsymbol{C}\right)=-\operatorname{tr}\left(\boldsymbol{L}_{K}^{-1} \boldsymbol{C} \boldsymbol{L}_{K}^{-\mathrm{T}}\right) \tag{40}
\end{equation*}
$$

This finally leads to an approximation of the total phase which requires the evaluation of $\boldsymbol{K}^{-1} \boldsymbol{C}$ or $\boldsymbol{L}_{K}^{-1} \boldsymbol{C} \boldsymbol{L}_{K}^{-\mathrm{T}}$ and the first $N_{\lambda}$ eigenvalues $\lambda_{k}$ only; this
final expression is denoted $\phi_{N_{\lambda}}$ :

$$
\begin{align*}
\phi_{N_{\lambda}}(\omega)=- & \sum_{k=1}^{N_{\lambda}} \angle\left(\left(\jmath \omega-\lambda_{k}\right)\left(\jmath \omega-\overline{\lambda_{k}}\right)\right)+ \\
& \left(-\operatorname{tr}\left(\boldsymbol{L}_{K}^{-1} \boldsymbol{C} \boldsymbol{L}_{K}^{-\mathrm{T}}\right)-\sum_{k=1}^{N_{\lambda}}-\frac{2 \alpha_{k}}{\left|\lambda_{k}\right|^{2}}\right) \omega \tag{41}
\end{align*}
$$

The previous expression is written in the case of an energy phase space lineari-

### 3.3. Efficiency and accuracy results

The numerical efficiency and accuracy of the several ways to evaluate the total phase are tested using the same clamped-free beam model as in Sec. 3.1. Uncertainty is added in a very simple way:

$$
\begin{equation*}
\tilde{\boldsymbol{K}}(\xi)=\boldsymbol{K}(1+0.05 \xi) \tag{42}
\end{equation*}
$$

First, the complexity of several algorithms is examined. On the one hand, all the eigenvalues are evaluated using either linearisation (32) with $\boldsymbol{U}=-\boldsymbol{K}$ or the energy phase space linearisation (36). Matlab functions used are eig(A,-B) and eig(Ae) respectively. On the other hand, following the definition of the approximated total phase (41) with $N_{\lambda}=6$, only the first 12 smallest eigenvalues $\lambda_{k}$ and $\overline{\lambda_{k}}, 1 \leq k \leq N_{\lambda}=6$ are evaluated using eigs(Ae,12,'sm') together with the matrix $\boldsymbol{L}_{K}^{-1} \boldsymbol{C} \boldsymbol{L}_{K}^{-\mathrm{T}}$ whose trace is required. These evaluations are realized for $n \in\{10,20, \ldots, 100,200, \ldots, 1000\}$ and five $\xi$ values each time, $\xi \in\{-1,-0.5,0,0.5,1\}$.
Results are depicted in Fig. 2. Dashed lines match the fitted linear interpolation in log-log scales for each case. First, as expected from results of Sec. 3.1, using an energy phase space linearisation is always cheaper than using a classical linearisation. Second, direct evaluation of all eigenvalues is cheaper for small systems (here, with less than $n=100$ dofs), while for large systems, computing only some of them becomes a lot cheaper as the difference between the two 5 slopes (3.44 in the first case and 2.01 in the second one) points out even though $\boldsymbol{L}_{K}^{-1} \boldsymbol{C} \boldsymbol{L}_{K}^{-\mathrm{T}}$ has to be evaluated.

The accuracy of the approximation is now tested: considering the clampedfree beam system for $n=300$ and the nominal system only $(\xi=0)$, the total phase is evaluated at 10000 points equally spaced over $\left[0,1.1 \times \omega_{6}\right]$ using either initial definition (11) or approximation (41) with $N_{\lambda}=6$. Both curves are displayed in Fig. 3 along with the relative error generated by the approximation (right-side ordinate axis, dashed dotted line). It appears that the relative error remains very small (less than $0.05 \%$ ) over the whole frequency range. This example hence seems to indicate that using approximated total phase expression 5 for low frequencies is very reasonable considering the accuracy criterion.

A final test considers the time used for solving the constraint equation in system (15): when the total phase is evaluated using the approximated formulation, less factors are involved and one can expect that it is easier to solve.


Figure 2: Total phase: complexity with respect to system size $n$ for several computational methods


Figure 3: Total phase: accuracy of approximation $\phi_{N_{\lambda}}\left(N_{\lambda}=6\right)$

To test this hypothesis, the total phase range $[-6 \pi, 0]$ is divided in 6000 points

### 4.1. 2-dofs system

The first system used to illustrate and compare both approaches is a simple 2-dofs system depicted in Fig. 4 whose matrices are:

$$
\boldsymbol{M}=\left[\begin{array}{cc}
m & 0  \tag{43}\\
0 & m
\end{array}\right], \boldsymbol{C}=\left[\begin{array}{cc}
c_{1}+c_{2} & -c_{2} \\
-c_{2} & c_{2}
\end{array}\right], \boldsymbol{K}=\left[\begin{array}{cc}
k_{1}+k_{2} & -k_{2} \\
-k_{2} & k_{2}
\end{array}\right]
$$

Only the second mass undergoes an external load: $\boldsymbol{f}(t)=\{0,1\}^{\mathrm{T}} \cos (\omega t)$.
Numerical values for nominal system are $m_{1}=1 \mathrm{~kg}, c_{1}=1 \mathrm{~kg} . \mathrm{s}^{-1}, c_{2}=$


Figure 4: 2-dofs system with random stiffness $\tilde{k}_{1}$
$0.2 \mathrm{~kg} . \mathrm{s}^{-1}, k_{1}=100 \mathrm{~N} . \mathrm{m}^{-1}$ and $k_{2}=200 \mathrm{~N} . \mathrm{m}^{-1}$.
In the random case, the first spring stiffness depends on a random variable $\xi$ :

$$
\begin{equation*}
\tilde{k}_{1}=k_{1}\left(1+\xi \Delta k_{1}\right) \tag{44}
\end{equation*}
$$

with $\Delta k_{1}=0.75 ; \xi$ is assumed to have a uniform distribution over $[-1,1]$. A complex formulation is used to solve the linear dynamical problem: unknowns are the complex variables $\hat{u}_{1}$ and $\hat{u}_{2}$.

A similar case with a Gaussian random variable instead of a uniform one is illustrated in Appendix D.

### 4.1.1. MCS results

First, Monte Carlo simulations are run in order to visualize the differences between the two approaches. The dynamical system is solved for 100001 values of $\xi$ equally spaced over $[-1,1]$ and for 201 values of $\omega=2 \pi f$ equally spaced over $[0,5] \times 2 \pi$ to illustrate the CFA and for 201 values of $\phi_{\text {tot }}$ over $[-1.9318 \times \pi, 0]$ which are not equally spaced (see Appendix C) to illustrate the CTPA. These simulations will serve as references to evaluate the accuracy of each approach.

Fig. 5 shows the complex response of the second dof $\left(\hat{u}_{2}\right)$ for different values of $\xi$ : amplitude $\left|\hat{u}_{2}\right|$ and angle $\angle \hat{u}_{2}$ (that is the phase between $u_{2}$ and the excitation) are plotted versus the excitation frequency $f$ and the total phase $\phi_{\text {tot }}$ is superimposed to the angle in the lower plots. This shows first that contrarily to the angle, the total phase is continuously decreasing when the frequency increases and that important total phase slopes happen around resonances and with values centred around $-\pi / 2$ and $-3 \pi / 2$.

Second, two frequencies are shown on the plots ( 1.05 Hz and 3.4 Hz ). Considering different values of $\xi$, it is obvious that for a given frequency, very different responses happen in terms of amplitude, angle, and total phase. On the contrary, considering the response for a given total phase value $(-0.5 \pi$ or $-1.5 \pi$ for instance) narrows the variability of the responses. This latter observation is even more obvious when looking at Fig. 6. Amplitude and angle values are rendered via a grey scale and visualized in either a $(f, \xi)$ plane in column (a) or in $\left(\phi_{\text {tot }}, \xi\right)$ plane in column (b). For both views, the paths of a constant frequency study and a constant total phase study are displayed: constant total phase paths do not cross very different grey tones that is, tend to describe similar states of the system in terms of amplitude and angle, whereas constant


Figure 5: 2-dofs, MCS - System second dof response ( $\hat{u}_{2}$ ) for different $\xi$ values. Vertical grid lines denote the two frequencies used for further constant frequency study while the horizontal grid lines in the phases plots denotes the two total phase values used for further constant total phase study.
frequency paths embrace large ranges of grey tones which implies larger variations to be rendered via PCE. Similar results could be plotted for the first dof $\hat{u}_{1}$.

### 4.1.2. PCE results

Only the amplitudes $\left|\hat{u}_{k}\right|$ (not angles) are fitted using polynomial chaos. Both algorithms (Algorithm 1 for CFA and Algorithm 2 for CTPA) are applied using the same samples in $\omega$ or $\phi_{\text {tot }}$ as for MCS. For CTPA, total phase formula used is Eq. (11) without truncation as the system is small and all its modes are within the frequency range of interest. Fig. 7, 8 and 9 compare results obtained via both methods with MCS results to evaluate their global accuracy. The upper row in Fig. 7 shows the values of $\left|\hat{u}_{2}\right|$ evaluated from PCE for each of the 201 $\omega^{(j)}$ values (column (a)) or $\phi_{\text {tot }}^{(j)}$ values (column (b)). The lower row shows the relative error between PCE and MCS. The error scales for both methods are very different: more than $100 \%$ error arise with the CFA while errors are less than $5 \%$ in the case of CTPA. This shows that CTPA is accurate even for low PCE orders. Fig. 8 provides more general indicators, namely error on mean and standard deviation for each method. It shows that CFA errors in mean and variance increase especially around resonances while the errors stay contained in the CTPA case. As $\omega$ becomes a random variable in the CTPA case, the same error plots are provided in Fig. 9 to show that the nonlinear constraint equation of system (18) is solved with a great accuracy too.

Fig. 10 compare MCS and PCE results for CFA at the eigenfrequencies of the nominal system: $\left|\hat{u}_{k}\right|$ dependencies to $\xi$ are very poorly represented and the


Figure 6: 2-dofs, MCS - System second dof response $\left(\hat{u}_{2}\right)$ versus (a) $f$ and $\xi$, (b) $\phi_{\text {tot }}$ and $\xi$. Dashed (red) lines: constant frequency paths; Solid (green) lines: constant total phase paths.


Figure 7: 2-dofs, PCE, Accuracy comparison - System second dof response amplitude ( $\left|\hat{u}_{2}\right|$ ) and error on response amplitude compared to MCS results. (a) PCE results using a CFA, (b) PCE results using a CTPA.
(a)

(c)

(b)

(d)


| - | $\|$$\hat{u}_{1}$ MCS <br> $\hat{u}_{1}$ PCE error | $-=-=-$ |
| :--- | :--- | :--- |

Figure 8: 2-dofs, PCE, Accuracy comparison - Comparison of MCS and PCE results using global indicators over the full frequency range when using (a,b) CFA and (c,d) CTPA. (a,c) mean and (b,d) standard deviation of $\left|\hat{u}_{k}\right|$; thick lines depict MCS results while thin lines denote the absolute difference between MCS and PCE results.


Figure 9: 2-dofs, PCE, Accuracy comparison - Comparison of MCS and PCE results using global indicators over the full frequency range when using CTPA. (a) mean and (b) standard deviation of $\omega$; thick lines depict MCS results (values are to be read on left scale) while thin lines denote the absolute difference between MCS and PCE results (values are to be read on right scales).
(a) $f=1.05 \mathrm{~Hz}$






Figure 10: 2-dofs, CFA - Comparison of MCS and PCE results for constant frequencies. Upper plots: $\left|\hat{u}_{k}\right|$ versus $\xi$; lower plots: pdf of $\left|\hat{u}_{k}\right|$.
resulting pdfs do not match the expected ones at all. On the contrary, in case of a CTPA, $\left|\hat{u}_{k}\right|$ polynomial representation match the real dependencies very accurately leading to very accurate pdfs as depicted in Fig. 11.

Finally, Algorithm 3 is applied to evaluate $\left|\hat{u}_{k}\right|$ distributions for eigenfre25 quencies from CTPA results. Fig. 12 shows than it leads to much more accurate results than when using CFA directly (Fig. 10).

The case when a Gaussian random variable is used illustrated in Appendix D demonstrates that the accuracy does not depend on the law that the random variable follows: the same qualitative results are found.

### 4.2. Clamped beam

The second application is a bending beam with imperfect clamping conditions at both ends; this can arise for example when assemblies with bolted joints are studied. The system is depicted in Fig. 13. It consists in a beam with length $L=1 \mathrm{~m}$, width $b=1 \mathrm{~cm}$ and height $h=2 \mathrm{~cm}$ made of steel (Young modulus
${ }_{435} E=2 \cdot 10^{11} \mathrm{~Pa}$, density $\rho=7800 \mathrm{~kg} \cdot \mathrm{~m}^{-3}$ ). A finite element model with 100 nodes and 2 dofs per node is computed leading to mass and stiffness matrices, $\boldsymbol{M}$ and $\boldsymbol{K}_{b}$ respectively. One translational and one rotational spring (with respective stiffness $k_{t}$ and $k_{r}$ ) link each extremity to the ground; these stiffness are assumed to introduce uncertainty modelled as follows: $\tilde{k}_{t}=10^{7}(1+0.5 \xi) \mathrm{N} . \mathrm{m}^{-1}$ and $\tilde{k}_{r}=10^{5}(1+0.8 \xi)$ N.m.rad ${ }^{-1}$ where $\xi$ follows a uniform law over $[-1,1]$. This leads to random translational and rotational stiffness matrices $\tilde{\boldsymbol{K}}_{t}(\xi)$ and


Figure 11: 2-dofs, CTPA - Comparison of MCS and PCE results for constant total phases. Upper plots: $\left|\hat{u}_{k}\right|$ versus $\xi$; lower plots: pdf of $\left|\hat{u}_{k}\right|$.


Figure 12: 2-dofs, Constant frequency results rebuilt from CTPA results - Comparison of MCS and PCE results for constant frequencies. Upper plots: $\left|\hat{u}_{k}\right|$ versus $\xi$; lower plots: pdf of $\left|\hat{u}_{k}\right|$.


Figure 13: Clamped beam with random stiffness $\tilde{k}_{t}$ and $\tilde{k}_{r}$.


Figure 14: Beam, MCS - System 149-th dof response ( $\hat{u}_{149}$ ) for different $\xi$ values. Vertical grid lines denote the three frequencies used for further constant frequency study while the horizontal grid lines in the phases plots denotes the three total phase values used for further constant total phase study.
$\tilde{\boldsymbol{K}}_{r}(\xi)$ which are added to $\boldsymbol{K}_{b}$ to get the system random stiffness matrix:

$$
\begin{equation*}
\tilde{\boldsymbol{K}}(\xi)=\boldsymbol{K}_{b}+\tilde{\boldsymbol{K}}_{t}(\xi)+\tilde{\boldsymbol{K}}_{r}(\xi) \tag{45}
\end{equation*}
$$

To ensure sub-critical damping for all the modes, modal damping is applied. First, undamped modes are evaluated using mass matrix $\boldsymbol{M}$ and nominal sys- tem stiffness matrix $\tilde{\boldsymbol{K}}(\xi=0)$. This provides 200 circular eigenfrequencies $\omega_{k}$ and eigenvectors $\boldsymbol{\varphi}_{k}$. Then the diagonal damping matrix in the modal basis is created $\tilde{\boldsymbol{C}}=\operatorname{diag}\left(2 \eta_{k} \omega_{k}\right)$ with damping rates $\eta_{k}$ logarithmically spaced between $\eta_{1}=0.02$ and $\eta_{200}=0.2$. Finally, the damping matrix in the physical basis $C$ is computed. An ascending excitation is applied on the 149 -th dof (located approximately at 0.75 m from the left end): $f(t)=100 \cos (\omega t)$. The frequency range of interest $[0,600] \mathrm{Hz}$ embraces the first 3 modes of this 200 dofs model. Fig. 14 provides an overview of the system response variation over the frequency range of interest and shows that each of the three modes varies.

Two methods are used for total phase evaluation: full as defined by Eq. (11) and truncated with $N_{\lambda}=5$ and a "static compensation" as defined by Eq. (41). This will demonstrate the accuracy of the truncated formula and provide elements for cost comparison of all the methods. As in the previous application


Figure 15: Beam, MCS - System 149-th dof response amplitude ( $\hat{u}_{149}$ ) versus (a) $f$ and $\xi$, (b) $\phi_{\text {tot }}$ and $\xi$. Dashed (red) lines: constant frequency paths; Solid (green) lines: constant total phase paths.
only amplitudes $\left|\hat{u}_{k}\right|$ (not angles) are approximated using polynomial chaos. Two dofs will be monitored: the displacement $u_{149}$ where the force is applied and the displacement $u_{101}$ of the node located approximately at 0.51 m of the left end of the beam.

Fig. 15 provides an overview of the system response variations by displaying dof 149 amplitude for various $\xi$ values when evaluated using direct computation. Constant frequency and constant total phase lines are drawn for the first three resonances (thick lines) and the two anti-resonances (thin lines). This already shows that constant frequency lines cross responses with larger variations than constant total phase lines.

### 4.2.1. Accuracy

Fig. 16 displays relative error on mean and variance over the frequency range of interest in the CFA case (graphics (a) and (b)) and over the total phase range of interest in the CTPA case (graphics (c) and (d)). The grey patches match areas around resonances depicted in Fig. 17. These areas are defined as follows: for each $\xi$ value in $\{-1,0,+1\}$, the frf is computed over the whole frequency range and the maximum value over all translational displacements $\left|\hat{u}_{2 k+1}\right|$ is stored for each frequency. Then, each resonance is located and frequencies or total phase matching neighbouring points with amplitude greater than half this resonance amplitude are used to define the areas.

Another way to evaluate the accuracy of the results is to use the Wasserstein distance [23, Chap. 6]. This distance provides a means to compare the quality of the approximation considering simultaneously the convergence on the mean, the variance and the distribution law.
The Wasserstein distance ( Wd ) of order 2 between two probability measures $P_{1}$ and $P_{2}$ having a second order moment is defined as [23]:

$$
\begin{equation*}
\mathrm{Wd}_{2}\left(P_{1}, P_{2}\right)=\inf \left\{\mathrm{E}\left[\left(X_{1}-X_{2}\right)^{2}\right]^{1 / 2}: \mathcal{L}\left(X_{1}\right)=P_{1}, \mathcal{L}\left(X_{2}\right)=P_{2}\right\} \tag{46}
\end{equation*}
$$



Figure 16: Beam, PCE, Accuracy comparison - Comparison of MCS and PCE results using global indicators over the full frequency range when using (a,b) CFA, (c,d) CTPA truncated with $N_{\lambda}=5$. Relative error in percent for ( $\mathrm{a}, \mathrm{c}$ ) mean and (b,d) standard deviation of $\left|\hat{u}_{k}\right|$. Solid line is relative to $\left|\hat{u}_{101}\right|$; dashed dotted line is relative to $\left|\hat{u}_{149}\right|$.


Figure 17: Beam, PCE, Accuracy comparison - Patches: Areas with amplitudes greater than half the resonance amplitude for (a) frequency and (b) total phase. Thin lines: realizations for $\xi \in\{-1,0,+1\}$. Thick lines: portion of curves with amplitudes greater than half the resonance amplitude.


Figure 18: Beam, PCE, Accuracy comparison - Wasserstein distance for (a) CFA and (b) CTPA (full and truncated). Patches: Areas with amplitudes greater than half the resonance amplitude.
where $\mathcal{L}(X)$ denotes the law of $X$. It can be evaluated by:

$$
\begin{equation*}
\mathrm{Wd}_{2}\left(P_{1}, P_{2}\right)=\left(\int_{0}^{1}\left(F_{X_{1}}^{-1}(t)-F_{X_{2}}^{-1}(t)\right)^{2} \mathrm{~d} t\right)^{1 / 2} \tag{47}
\end{equation*}
$$

where $F_{X}$ denotes the cumulative distribution function associated to $X$. The distance between the CFA or CTPA approximations and the reference sample $U_{\text {ref }}$ can then be evaluated using Eq. (47). To render this distance dimensionless with respect to the order of magnitude of $U$ [24], the Wasserstein distance of order 2 is divided by the standard deviation evaluated using the reference sample; this quantity is denoted Wd :

$$
\begin{equation*}
\mathrm{Wd}\left(P_{U}, P_{U_{\mathrm{ref}}}\right)=\left(\frac{\int_{0}^{1}\left(F_{U}^{-1}(t)-F_{U_{\mathrm{ref}}}^{-1}(t)\right)^{2} \mathrm{~d} t}{\sigma_{U_{\mathrm{ref}}}^{2}}\right)^{1 / 2} \tag{48}
\end{equation*}
$$

These distances are plotted on Fig. 18 which shows that truncated and full CTPA methods provide the same accuracy and a greater accuracy than CFA. To get other illustrations of the Wasserstein distance in a mechanical frame, the reader is referred to [25, 26].

As in the previous application, the CFA suffer from higher errors around resonances while high errors in the case of CTPA are located in the vicinity of anti-resonances where amplitude get smaller. The lack of accuracy of CFA around resonances is illustrated in Fig. 19. CTPA results (using truncation with $N_{\lambda}=5$ ) where used to rebuild the same constant frequency results according to Algorithm 3 and show better accuracy as depicted by Fig. 20. These results demonstrate the accuracy of CTPA even with a truncated evaluation when larger systems are studied.

Results in the vicinity of anti-resonances can be compared also. As both methods provide accurate results around the first anti-resonance ( $f=157 \mathrm{~Hz}$ ), only the second one is examined in Fig. 21. The left column displays the results
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Figure 19: Beam, CFA - Comparison of MCS and PCE results for constant frequencies. Upper plots: $\left|\hat{u}_{k}\right|$ versus $\xi$; lower plots: pdf of $\left|\hat{u}_{k}\right|$. $\left|\hat{u}_{101}\right|$ is not plotted in column (b) as its amplitude range is very low compared to $\left|\hat{u}_{149}\right|$.
obtained by CFA while the right column displays results obtained by CTPA with $N_{\lambda}=5$ and using the constant frequency rebuild process from Sec. 2.3. This shows that the CTPA method which is designed to provide a greater accuracy around resonances is able to provide accurate results around anti-resonances implies computing $\boldsymbol{L}_{K}$ and $\boldsymbol{L}_{M}$ matrices for energy phase space linearisation and evaluating eigenvalues. Resolution of the nonlinear constraint equation using Matlab fzero function only accounts for about $3 \%$ of this additional

## too.

### 4.2.2. Numerical cost

No proper study with multiple runs was conducted. CPU times provided are hence given for guidance only. $601 \omega^{(j)}$ values over $[0,600 \times 2 \pi]$ and 601 $\phi_{\text {tot }}^{(j)}$ values between $[-3.0298 \pi, 0]$ were used. As a Gauss-Legendre quadrature rule with 11 nodes is used to evaluated PCE coefficients, each problem (17) or (18) has to be solved for 11 different $\xi_{\mathrm{GL}}^{(i)}$ values. In the case of CTPA the constraint equation requires a numerical resolution and, for each $\xi_{G L}^{(i)}$ value, the $2 \times N_{\lambda}=10$ smallest eigenvalues (if truncated) or all of them (if not truncated) have to be evaluated. MCS were run using $10001 \xi$ values in the sample.

Time for MCS is about 4 h for CFA, and 5 h 30 min for CTPA $(+37.5 \%)$. Most of the additional time is due to the total phase function creation which time.







| - | $\hat{u}_{101}$ MCS <br> $\hat{u}_{101}$ PCE | $-=---$ | $\mid \hat{u}_{149}$ | MCS |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\hat{u}_{149}$ | PCE |  |  |  |

Figure 20: Beam, Constant frequency results rebuilt from CTPA truncated with $N_{\lambda}=5-$ Comparison of MCS and PCE results for constant frequencies. Upper plots: $\left|\hat{u}_{k}\right|$ versus $\xi$; lower plots: pdf of $\left|\hat{u}_{k}\right| .\left|\hat{u}_{101}\right|$ is not plotted in column (b) as its amplitude range is very low compared to $\left|\hat{u}_{149}\right|$.
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Figure 21: Beam - Comparison of MCS and PCE results around the second anti-resonance $(f=430 \mathrm{~Hz})$. Upper plots: $\left|\hat{u}_{k}\right|$ versus $\xi$; lower plots: pdf of $\left|\hat{u}_{k}\right|$. (a) Results from CFA; (b) Results rebuilt from CTPA truncated with $N_{\lambda}=5$.

Time for PCE is about 15.5 s for CFA, 22.3 s for CTPA without truncation $(+43.9 \%)$ and 21.5 s for CTPA truncated with $N_{\lambda}=5(+38.7 \%)$. The gain of evaluating only some of the eigenvalues is not important as expected considering Fig. 2; however, it would increase for larger systems. If CTPA implies higher costs than CFA, it must be kept in mind that it returns accurate results and is more than 600 times cheaper than a MCS. The time to rebuild the three constant frequency plots in Fig. 20 from CTPA result is about 0.9 s .

## 5. Conclusions

A new parametrization of linear dynamical problems is proposed for systems .igure eigenvalues of the damped problem. It is demonstrated that one and only one dynamical solution (couple frequency/displacements) is associated to any value of this parameter. Stochastic dynamic responses are hence computed using given values for this total phase parameter rather than using given values for the frequency.

Two examples show that Polynomial Chaos Expansion with low degree then provides accurate results even in the vicinity of resonances that is where it usually looses accuracy when considering given frequency values. These illustrations show that the proposed parametrization gathers similar responses contrarily to
classical constant frequency parametrization which embraces very different dynamical responses.
Even though the current examples involve only one random variable, they prove that low degree PCE provide accurate results because the response variations are simpler to describe when considering a given total phase value rather than
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Injecting excitation and amplitude decompositions (2) and (3) into the dynamical equation (1) and balancing cosine and sine terms, one gets 2 real equations with size $n$ :

$$
\begin{align*}
\left(\boldsymbol{K}-\omega^{2} \boldsymbol{M}\right) \boldsymbol{a}+\omega \boldsymbol{C} \boldsymbol{b} & =\boldsymbol{f}^{c}  \tag{A.1a}\\
\left(\boldsymbol{K}-\omega^{2} \boldsymbol{M}\right) \boldsymbol{b}-\omega \boldsymbol{C} \boldsymbol{a} & =\boldsymbol{f}^{s} \tag{A.1b}
\end{align*}
$$

To compute $\boldsymbol{a}$ and $\boldsymbol{b}$, one can either solve this linear system with size $2 n$ or consider the following composition in the complex space $\mathbb{C}^{n}$, (A.1a) - $\jmath$ (A.1b):

$$
\begin{equation*}
(\underbrace{\boldsymbol{K}-\omega^{2} \boldsymbol{M}+\jmath \omega \boldsymbol{C}}_{\hat{\boldsymbol{K}}(\omega)})(\underbrace{\boldsymbol{a}-\jmath \boldsymbol{b}}_{\hat{\boldsymbol{u}}})=(\underbrace{\boldsymbol{f}^{c}-\jmath \boldsymbol{f}^{s}}_{\hat{\boldsymbol{f}}}) \tag{A.2}
\end{equation*}
$$

By analogy with the static case $(\omega=0), \hat{\boldsymbol{K}}(\omega)$ is often called the dynamic stiffness matrix and its inverse, denoted $\hat{\boldsymbol{S}}(\omega)$ the dynamical flexibility matrix.

## Appendix B. Demonstration of equation (40)

Case of a classical linearisation (32). The first step is to express the inverse of matrix $\boldsymbol{A}$ defined id Eq. (32). Since $\boldsymbol{K}$ is supposed to be symmetric definite positive, it is invertible and one can write

$$
\boldsymbol{A}^{-1}=\left[\begin{array}{cc}
\boldsymbol{K}^{-1} \boldsymbol{C} \boldsymbol{U}^{-1} & \boldsymbol{K}^{-1}  \tag{B.1}\\
-\boldsymbol{U}^{-1} & \mathbf{0}
\end{array}\right]
$$

whatever $\boldsymbol{U}$ matrix is, provided it is invertible. The next step is to note that since $\lambda_{k}$ are the eigenvalues of the linear eigenvalue problem associated to Eq. (32):

$$
\begin{equation*}
\operatorname{tr}\left(\boldsymbol{A}^{-1} \boldsymbol{B}\right)=-\sum_{k=1}^{2 n} \frac{1}{\lambda_{k}} \tag{B.2}
\end{equation*}
$$

Finally the detailed expression of $\boldsymbol{A}^{-1} \boldsymbol{B}$,

$$
\boldsymbol{A}^{-1} \boldsymbol{B}=\left[\begin{array}{cc}
\boldsymbol{K}^{-1} \boldsymbol{C} & \boldsymbol{K}^{-1} \boldsymbol{M}  \tag{B.3}\\
-\boldsymbol{I} & \mathbf{0}
\end{array}\right]
$$

leads to the expected result

$$
\begin{equation*}
\operatorname{tr}\left(\boldsymbol{A}^{-1} \boldsymbol{B}\right)=\operatorname{tr}\left(\boldsymbol{K}^{-1} \boldsymbol{C}\right)=-\sum_{k=1}^{2 n} \frac{1}{\lambda_{k}} \tag{B.4}
\end{equation*}
$$

Case of an energy phase space linearisation (36). In this second case, only one matrix $\boldsymbol{A}_{e}$ is involved. Its inverse is:

$$
\boldsymbol{A}_{e}^{-1}=\left[\begin{array}{cc}
-\boldsymbol{L}_{K}^{-1} \boldsymbol{C} \boldsymbol{L}_{K}^{-\mathrm{T}} & -\boldsymbol{L}_{K}^{-1} \boldsymbol{L}_{M}  \tag{B.5}\\
\boldsymbol{L}_{M}^{\mathrm{T}} \boldsymbol{L}_{K}^{-\mathrm{T}} & \mathbf{0}
\end{array}\right]
$$

The result is straighforward:

$$
\begin{equation*}
\operatorname{tr}\left(\boldsymbol{A}_{e}^{-1}\right)=\operatorname{tr}\left(-\boldsymbol{L}_{K}^{-1} \boldsymbol{C} \boldsymbol{L}_{K}^{-\mathrm{T}}\right)=\sum_{k=1}^{2 n} \frac{1}{\lambda_{k}} \tag{B.6}
\end{equation*}
$$

## Appendix C. Phase sampling

The method to create samples of total phase values for which system response should be evaluated is not obvious. Indeed, using equally spaced values would not return a relevant mesh of the dynamic response as illustrated via Fig. C.22. The good point of an equally spaced total phase sample is that it focuses on the resonance peaks; the bad point is that there is not enough points in between these ranges. On the contrary, an equally spaced frequency sample does not ${ }_{670}$ focuses on resonance peaks and can somehow miss them but describes ranges outside resonances more properly. A mix is then proposed to build an efficient total phase sampling: a linear spacing of total phase values is used around


Figure C.22: 2-dofs dynamical system response evaluated at 17 points linearly spaced (a) in frequency and (b) in total phase.
resonances and a spacing such that one gets an approximate linear spacing in frequencies in between these ranges.

Let's assume that one wants to study the response of a structure over its first $K$ modes included in $\left[0, \omega_{\max }\right]$ range for circular frequency. The equivalent range in total phase is $\left[\phi_{\text {tot max }}, 0\right]$ where $\phi_{\text {tot max }}$ is evaluated from Eq. (11) or Eq. (41) and $\omega_{\max }$. First, one has to define ranges around resonances: resonance for mode $k$ occurs when the $k$-th partial total phase factor $\phi_{\text {tot }, k}$ is close to $-\pi / 2$. Let's define the limits around $-\pi / 2$ for which most of the resonance peak is embraced: $\phi_{\lim }^{-}=-\pi / 10$ and $\phi_{\lim }^{+}=-9 \pi / 10 . \omega_{k}^{-}$and $\omega_{k}^{+}$such that $\phi_{\mathrm{tot}, k}\left(\omega_{k}^{ \pm}\right)=\phi_{\mathrm{lim}}^{ \pm}$can be computed from these values, using Eq. (12). This is illustrated in Fig. C.23(a). Corresponding total phase limit values $\phi_{\text {tot } k}^{ \pm}$can then be easily computed using either Eq. (11) or Eq. (41). This is illustrated via Fig. C.23(b). Finally, this let us define the following zones:


Figure C.23: Sampling zones definition

- $Z_{b}$ : zone before the first resonance. $\omega \in\left[0, \omega_{1}^{-}\right]$and $\phi_{\text {tot }} \in\left[\phi_{1}^{-}, 0\right]$.
- $Z_{m}^{k}$ : zone around the $k$-th resonance. $\omega \in\left[\omega_{k}^{-}, \omega_{k}^{+}\right]$and $\phi_{\text {tot }} \in\left[\phi_{k}^{+}, \phi_{k}^{-}\right]$.
- $Z_{i}^{k}$ : intermediate zone between the $k$-th and $(k+1)$-th resonances. $\omega \in$ $\left[\omega_{k}^{+}, \omega_{k+1}^{-}\right]$and $\phi_{\mathrm{tot}} \in\left[\phi_{k+1}^{-}, \phi_{k}^{+}\right]$.
- $Z_{a}$ : zone after the last resonance. $\omega \in\left[\omega_{K}^{+}, \omega_{\max }\right]$ and $\phi_{\text {tot }} \in\left[\phi_{K}^{+}, \phi_{\text {tot max }}\right]$.

In zones $Z_{m}^{k}$, total phase points are equally spaced in total phase; in zones $Z_{b}, Z_{i}^{k}$ and $Z_{a}$, total phase sampling is such that points are equally spaced in frequency (this is done by computing images of linearly spaced samples in $\omega$ using either Eq. (11) or Eq. (41)).

The last thing to determine is the ratio of points in each zone. These ratios are up to the user and may vary from one study to another. The ratios used throughout the paper are $25 \%$ for $Z_{m}^{k}$ zones, and the other $75 \%$ are distributed such that $Z_{b}$ and $Z_{a}$ are described with the same number of points and each $Z_{i}^{k}$ zone has twice the number of points of $Z_{b}$ zone. The resulting percentage of points in each zone for $K=2$ and $K=3$ modes are provided in Tab. C.1.

| Zone | $Z_{b}$ | $Z_{m}^{k}$ | $Z_{i}^{k}$ | $Z_{a}$ |
| :---: | :---: | :---: | :---: | :---: |
| $K=2$ | $18.75 \%$ | $12.5 \%$ | $37.5 \%$ | $18.75 \%$ |
| $K=3$ | $12.5 \%$ | $8.333 \%$ | $25 \%$ | $12.5 \%$ |

Table C.1: Percentage of points in each zone for $K$ modes.
To illustrate the interest of such a phase sampling, dynamic responses of the two systems used for applications in Sec. 4 are computed using either linearly spaced values in frequency (as is usually done) and total phase samples computed as explained above, using the same number of points in both samples. The error in the rebuilt responses is evaluated for one dof by the integral of the absolute difference between the resulting curve and a reference curve obtained via a very fine sampling in frequency (area between both curves). Results are displayed on Fig. C. 24 and Fig. C.25. As expected, considering a same number of points $N$, the resonance peaks are described more accurately using the proposed total phase sampling method while keeping enough points in between these areas. Moreover, the error with a reference curve is very much smaller in the general case which indicates that it may be interesting to use such a sampling to compute frf with a minimal number of points even in the deterministic case.

## Appendix D. 2-dof system with a Gaussian random variable

The 2-dof system illustrated in Sec. 4.1 is considered but with a deterministic $k_{1}$ value and a random $k_{2}$ variable which follows a normal law:

$$
\begin{equation*}
\tilde{k}_{2}=k_{2}\left(1+\xi \Delta k_{2}\right) \tag{D.1}
\end{equation*}
$$



Figure C.24: Total phase sampling efficiency - 2-dofs system of Sec. 4.1, amplitude for dof 2 for 24 points (a) linearly spaced in frequency and (b) spaced in total phase as proposed; (c) Value of error between a reference frf and a frf with $N$ points ( - ) linearly spaced in frequency or $\left(-{ }^{-}\right)$computed using the proposed total phase sampling scheme.


Figure C.25: Total phase sampling efficiency - Beam of Sec. 4.2, amplitude for dof 149 for 20 points (a) linearly spaced in frequency and (b) spaced in total phase as proposed; (c) Value of error between a reference frf and a frf with $N$ points $(--)$ linearly spaced in frequency or $(-)$ computed using the proposed total phase sampling scheme.


Figure D.26: 2-dofs Gaussian, MCS - System second dof response ( $\hat{u}_{2}$ ) versus (a) $f$ and $\xi$, (b) $\phi_{\text {tot }}$ and $\xi$. Dashed (red) lines: constant frequency paths; Solid (green) lines: constant total phase paths.
with $\Delta k_{2}=0.15$ and $\xi \sim \mathcal{N}(0,1) . \xi$ realizations leading to negative stiffness are put aside. The computations are the same than in Sec. 4.1 except that a Hermite polynomial basis is used for PCE (still with degree 5).

This configuration leads to an almost constant first mode but a second mode with large variations as depicted in Fig. D.26. This figure shows again that while constant frequency cuts account for very different responses for the second mode, constant total phase cuts gather very similar responses. Hence, the response approximation by PCE is more accurate when considering CTPA than CFA. This is illustrated in Fig. D. 27 which shows the results obtained considering a constant frequency cut around the second mode. While the direct degree 5 polynomial approximation of $\hat{u}_{2}$ in the case of CFA presents high errors leading to erroneous pdfs (column (a)), the degree 5 approximations in the CTPA case have good enough accuracies which provide a mean to rebuild a very accurate constant frequency response (column (b)) using the steps explained in Sec. 2.3.
(a) $f=3.4 \mathrm{~Hz}-\mathrm{CFA}$





Figure D.27: 2-dofs Gaussian - Comparison of MCS and PCE results around the second mode $(f=3.4 \mathrm{~Hz})$. Upper plots: $\left|\hat{u}_{k}\right|$ versus $\xi$; lower plots: pdf of $\left|\hat{u}_{k}\right|$. (a) Results from CFA; (b) Results rebuilt from CTPA.
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