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Abstract

This paper is focused on the study of the convergence of the frequency domain turbo equalizer for space-time encoded

signals with single-carrier modulation. For this study we employ the extrinsic information transfer chart. We use space-

time coding schemes adapted to frequency-selective channels and an efficient generalized receiver based on a space-time

frequency domain detector. We study the influence of the orthogonal space-time code per block defined for 2 and 4

transmit antennas in the EXIT chart. Simulation results show that the scheme performs efficiently, for convolutional

codes of memory 2, 3 and 5, over frequency-selective block fading channels for the second iteration and beyond.

1 Introduction

Multiple-input multiple-output (MIMO) techniques

promise high data rate and robust communications. One

technique used in MIMO is known as space-time coding.

These codes have become a subject of interest in the re-

search field. In [1] a space-time block code (STBC) for

two transmit antennas is introduced. However it assumes

flat fading channels, and its generalization for higher an-

tenna numbers is proposed in [2, 3]. The adaptation of

these codes to frequency-selective fading channels is pre-

sented in [4, 5]. A generalization on the construction of

these codes and a generalized maximum likelihood (ML)

detector were introduced in [6].

Almost all communication systems suffer from inter-

symbol interference (ISI) as a result of frequency-selective

fading channel. The BCJR [7] is an optimal receiver based

on the known maximum a posteriori criterion. Its disad-

vantage is that its complexity grows up exponentially with

the memory of the channel. A nearly optimal receiver for

single-input single-output is proposed in [8] based on a lin-

ear equalizer (LE), known as turbo minimum mean square

error interference cancellation (MMSE-IC-LE). This re-

ceiver exploits the contribution of the multipaths followed

by the same symbol, canceling at the same time the inter-

ference generated by the undesirable symbols.

The convergence of the MMSE-IC-LE was first studied

in [9]. The extrinsic information exchanged between the

equalizer and the decoder provides the extrinsic informa-

tion transfer (EXIT) chart and consequently the point of

convergence of the turbo equalizer (TE). The convergence

is obtained when the two saturation points (intersection

point between both traces) come close enough together

that they progressively become indistinguishable. The ex-

change of extrinsic information is then visualized as a stair

decoding trajectory in the EXIT chart. The number of steps

plotted in the EXIT chart correspond to the number of iter-

ations required for the MMSE-IC-LE to converge.

This paper is focused on the study of the convergence by

the EXIT chart of the frequency domain (FD) MMSE-

IC-LE introduced in [10]. We use the orthogonal STBC

per block (OSTBCB) proposed in [6], and its FD-ML-

detector as well. The output when implementing the OS-

TBCB FD-ML-detector [6] is equivalent to a single-input

single-output system. The advantage of our method is that

it can be applied to any OSTBCB code of any configura-

tion regarding number of antennas. This model allows the

construction of the EXIT chart in the same way as for a

single-input single-output system. In addition, our EXIT

chart analyzes FD-TE. Furthermore, few references have

studied the STBC EXIT chart [11–13] and even less have

considered FD-TE OSTBCB EXIT chart [14]. In addi-

tion, all references have only considered 2 transmit anten-

nas. We extend our study to 4 transmit antennas and it

can be also performed for a higher number thanks to the

generalized OSTBCB construction and FD-ML-detector

of [6]. Simulation results show that the scheme performs

efficiently over frequency-selective block fading channels

starting from the second iteration for convolutional codes

(CC) of memory 2, 3 and 5. Furthermore, the results con-

firm that the EXIT chart is a powerful tool to optimize our

OSTBCB FD-MMSE-IC-LE.

This paper is organized as follows: Section 2, we start pre-

senting the notations, the system model and the ML de-

tector. Then the FD generalized TE based on the MMSE

criterion for OSTBCB is introduced. In Section 3, the

EXIT chart is explained. In Section 4 simulations show
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the receiver efficiency over frequency-selective block fad-

ing channels. Finally, the conclusions are drawn in Section

5.

2 System model

2.1 Orthogonal frequency STBC per block

We consider the OSTBCB of [6, 10], represented in Fig-

ure 1. At the transmitter the incoming input bit stream

{d(n)} is encoded by a forward error correction (FEC)

code. A random interleaver Π shuffles the resulting coded

data sequence, c(n) = 0, 1. Each packet of m coded

and interleaved bits is mapped onto an M -ary complex

symbol with variance σ2
s which belongs to signal set S,

where s represents a symbol of the set. The symbols

{s(n)} are split into K packets of size P denoted sk =
[

sk(0) .... sk(P − 1)
]

, 1 ≤ k ≤ K.

Figure 1: Discrete-time equivalent transmitter model

The transmitted symbols are distributed between the nT

transmit antennas by a matrix cST of size T × nT , defined

by

cST =
K

∑

k=1

[sk(n)]T ⊗ β−
k + [sk

⋆(pn)]T ⊗ β+
k (1)

where [a]
⋆

denotes the conjugate of [a], [a]
T

its transpose

matrix, (pn) = (P − n)mod(P ), ⊗ represents the Kro-

necker (tensor) product, and β−
k and β+

k are T × nT com-

plex characteristic matrices of the considered OSTBCB

which properties are given in [3].

Let us consider the frequency properties of the OSTBCB

given in [6], and let Sk(p) be the p-th coefficient of the P -

FFT of {sk(n)}. The P -FFT applied to cST along the time

dimension (vertical) leads to P complex matrices CST (p)
of size T × nT [6]

CST(p) =

K
∑

k=1

Sk(p)β−
k +S⋆

k(p)β+
k , 0 ≤ p ≤ P −1 (2)

Subsequently, each transmitted block is preceded by a

cyclic prefix CP which is the repetition of the last G sam-

ples of each block. These CPs guarantee circular convo-

lution in the time-domain, i.e. a scalar product in the FD.

The length of the CP is at least equal to the channel ISI in

order to avoid the inter-block interference (IBI).

Assuming perfect carrier and time synchronizations, the

received samples {yj(n)} on the receive antenna j can be

expressed as

yj(n) =

nT
∑

i=1

L−1
∑

l=0

hj,i(n − l)ci
ST(n) + φj(n) (3)

where {hj,i(n)} are the coefficients of the channel impulse

response between transmit antenna i and receive antenna

j, ci
ST(n) corresponds to the m-th OSTBCB element sent

from the i-th transmit antenna and φj(n) are complex cir-

cular AWGN noise coefficients on received antenna j with

zero mean and variance σ2
φ.

After eliminating the CP, {yj(n)} is split into T packets

of length P . Then, a P -FFT is applied on each block to

obtain the P matrices Y (p) of size T × nR.

Y(p) = H(p)CST(p) + Φ(p) (4)

where {Φ(p)} denotes the P -FFT of the noise {φ(n)},

H(p) = {Hj,i(p)} with 1 ≤ i ≤ nT , 1 ≤ j ≤
nR and {Hj,i(p)} is the P -FFT of the time channel im-

pulse response coefficients {hj,i(n)}, with Hj,i(p) =
∑P−1

n=0 hj,i(n)exp(−j2π np
P

).

Figure 2: Iterative receiver model for a generic equalizer-

decoder scheme

At the receiver, we use the equivalent model of Figure 2. It

provides the soft decision variables Xk(p) for each Sk(p)
resulting from the application of the maximum likelihood

criterion [6]. The soft decisions variables can be described

by

Xk(p) = G⋆
k(p)[Gk(p)Sk(p) + Λk(p)] (5)

where G⋆
k(p)Gk(p) = Tr[H(p)†H(p)], H† denotes the

Hermitian of H and Λk(p) is the equivalent complex

AWGN of variance σ2
Λ = σ2

Φ = Pσ2
φ. Let us de-

note Bk(p) = G⋆
k(p)Λk(p). Its variance is defined by

σ2
B = P |Gk(p)|2σ2

φk
.

2.2 Frequency domain MMSE turbo equal-

ization IC-LE [10]

We consider the finite-length MMSE interference cancella-

tion structure of [10] represented in Figure 3. After the P -

FFT, the FD-ML-detector detailed in [6] provides Xk(p).
Using the equivalent model [8] and the FD-MMSE-IC-LE

described in [8] and [15] for single-input single-output sys-

tems, an interference cancellation structure consisting of a

feed-forward filter Fk(p) and a feedback filter Qk(p) de-

livers the estimated symbols Zk(p) define as

Zk(p) = Fk(p)Xk(p) − Qk(p)X̄k(p) (6)

2



Figure 3: Frequency domain turbo equalizer structure

where {X̄k(p)} is the estimated ISI, Qk(p) is computed

minimizing the mean square error εLE = E[|zk(n) −
sk(n)|2] and {zk(n)} is the IFFT Zk(p). Due to the FFT

properties and assuming i.i.d.1 of {sk(n)}, minimizing

εLE is equivalent to minimizing each E[|Zk(p) − Sk(p)|2]
under the constraint

∑P
p=0 Qk(p) = 0 i.e. qk(n =

0) = 0. The Lagrangian resolution of this optimiza-

tion leads to Qk(p) = Fk(p)|Gk(p)|2 − μ,where μ =
1
P

∑P
q=0 Fk(q)|Gk(q)|2. The FD equalizer coefficients

Fk(p) are given by Fk(p) =
(σ2

s−μσ2
x̄)

|Gk(p)|2(σ2
s−σ2

x̄)+σ2
φ

The {zk(n)} are used in the soft symbol to bit converter

(SBC) to deliver lineary reliability values used as the in-

puts of the decoder. The decoder feeds the soft-input soft-

output (SISO) bit to symbol converter (BSC) with log-

likelihood ratios (LLR) denoted LD
OUT (n) or La(n) after

interleaving.

The SISO BSC block generates soft symbol estimates.

They are computed as the expected value of the transmitted

symbols, with respect to the a priori probabilities derived

from the soft value delivered by the decoder at the previous

iteration. x̄k(n) = E[sk(n)|La(n)]

Under the assumption of i.i.d. transmitted symbols

{sk(n)}, σ2
x̄ = E[|sk(n) − x̄k(n)|2|La(n)]. Those soft

symbol estimates are exploited as a priori information to

cancel the ISI in the MMSE-IC-LE.

The output of the SBC denoted L(n) [15] is equal to

L(n)= ln

∑

(s∈S|ci(n)=1)

Pr(zk(n)|sk(n) = s)Pa,n(s)

∑

(s∈S|ci(n)=0)

Pr(zk(n)|sk(n) = s)Pa,n(s)
(7)

Pr(zk(n)|sk(n) = s) =
1

πσ2
b

e
− |zk(n)−μsk(n)|2

σ2
b (8)

Pa,n(s) =
m
∏

i=1

Pa,n(ci
n) =

m
∏

i=1

e
(2ci

n−1)La
IN

(n)

2

e
La

IN
(n)

2 + e−
La

IN
(n)

2

(9)

with σ2
b = μ(μ − 1)σ2

s and {ci
n}{1≤i≤m} the interleaved

encoded bit values mapped to s ∈ S.

The L(n) values are used to obtain the extrinsic informa-

tion Le
out(n) [15] defined by

Le
OUT (n) = L(n) − La

IN (n) (10)

The SISO decoder provides the a posteriori LLRs on the

coded bits LD
OUT , defined as follows

LD
OUT (ci(n)) = ln

Pr(ci(n) = 1)|La(ci(n))

Pr(ci(n) = 0)|La(ci(n))
(11)

3 EXIT chart

3.1 EXIT chart applied to OSTBCB

At the receiver after applying the FFT and the OSTBC FD-

ML-detector, the system can be modeled as an equivalent

single-input single-output scheme. Moreover, the ISI is

exploited by the MMSE-IC-LE. This model can be gener-

alized for a large number of transmit and receive antennas

as a result of the OSTBCB FD-ML-detector, this antenna

number does not influence the applicability of the EXIT

chart firstly introduced in [9].

3.2 EXIT chart principle [9]

In figure 4, we simplify the structure presented in Figure

3 by representing only the equalizer, the decoder and they

respective inputs and outputs. The EXIT chart analyzes the

mutual information computed from the a priori probabil-

ity density function (p.d.f.) and extrinsic LLRs exchanged

between the decoder and the equalizer.

Figure 4: Iterative receiver model for a generic joint

equalizer-decoder scheme

1independent and identically distributed
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Let us assume that the extrinsic information exchanged be-

tween the decoder and the equalizer have Gaussian condi-

tional p.d.f with mean μE and variance 2μE .

f(Lx|c′(n)) =
1

2
√

πμE

e
−(Lx−μEc′(n))2

4μE (12)

where Lx represents the extrinsic information and c′(n) =
2c(n) − 1.

We define IE1 as the mutual information computed from

the transmitted coded bit, c′(n) and the extrinsic informa-

tion at the equalizer output, L2. This mutual information

depends on the channel, the a priori LLRs, L1 and the

Eb/N0, where Eb is the average energy per transmitted bit

and N0 is the unilateral noise power spectral density. Con-

sequently, IA1 is the mutual information calculated from

transmitted bit code c′(n) and a priori LLRs from the de-

coder, L1. Furthermore, IE2 denotes the mutual informa-

tion obtained from the transmit coded bit c′(n) and extrin-

sic information L1 at the decoder output. IA2 is the mutual

information calculated from the transmitted coded bit c′(n)
and a priori LLRs from the equalizer, L2. However, the

IE2 is an entirely depended function of the input L1. For

both inputs (equalizer and decoder), IA can be calculated

as

IA = 1
2

∑

c′(n)=±1

∫ −∞
−∞ log2(

f(LA|c′(n))
f(LA|−1)+f(LA|+1)

)

×f(LA|c′(n))dLA

(13)

And simplified to

IA = 1 −
∫ ∞

−∞

log2(1 + eLA

)

2
√

πμE

e
−(LA+μE)2

4μE dLA (14)

The mutual information IE1 and IE2 are computed em-

ploying the approximation given by

IE ⋍ 1 − E[log2(1 + e(−c′(n)LE))] (15)

The exchange of mutual information between the equal-

izer and the decoder is visualized as a stair between both

mutual information traces (equalizer → decoder → equal-

izer), where each step represents the numbers of iterations

necessary for the turbo equalizer to converge.

4 Simulation Results

In this section, two MIMO configuration considered.

Firstly in Section 4.1, we consider the Alamouti code with

2 transmit antennas and 1 receive antenna (nT = 2, nR =
1) and secondly in Section 4.1 nT = 4, nR = 1 is con-

templated. In both MIMO configuration, the interleaved

data is QPSK modulated.. The FEC code is a 1/2 rate

convolutional code. We consider tree generator polynomi-

als CC(5, 7)8, CC(13, 15)8 and CC(171, 133)8. The total

average transmitted power is normalized to unity. The fre-

quency selective channel consists of 5 i.i.d. paths of equal

average power such that the total average received power is

equal to one (EQ-5). hj,i(l) is a complex Gaussian random

variable of zero mean and variance 1
5 . We further assume

that the channel coefficients are spatially uncorrelated and

remain constant during the transmission of one OSTBCB.

At the receiver, we assume perfect channel state informa-

tion and perfect synchronization. In our simulations, 3 it-

erations of the turbo equalizer are considered. The outer

decoder is a BCJR decoder [7].

4.1 EXIT chart validation (nT = 2, nR = 1)

The OSTBCB considered is derived from the Alamouti

scheme and is defined by

c =

[

sk(n) −s
⋆
k+1(pn)

sk+1(n) s
⋆
k(pn)

]

(16)

The EXIT chart of the turbo equalizer is plotted in Figure

5(a). The equalizer characteristics are presented for Eb/N0

values ranging from 0 dB (bottom) to 5 dB (top) in steps of

1 dB. The decoder characteristics are traced. We can note

that the number of iterations required for the convergence

of the turbo equalizer IC-LE is equal to two for Eb/N0 val-

ues of 3, 4 and 5 dB. In figure 5(b), we have the IE1 as a

function of BER. For a BER of 4.10−4 the necessary IE1

is equal to 0.8 and the number of iterations of the turbo

equalizer is also 2 in order to achive convergence.

In Figure 5(c), the BER is given as a function of Eb/N0

with a pseudo random interleaver of length 1024. The ge-

nie equalizer and the decoder bounds (obtained with per-

fect ISI knowledge at the equalizer and SBC input) are

plotted as references. The SBC and the decoder output

BERs are given for the first to the third iteration. In com-

parison with the first iteration, the third iteration exhibits

a gain of 1.5 dB for a BER of 2.10−2 (resp. 1 dB for

a BER of 2.10−4) at the SBC output (resp. decoder out-

put). Moreover the equalizer achieves the genie equalizer

bound after 2 iterations and the decoder performs at 0.2
dB of the genie decoder bound. One can check that the

genie bound match with the theoretical bit error probabil-

ity of a QPSK modulated SISO system over the Rayleigh

frequency-selective fast fading channel with nT × L taps

[16]. From Figure 5(c), we note that at the second iter-

ation the maximum gain of the turbo equalizer is almost

achieved which confirms the number of iteration obtained

with the EXIT chart of figure 5(a). Figure 5(d) is a zoomed

version of Figure 5(a), we can observe a third little step

that represents one third iteration which is the convergence

gain between the second and the third iteration. This little

gain can be also noticed in Figure 5(c) between the sec-

ond and third iteration. The EXIT chart for the tree con-

volutional codes (CC(5,7), CC(13,15) and CC(133,171)) is

plotted in Figure 6(a). We notice that the number of itera-

tions is about 2 for the 3 convolutional codes.
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(a) EXIT chart (nT = 2, nR = 1) (b) IE1 vs BER

(c) BER vs Eb/N0 (d) Zoom

Figure 5: EXIT chart and performance for MMSE-IC-LE turbo equalizer, OSTBCB (nT = 2, nR = 1) with QPSK over

the EQ-5 block fading channel

4.2 EXIT chart validation (nT = 4, nR = 1)

We consider the OSTBC proposed in [17] for nT = 4
and applying (2) we obtain (17). In Figure 6(b) is plot-

ted the EXIT chart for QPSK modulated signal. The ex-

trinsic coder information is considered for the 3 convolu-

tional codes represented in Figure 6(a). We can observe

that the genie extrinsic equalizer mutual information have

the same mean such as the configuration (nT = 2, nR = 1)

i.e. Figure 6(a). However the genie extrinsic equalizer mu-

tual information is not the same for both MIMO config-

uration. To any Eb/N0, we can note that in the configu-

ration (nT = 4, nR = 1) the difference between the first

IE1 and the last IE1 is smallest than the first IE1 and the

last IE1 in the configuration (nT = 2, nR = 1). The dif-

ference can be related to the gain in space diversity intro-

duced by the higher number of antennas of the configura-

tion (nT = 4, nR = 1). The number of iterations to con-

verge is also about 2. However, the gain between the sec-

ond and the thirst iteration is almost impercetible. More-

over, this results are confirmed using the BER vs Eb/N0.

c =

⎡

⎢

⎢

⎢

⎢

⎣

sk(n) s
⋆
k+1(pn) sk+2(n)√

2

sk+2(n)√
2

−s
⋆
k+1(pn) s

⋆
k(pn) sk+2(n)√

2

sk+2(n)√
2

s
⋆
k+2(pn)√

2

s
⋆
k+2(pn)√

2

−sk(n)−s
⋆
k(pn)+sk+1(n)−s

⋆
k+1(pn)

2

sk(n)−s
⋆
k(pn)−sk+1(n)−s

⋆
k+1(pn)

2
s

⋆
k+2(pn)√

2

s
⋆
k+2(pn)√

2

sk(n)−s
⋆
k(pn)+sk+1(n)+s

⋆
k+1(pn)

2

−sk(n)−s
⋆
k(pn)−sk+1(n)+s

⋆
k+1(pn)

2

⎤

⎥

⎥

⎥

⎥

⎦

(17)
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(a) nT = 2, nR = 1 (b) nT = 4, nR = 1

Figure 6: EXIT chart applied to MMSE-IC-LE turbo equalizer, OSTBCB with QPSK CC(13,15) over the EQ-5 block

fading channel

5 Conclusions

In this paper we have applied the EXIT chart to study the

convergence of the generalized turbo equalizer structure

presented in [10] for the generalized OSTBCB proposed

in [6]. Simulations carried out over a multipath block fad-

ing channel have shown the efficiency of the proposed re-

ceiver. Furthermore, the EXIT chart makes easy the opti-

mization of the turbo equalizer structure, such as the choice

of the mapping and the Eb/N0 threshold for a target BER.
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