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ABSTRACT

A two-layer low-complexity scalable encoding scheme based on lo-
cal Adaptive Spatial Resolution (ASR) is proposed. This scheme
relies on a block-level spatial resolution adaptation in the enhance-
ment layer encoder. For each block, the optimal resolution is either
obtained via a rate-distortion optimization followed by a decision
refinement process or by a prediction via motion compensation ex-
ploiting the base layer motion vectors. The proposed architecture has
been integrated over of the High Efficiency Video Coding (HEVC)
reference software (HM16.12) which is used as a base layer encoder.
Compared to SHVC, the scalable extension of HEVC, experimental
results show bitrate savings of 0.76 % as well as encoding complex-
ity reductions of 47 % for the whole scalable encoder and 96 % for
the enhancement layer encoder.

Index Terms— Video compression, spatial scalability, low-
complexity, adaptive spatial resolution, SHVC.

1. INTRODUCTION

The deployment of the latest Ultra High Definition TV (UHDTV) [1]
systems aims to increase the user’s Quality of Experience (QoE) by
introducing to the existing High Definition TV (HDTV) system [2]
new features such as higher spatial resolution, High Dynamic Range
(HDR), wider color gamut and High Frame-Rate (HFR) [3, 4]. The
introduction of these new features is driven by the will to provide
a more realistic and immersive experience to the consumer. These
new formats require a very large amount of data to be encoded be-
fore transmission to the end-user. In addition, the heterogeneity of
the user’s requirements, in terms of available bandwidth, display,
computing and energy capabilities, drastically increases the storage
and bandwidth resources required to encode and deliver the video.

The scalable extension of the High Efficiency Video Coding
(HEVC) standard, SHVC [5], enables to encode the video in sev-
eral formats, depending on the chosen type of scalability, within a
single layered bitstream. However, with its architecture comprising
one HEVC encoder instance per layer, SHVC becomes unsuitable
for the coding of new immersive video formats and their increased
resolutions due to its high complexity [6].

Despite the current trend of increasing the capture and display
devices spatial resolutions further and further, such resolutions are
not necessarily required to represent the critical information of the
signal. A well-known strategy consists in downsampling the video
prior to encoding and upsampling back to the original resolution
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after decoding, in an effort to reduce the bitrate and/or the coding
complexity for a similar reconstructed output quality [7–15]. Sev-
eral studies have considered applying the down/up-sampling at an
image level, showing that coding at a lower resolution performs
better, especially at low bitrate [7, 8]. Since the spatial frequency
components are highly variable within different areas comprised in
a single natural image, several investigations have been carried out
on coding based on local Adaptive Spatial Resolution (ASR), where
the down/upsampling is performed at a block level [9, 10], showing
promising results.

Based on the recent advances in the active field of single image
Super Resolution (SR) [16, 17], several studies have used SR up-
sampling for ASR-based coding showing increased gains compared
to common upsampling filter-banks [11–15]. However, these gains
come at the expense of a significant increase in processing complex-
ity, making SR unsuitable for low-complexity encoding/decoding.

Inspired by the above mentioned previous works, we propose,
in this paper, a two-layer low-complexity scalable encoding scheme,
which uses a standard Base Layer (BL) encoder and an Enhance-
ment Layer (EL) encoder based on local adaptation of the spatial
resolution.

The main contributions of this paper include:

• the design of a low-complexity block-level ASR-based EL
encoder that determines the optimal spatial resolution among
a list of several sampling-rates through a Rate Distortion Op-
timization (RDO) stage and a decision refinement process.

• the prediction of the block-level EL spatial resolution thanks
to a derivation process based on the re-utilization of BL en-
coder Motion Vector(s) (MV).

• the implementation of this low-complexity EL encoder over
the HEVC reference software (HM16.12) as base layer.

The remainder of this paper is organized as follows. Section 2
describes the proposed low-complexity scalable architectures, first
the ASR-based encoder and then its extension with resolution pre-
diction via motion compensation. Section 3 presents the test method-
ology and provides an analysis of the experimental results. Section 4
concludes this paper.

2. PROPOSED METHOD

2.1. Scalable coding scheme

The proposed scalable architecture, based on the one used in
SHVC [5], is depicted in Fig. 1. On one hand, the input Ultra
High Definition (UHD) (3840x2160 pixels) video is first downsam-
pled to High Definition (HD) (1920x1080 pixels) resolution with
the filter bank detailed in [18] before being fed to the base-layer en-
coder, a standard HEVC encoder. On the other hand, the input UHD
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Fig. 1: Block diagram of the proposed scalable coding chain.

video is fed to the enhancement layer encoder whose architecture is
described in the next section.

Both bitstreams are then transmitted and processed by the de-
coder of their respective layer, the EL bitstream only being decoded
if the desired output is the higher resolution video, e.g. UHD in the
chosen use-case.

To facilitate the processing of the UHD input video, inter-layer
communications are enabled in this scalable coding scheme, with
several encoding decisions made by the BL encoder (partitioning,
prediction mode etc.) transmitted to the EL encoder, in addition to
the decoded BL video.

2.2. ASR-based enhancement layer encoder

The local adaptation of the spatial resolution is at the heart of the
proposed low-complexity EL encoder. Indeed, since natural im-
ages/videos comprise locally variant spatial frequency components,
it can be beneficial to adjust the sampling rate at a block level to per-
form a down/upsampling based encoding [9, 10]. The proposed EL
encoder allows for different combinations of horizontal and vertical
sampling rates of 1 and 1/2, achieved by successive 1D downsam-
plings of the EL input block. This leads to the set of possible reso-
lution modes L = {2N×2N, N×2N, 2N×N, N×N}, with N the
width of the square block in BL resolution, and W×H referring to
an EL block coding spatial resolution of width W and height H .

Fig. 2 depicts the proposed EL encoder architecture for a selec-
tion of the spatial resolution based on Rate-Distortion (R-D) opti-
mization. For each EL block, whose size has been directly derived
from the decision made by the BL encoder for its co-located BL
block, the spatial resolution selection process is as follows.

The block is first successively encoded using each possible res-
olution mode to obtain the different R-D costs, computed as:

J(m) = D(m) + λ ·R(m), (1)

with J the R-D cost,D the distortion andR the bit cost associated to
resolution modem. The derivation of Lagrangian weighting factor λ
from the Quantization Parameter (QP) has been carefully optimized
for the resolution mode selection problem following the method pre-
sented in [19]. Since the selection of the resolution with the lowest
R-D cost would result in a highly variable coding spatial resolution,
even in areas with homogeneous spatial features, a resolution re-
finement process has been designed. Indeed, excessively frequent
resolution transitions, especially at higher QP values, would tend to
lower the visual quality of the reconstructed output.

Thus, a list Lbest of resolution modes having an associated R-
D cost close to the optimal one, Jmin, is first computed by Equa-
tion (2).

m ∈ Lbest if J(m) ∈ [Jmin, Jmin + α ·WB ] , (2)

where WB is the width of the block B under consideration in input
EL resolution, α is a parameter defining the strength of the resolution
refinement process.
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Fig. 2: Proposed EL encoder for R-D optimized resolution selection.
Upsampling factors 4, 2 and 1 and downsampling factors 1, 2 and
4 correspond to resolution 2N×2N , N×2N or 2N×N and N×N ,
respectively.

(a) Source image sample (b) Resolution mode decisions

Fig. 3: Example of resolution mode decisions for rate-distortion op-
timized resolution selection. (yellow: 2N×2N , green: N×2N , pur-
ple: 2N×N , white: N×N )

Then, two different tests are carried out depending on the opti-
mal resolution mode candidates comprised in the Lbest list. First, if
one of the candidates is a rectangular resolution, i.e. either 2N×N
or N×2N , the input EL block is analysed to assess the presence of
strong directional edges. Sobel-based gradients are thus computed
along vertical and horizontal directions, and the rectangular resolu-
tion under consideration is selected as the final coding spatial reso-
lution if the inequality expressed in Equation (3) is verified.

SB,d2N > TG · SB,dN , (3)

with SB,d2N and SB,dN the average Sobel-based gradient, along
axes with higher and lower resolution, respectively, for the image
blockB. TG is a threshold used to adjust the edge detection process.

Secondly, if the previous condition does not yield to the final res-
olution choice, the top and left neighboring blocks are subsequently
analysed and compared to the current block under consideration.
If the neighboring block coding spatial resolution is comprised in
Lbest, a list Q of similarity metrics is computed from the Sobel-
based gradients of the current EL block and its considered neighbor.
Then, if the criterion defined in Equation (4) is satisfied, the selected
final coding resolution is the resolution of the neighboring block.

∀q ∈ Q : q ∈
[

1

TC
, TC

]
, (4)

with Q =
{

WB
WH

,
SB,h

SH,h
,

SB,v

SH,v
,

SB,h·SH,v

SB,v·SH,h

}
, B the current

block, H the neighboring block under test, Wi the width of block i
and Si,d the average Sobel-based gradient of block i along direction
d. TC is a parameter defining the similarity threshold between two
considered blocks. TG and TC have been optimized to give the
best performance results on a subset of the test sequences used in
Section 3.

Otherwise, the final choice is set to the resolution mode resulting
in the lowest R-D cost. Fig. 3 shows the resolution mode decisions
after refinement for a sample of the CatRobot sequence.
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Fig. 4: EL encoder architecture for resolution mode derivation via
motion compensation.

Once the final spatial resolution has been selected, the EL block
(resp. corresponding decoded BL block) is downsampled (resp. up-
sampled) to the coding resolution, using the same filter banks as the
SHVC reference software [18], to generate the prediction residu-
als. Then, these residuals are transformed, quantized and entropy
coded using the same tools as HEVC [20]. The only difference is
the addition of two context-coded bins to the Context-Adaptive Bi-
nary Arithmetic Coding (CABAC) engine in order to signal, in the
bitstream, the chosen resolution among the four possible ones.

2.3. Resolution derivation via motion compensation

To further leverage the decisions made by the base layer encoder,
the BL motion vectors, when available, are used to derive the reso-
lution mode from previously encoded EL frames. Fig. 4 depicts the
EL encoder architecture for this case of resolution mode prediction
through motion compensation.

The RDO and resolution refinement steps are thus replaced by a
resolution prediction stage for EL blocks with a corresponding inter-
coded block in the BL. For such an EL block, the MVs and reference
frame are first extracted from the base layer. Then, after a proper
scaling of the MVs to match the input EL resolution, the EL refer-
ence block is obtained to perform the resolution mode prediction.
Since it is possible for the reference block to overlap several coding
blocks of the reference frame, thus comprising pixels that have been
encoded using different resolutions, a derivation process has been
designed as follows:

r =


2N×2N if P(m = 2N×2N) > pTh

arg max
s∈L

P(m = s) otherwise
(5)

with r the derived resolution from the set of possible resolutions
L = {2N×2N, N×2N, 2N×N, N×N} and P(m) the probability
corresponding to the relative frequency of pixels in the EL reference
block in resolution mode m, with m ∈ L. The probability threshold
pTh for the selection of the 2N×2N resolution has been introduced
to avoid losing important details when the majority of the reference
block has not been coded in the EL input resolution. The value of
0.3 has been selected to give the best performance results on a subset
of the test sequences used in Section 3. In the case of bi-predictions,
the derivation process remains the same, with the probabilities com-
puted across both reference blocks. It should be noted that to reuse
BL decisions during the EL encoding process, the EL encoder has
to follow the same Group of Pictures (GOP) structure and keep the
same reference frame buffer management as the BL encoder.

With this resolution mode prediction process, the signalling of
the chosen spatial resolution is not required, for each block, in the
generated EL bitstream since the prediction can also be performed
at the decoder side. Thus, in addition to the added temporal coher-
ence brought by the motion compensated resolution prediction, the
signalling cost of the ASR technique is considerably reduced when
MVs are available in the base layer.

Table 1: BD-Rate results (%) for proposed ASR-based scalable en-
coder compared to SHVC. BL in AI config, EL in PBL config.

Sequence PSNR-
Y

PSNR-
U

PSNR-
V

PSNR-
YUV

S1. DaylightRoad 4.43 2.11 -1.49 3.67
S2. CatRobot 3.16 9.71 12.98 5.4
S3. Drums 5.15 9.33 7.67 6.03
S4. Tango 3.63 3.67 4.55 4.22
S5. RollerCoaster 4.0 10.65 7.81 5.38
S6. FoodMarket2 5.08 7.92 8.26 6.06

Average 4.24 7.23 6.63 5.13

Without resolution
signalling cost 0.67 3.8 3.26 1.62

3. EXPERIMENTAL RESULTS

3.1. Test methodology

In this section, the proposed scalable encoder architecture is evalu-
ated and compared to SHVC both in terms of coding performance
and encoding complexity. Two different studies are carried out, one
comparing the proposed ASR-based encoder depicted in Fig. 2 with
SHVC, and the other comparing the proposed scalable encoder with
resolution prediction via motion compensation, as shown in Fig. 4,
with SHVC.

Encodings have been performed with the SHVC reference soft-
ware SHM9.0 [21]. Both the proposed encoder and the reference
SHVC encoder use the same base layer, respectively encoded in All
Intra (AI) or Random Access (RA) configuration for the first and
second studies. The considered RA configuration uses a GOP size
of 16 images with an intra-period of approximately one second.

Considering the EL encoders, for both studies, the SHM soft-
ware has been limited to use either intra prediction modes or inter-
prediction modes with the upsampled decoded base layer as refer-
ence (PBL only) for fair comparison purposes. Fixed-QP configu-
ration has been used for every encodings carried out in both studies.
The parameters used to define the strength of the resolution refine-
ment process have been set to α = 2.56, TG = 2 and TC = 1.5.
These values have been carefully optimized to offer the best results
in terms of R-D performance and resolution choice homogeneity.
Coding performance has been assessed in terms of rate-distortion
using the Bjøntegaard delta metric (BD-Rate) [22], representing the
average bit-rate gain/loss (−/+) for equal Peak Signal-to-Noise Ra-
tio (PSNR) values. In order to evaluate the proposed scalable coding
chain over a wide range of bit-rates, QPs ranging from 22 to 37 with
a step of one have been used for each of the six UHD video test
sequences.

3.2. Results and analysis

The first study focuses on the performance of the proposed low-
complexity ASR-based scalable encoder with only the R-D opti-
mized resolution selection process. BD-rate results are summarized
in Table 1, positive values corresponding to a bitrate overhead for
the proposed scalable encoder compared to SHVC for the same EL
output PSNR value.

The average bitrate overhead of the proposed scheme is 5.13 %
compared to SHVC. The per-sequence results are fairly homoge-
neous, around 4 ∼ 6 % bitrate overhead for equal PSNR-YUV val-
ues, the variations mainly depending on the content of the video,
i.e. the ability of the resolution selection process to locally reduce
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Fig. 5: Example of resolution mode distribution and signalling costs with and without motion compensated resolution prediction.

Table 2: BD-Rate results (%) for proposed scalable encoder with
mode derivation compared to SHVC. BL in RA config, EL in PBL

config.

Sequence PSNR-Y PSNR-U PSNR-V PSNR-
YUV

S1. DaylightRoad -0.31 -15.3 -16.41 -3.98
S2. CatRobot -1.48 -4.42 3.71 -0.85
S3. Drums 4.16 0.86 0.49 3.81
S4. Tango -2.58 -5.96 -7.63 -3.7
S5. RollerCoaster -0.36 -0.03 -1.26 -0.2
S6. FoodMarket2 0.22 0.29 0.12 0.39

Average -0.1 -4.09 -3.50 -0.76

the resolution whenever possible. For example, Fig. 5a depicts the
per-QP resolution mode distribution for the Tango and Drums se-
quences. As can be observed, the ASR algorithm decisions lead to
a majority of blocks coded at reduced resolutions even at low QP
values for the Tango sequence, while the majority resolution transi-
tion from 2N×2N to N×N happens at a much higher QP for the
Drums sequence. This correlates with the lower (resp. higher) than
average bitrate overhead for the Tango (resp. Drums) sequence. The
measured performance gain if the resolution mode signalling cost is
not taken into account reaches, on average, 3.5 % of the total bi-
trate. Hence the interesting coding potential of the adaptive spatial
resolution scheme if the signalling cost can be reduced, which is the
purpose of the following experiment.

Table 2 summarizes the BD-rate results for the proposed en-
coder compared to SHVC. Overall, the proposed ASR-based en-
coder with resolution mode derivation enabled achieves average bi-
trate savings of 0.76 % compared to SHVC. The performance of
both U and V chroma channels are better than the results obtained for
the luma channel, with respectively −4.1 %, −3.5 % and −0.1 %
average BD-rate values. As can be observed, the proposed encoder
performs better than the RDO-based version of the ASR algorithm
on sequences that benefit from the changes in spatial resolution, and
shows equivalent losses on the other sequences with high spatial de-
tails. In particular, performance of chroma components is highly
variable depending on the sequence, with BD-rate values ranging
from 16.4 % bitrate savings to 3.7 % bitrate overhead for Day-
lightRoad and CatRobot sequences, respectively.

Fig. 5b shows the mean bit per block signalling cost, averaged
over all sequences, with each tested QP value for the proposed en-
coder with and without the resolution mode derivation enabled. As
can be expected from the BD-rate results, the signalling cost is at
least divided by six for every QP when the derivation is enabled.
The cost is gradually decreasing when the quantization parameter in-

Table 3: Encoding time (% of SHVC) of the proposed scalable en-
coder compared to SHVC.

Enhancement
Layer

Overall (EL +
BL)

Without inter-predicted BL 12 % 28 %
With inter-predicted BL 4 % 53 %

creases due to the overall lower amount of intra coded blocks in the
base layer, at lower bitrates. Fig. 5c depicts the per-sequence portion
of the EL bitrate taken by the resolution mode signalling, averaged
over all QP values. The cost reduction factor is nearly constant for
all sequences, with an average value of 17.5.

Concerning the codec complexity, the proposed ASR-based
scalable coding scheme achieves a 72 % encoding time reduction
compared to the SHVC reference software, as reported in Table 3.
If only the EL layer is considered, the proposed architecture is 8.5
times faster than SHM at the encoder side. This complexity gain is
mostly due to the low computational demand of the few modes to
test during the RDO stage and the derived EL partitioning. For the
proposed encoder with motion compensated resolution prediction,
the EL encoder only represents 4 % of the EL SHM encoding time.
The lower computation time compared to the previously presented
version of the ASR-based encoder is due to the skip of the RDO
stage when MVs are available. Considering the overall complexity,
the reduction reaches 47 % compared to the SHM. This high differ-
ence between the EL-only and overall results can be explained by
the increased complexity related to the inter-picture predictions in
the BL encoder.

4. CONCLUSION AND FUTURE WORK

This paper proposes a two-layer low-complexity scalable encoding
scheme based on local adaptations of the spatial resolution in the en-
hancement layer encoder. This EL encoder, which heavily re-uses
the BL encoder decisions, allocates the spatial resolution at a block-
level, either by performing a RDO stage followed by a carefully de-
signed decision refinement process to select the resolution among a
list of several sampling rates or by predicting the spatial resolution
via motion compensation. This framework has been implemented
over the HM16.12 reference software used as BL encoder. Exper-
imental results show that the proposed framework achieves 0.76 %
bitrate savings compared to SHVC. Complexity-wise, encoding time
reductions of 47 %, for the dual-layer architecture, and 96 %, if only
the EL is taken into account, are observed. Future work will include
the integration of inter-predictions in the ASR-based EL encoder and
real-time implementation of the proposed solution.
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