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ABSTRACT 
Nowadays, human activity recognition is considered as an important field in machine vision. It has a lot of applications in 
video surveillance, person recognition and prediction. Human activity recognition is a challenging task because of its 
complexity and highly diversity of actions. Most of the previous methods used tracking algorithms to track the person and then 
recognize him. In this paper we propose a new method which can be used without tracking the person. In this method, we 
consider particles on frame, and then by using optical flow algorithm on these particles we obtain some specific features. Using 
this feature vector can help us to recognize the activity of people. Finally, we will have a feature vector for each frame of 
activity and by using classification methods such as Adaboost we are classifying the activities. We evaluate this method on 
Weizmann dataset. The proposed method in addition of having high accuracy, is independent of the need for video tracking 
algorithms and their constraints 
Keywords: Human activity recognition, Particle filter, Particle network, Mixture of Gaussian, AdaBoost. 

1. INTRODUCTION 
Human activity recognition is an important subject in machine vision field.  In recent years activity recognition, due to 
its’ vast application in security, surveillance and entertainment attracts the attention of a lot of researchers.  Video 
surveillance can be used in a variety of environments: banks, metros, airlines for people counting, human activity 
prediction. Up until now various methods proposed for categorizing the methods for activity recognition. Both proposed 
categorizing method in  [1], [2] is based on features. In  [1] they divide the process to three sections: 1- representation, 
2- segmentation, 3- recognition, in other hand  [2] divide the process in 2 sections: 1- representation, 2- the subsequent 
classification process. Also, in terms of pattern recognition models, some papers have done valuable work in this area 
[3], [4]. Overall in the activity recognition image representation partition in two categories: global representations and 
local representations. Overall in the activity recognition image representation partition in two categories: global 
representations and local representations. 

In global representation all the information from sequence of images in video is considered. Since the global 
representation consider all the information, it is a strong method for recognition however this method is sensitive to 
occlusion and different viewpoints. In  [3] an unsupervised method  [6][7] for human activity recognition specially for 
Sports videos is proposed. At the beginning four major points: 1- head center, mass center, left end of leg and right end 
of leg, then a statistical analysis for these four points using human silhouette, is performed. They used a camera 
estimation and object localization method. 

In  [23][9], energy-base approach is introduced for detecting abnormal behavior. They used adaptive optical flow 
model to calculate the energy of each frame. They extract foreground then due to the presents of noise on videos they 
used Horn-Shunk algorithm to extract the features from moving objects on the image  [10]. 

In contrast in local representation the local information is extracted separately. In this method, the major points will 
be detected then a set of neighborhood pixels will be considered  [11][12] [13].  

Combination on local regions provides the final representation of image. This method in comparison to the global 
representation has less sensitivity to the noise and occlusion. This method is independent of foreground extraction and 
tracking.  

In following we discuss some methods which are based on local representation. In  [14][15] video representation 
construct by Haris feature extraction and integrate with SVM classification for recognition. In this method, information 
is extracted only from the important part of the images and it does not consider the relation between regions.  

Authors in  [16] represents human action by pose without considering complexity of dynamics representation. A pose 
descriptor called Histogram of Oriented Rectangles introduced for representing and recognizing human actions in 
videos. They also incorporate velocity descriptor for some cases which HOR is not sufficient by itself to differentiate 
activities such as “jogging” and “running”.   
Patterns of motion also is presented in  [17] for action recognition. They used mid-level motion features which are 
extracted using low-level optical flow information. This method is based on local regions of the image regions. 

Different optimization method is used in  [18], [19]. 
An adaptive algorithm is also proposed in  [20],  [21] Modeling human behavior accurately, improves system planning 

in the different area such as advertising, marketing and even power system where demand response algorithm highly 
affected by uncertain human usage patterns[22][23]. 
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Activity recognition is also an important field in robotics such as service robots in which robot by recognizing 
activity of elderly or deaf people can service them. By appearance of Kinect some 3D approaches are also used for 
human recognition. Weight adaption method for increasing recognition is also introduced for increasing accuracy.   

Some methods used machine learning for categorizing  [24]. They introduced a deep learning method for which in 
addition of categorizing, they understand the image. 

Reza et al proposed mathematical method for analyzing vehicular model applied in transportation system which 
could be effective in future system modelling  [25] [26] [27] [28]. Some energy managements methods are also introduced 
in  [29]. A novel computational method was presented in [30][31] to enhance recognition method using analytic 
software.  

In this paper we introduced a new method for activity recognition in videos. In our proposed method, we separate k 
consecutive frames as a segment then by using Gaussian filter  [32] we smooth each frame in each segment. In next step 
we used MOG to extract a person silhouette.  This silhouette helps us to find velocity, accelerate, angle, and angular 
speed characteristic of a person.  Then we create a person model using the above-mentioned representors. For 
classifying different activities based on these characteristics we used Adaboost classifier, which is one the well 
introduced classifier in this field.  
The reminder of this paper organized as follows. In Section II we explain an overview of proposed activity recognition 
algorithm with each of its sub algorithms. Experimental setup and results are presented in Section III. Finally, 
conclusion is drawn, and future work proposed in Section V. 

2. PROPOSED METHOD 
In this section we describe our proposed method for human activity recognition. Our method is described in three 

subsections 1- preprocessing, 2- feature extraction 3- activity recognition. In preprocessing section  
We perform preprocessing to improve image data in a way that removing image distortion which may cause errors in 
recognition. In second step instead of using all image information which most of them may be irrelevant we just extract 
features. In the last step these features help us to distinct activities. 

2.1 Preprocessing 
One of the key step in this domain is image preprocessing. We exploit Gaussian filter on image to decrease the noise on 
image. As we mentioned previously we do not use tracking and detection for extracting moving object since it may 
cause some errors by itself before the recognition part. 
We put particles all over the image after that we extract foreground using MOG (Mixture of Gaussian) method. Thus, 
just by updating particles located on foreground we can extract the features. 
The overall pseudocode of the algorithm is shown in Table 1. 

2.2 Feature Extraction 
Selecting suitable features is a crucial part of each recognition algorithm due to its important role to distinct the 
different classes. If features have a correlation it may cause redundant information which increase the time complexity 
of algorithm. Features should be meaningful and each of them by itself should be able to distinct at least two classes. 
Thus, the features should be discriminative with respect to the posture and motion of human body. Since we locate 
particles in each frame, it is needed to extract from the movement of particles on sequence frames. Thus, we separate 
the frames in video to segments, then for each segment we extract a feature vector. Based on features vectors belonging 
to the segments we recognize different activities. 

Table -1: Features of particles on image 
Procedure PNAR(seqFramVideo) 
Input- seqFramVideo: sequence of frames from video  
           
Output- class: class of activity which occurs in this video 
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= Segmentation(frames); 
- Preprocessing 
filteredFrames = GaussianFilter(frames);  
foregrounds = MOG(frames); 
- Feature Extraction 
Locate particles in first frame of each segment; 
Applying HS on frames; 
FeatureVector = calculating feaures: X, Y, ∆X, ∆Y, V, 
Angle, ∆Angle; 
UpdatedFeatureVector = Update (FeatureVector, 
frames);  
-Recognition 
AdaboostTrainModel = Train(Adataboost, 
trainSetFeatureVectors); 
ClassLabel = AdaboostTestModel (testFeatureVector); 
return ClassLabe.l 

 
 
To obtain these feature vectors we allocate some articles all over the frame. The number of particles is considered as 
N_(w,h) in which w is the width of the frame and h is the height of the frame. For each 10×10 window of frame we put 
a particle at the middle of window. In other words, for each 10×10 pixels we assign a particle to represent that window. 
 
Table -2: Features of particles on image 

Symbol Description 
X Position of particle in X axis 
Y Position of particle in Y axis 
∆X Change of position in X direction 
∆Y Change of position in Y direction 

V Velocity 
Angle Angel relative to X axis 
∆Angle Change of angle 

 
 
This particle shows the behavior of its corresponding pixels. For each particle we consider position and speed and angle 
of particles in each frame. In Table 2 we show these features. 
Considering this feature, we can create a vector of features for all particles in frame thus we will have at the end a 
matrix of features to help us recognition. 

2.1 Motion filtering 
In previous section we describe what is the particles features and how we should calculate them based on foreground. 
Now we should calculate the characteristic of particles on foreground of the frames. To do this purpose we applied 
Horn and Schunck (HS) optical flow algorithm. This algorithm shows how the flow is expected to vary across the 
image thus it gives us the velocity image which we called it . This image contains velocity in direction of X and Y. 
As paper Error! Reference source not found. noted applying median filter is a key to performance gains. We applied 
a median filter on , the resulted image called . 
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Fig -1: Particles are following person movement in dataset Weizmann [25] 

 

2.3 Updating features of particles 
In this part we describe how we update the features of each particle. The speed of each particle is the average of speed 
of its corresponding pixels which obtained by HS. In addition, change in position  of  particle considered as an 
average of   which is the corresponding pixels to  particle: 

 
The similar method is used for obtaining . Thus, we have: 

 
The current position of each particle  and  can also be obtained by the sum of previous position of particle in 
addition to the change of that: 

 
 
Similarly, we can calculate the current position of particle in Y axis. 

 
Exploiting the previous calculations, particles will follow the movement of person in the image. In following we 
provide some sample of this particle movement: 
The value of particle’s angle is measured using velocity of in direction of X related to velocity in Y direction. The angel 
of velocity of each particle in  frame is: 

 
In which t is the number of frame i,j is the pixel position in image.  

 
To get the change of angle for each particle we used following formula: 

 
These characteristics are calculated for each particle in each frame.  
This way the particles follow the movement in the frames. Figure 1 shows some sample of particles which are following 
person movement in Weizmann dataset  [25]. For each frame we calculate the features the concatenation of features in a 
sequence of frame produces feature vector. These vectors in next steps will be used for training and testing the 
activities. 

2.4 Updating features of particles 
There exists so many classifiers for recognition however Adaboost which is appendix for adaptive boosting in 
recognition showed a great achievement over classification. In this algorithm the output of some weak classifier with 
a weighted sum method combine with each other and result a strong recognition. Since it is the combination of weak 
classifier time complexity of that is low. We should provide a feature vector for training this classifier, thus we 
provide the previous mentioned feature vector in section 2.3 for training. In this case we have a consequence of 
segments in each video, we extract feature vector for each of them, then classifier will be trained by a set of feature 
vector of a video. Finally, in test video by its feature vector and detect the label of the activity it belongs to. 

3. EVALUATION 
We have tested our algorithm on Weizmann human action dataset [3].  
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This dataset contains 81 videos from 9 persons and each of them perform 10 different actions including: “walk”, “run”, 
“jump”, “gallop sideways”, “bend”, “one-hand wave”, “two-hands wave”, “jump in place”, “jumping jack”, “skip”. 
The resolution of frame in this dataset is 180×144. Among these activities we test our result on three of them “bend”, 
“walk” and “run”. We perform “leave one out” cross validation to evaluate the accuracy of our algorithm. Since this 
dataset contains single-action video sequence we report per-video classification, thus the label of video is the majority 
voting to the sequence of segments. 

Table -3: The confusion matrix between run and jump 
Running 0.75 0.25 
Jumping 0.19 0.81 

 Running Jumping 
Table -4: The confusion matrix between run and bend 

Running 1.0 0.0 
Bending 0.0 1.0 

 Running Bending 
Table -5: The confusion matrix between jump and bend 

Jumping 0.88 0.12 
Bending 0.0 1.0 

 Jumping Bending 
 
We provide the confusion matrix for pair of activities, as you can see we get the accuracy high 100% for discriminating 
run and bend, for run and jump we reach the accuracy of 75% and finally for jump and bend we get 88%. The accuracy 
of proposed method over all activities is also 83.3%. 

4. CONCLUSION 

In this paper, we introduced a new method for human action recognition using particle network. We locate particles all 
over the frame and by moving these particles with person activity we extract features. These features help us to 
recognize person action by Adaboost classifier. Performance of the method is evaluated on a Weizmann dataset on 
three activities.  
The advantages of the proposed method are, it does not require a tracking algorithm which makes a high time 
complexity. In addition, it works without detecting the person during the behavior. In future work we hope by 
considering overlap of the segments, some activities which are not covered in a segment completely can be recognize 
with higher accuracy. 
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