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Blind frame synchronization for error correcting
codes having a sparse parity check matrix

Rodrigue Imad, Guillaume Sicot and Sebastien Houcke

Abstract—We present in this letter a blind frame synchro- This method has been also applied in an Interleaved Division
nization method baseq on a Maximum A Ppstgriori probabiIiFy Multiple Access (IDMA) context[[T0] and it gave promising
(MAP) approach. Applied to coded communication systems, 8  yagits. |n the literature, we found only one method of blind

method is based on the calgulation of the Log-IikeIihopd Réabs f hronizati introd dbv S d ValeRii 111
(LLR) of the syndrome obtained according to the parity check @M€ Synchronization introduced by sun and valenll [11],
matrix of the code. After presenting the proposed method, we [12]. The authors claim to have developed an optimal MAP
compare it to an existing blind synchronization method prevously ~ frame synchronizer. However, they have missed an important
introduced. Simulation results show that the proposed metbd detail in the expression of the posteriori probability, which
outperforms the existing one and presents good performance |54 to an erroneous MAP estimator. In the remaining of this
when applied to codes having a sparse parity check matrix sic letter, Sun and Valenti's method will be referred to as the
as Low Density Parity Check (LDPC) codes and convolutional o
codes. “existing” one and our method as the “proposed” one.
This letter is organized as follows. In Sectigh II, we intnoéd
the proposed synchronization method and briefly present the
existing one. Simulation results are shown in Sedfidn lleveh
the two synchronization methods are applied to LDPC and
. INTRODUCTION convolutional codes. Finally, Secti@llV concludes the kvor
HANNEL coding is considered to be an important step
in digital communication systems. At the reception and I
before decoding the received symbols, one should be able
to find the beginning of each codeword so that the decoder
functions properly. This step is called Frame Synchroiwmat  In this letter, we consider that the transmitter is sending a
Conventional frame synchronization is achieved by adding binary sequence of codewords and is using a Binary Phase
the transmitted symbols a synchronization sequence kno@hift Keying (BPSK) modulation. The propagation channel is
by the receiver. This sequence is detected at the recepgionderrupted by a quasi-static additive white Gaussian néise.
running the received symbols through a correldior [1], [&], simplicity reasons, we assume that perfect bit synchrdioiza
Actual codes are very powerful and are able to decode heavily achieved. Indeed, our proposed synchronization method
corrupted sequences. In order to maintain good performarngerks well even on low signal to noise ratios and therefdre, i
in such cases, conventional synchronization methods dhoisl able to deal with small errors in the timing recovery since
increase the length of the inserted synchronization wohiGlv such errors just increase the bit error rate of the system.
reduces the spectral efficiency of the system. Anotherisolut For a given code of rate = =<—==, it is often possible to find
to improve the system performance is to take advantagetbe corresponding parity check matiikof sizen, xn., where
the code structure and consider frame synchronizatioriyoinn. represents the length of a codeword andthe number of
with the decoding as in[]4],[]5]. Rather than placing thearity relations. Leb(i) = +1 be thei*" coded and modulated
synchronization bits in a separate header, the authorg]of [t to be transmitted. At the reception, tifé received sample
propose to place them in a midamble. Ia [7], a unifiet given byr(i) = b(i — to) + w(i), wheret, is an integer
approach to frame synchronization has been described whesieresenting the shift of the transmitted symbols due to the
the observed symbols are modeled as the output of a Markdslay introduced by the propagation channel and) is a
chain corrupted by additive white Gaussian noise. white Gaussian noise. The received sequenc&’ ddamples
In this letter, we present a blind method of frame synchranizcan then be written as = [r(1),...,7(N)].
tion wherein no additional sequence is added to the coded ohbe main target of frame synchronization is to find the positi
This synchronization method is based on a MAP approach a codeword in the received sequence. In other words,
in the sense of minimizing the probability of false framave have to estimate the delay that we assume (without
synchronization of a coded system, given the received kigri@ss of generality) to be lower than.. At a positiont on
It has been first introduced for a Binary Symmetric Channtiie received sequence € [0,n. — 1]), we apply a sliding
(BSC) [8] and then generalized for a Gaussian Charifel [8{indow of lengthKn. samples, wher& is an integer greater
or equal to one. The study of all the blocks contained in
R. Imad, G. Sicot and S. Houcke are with the Institut TELECOMILE-  {}he n. possible positions of this sliding window allows us
COM Bretagne; UMR CNRS 3192 Lab-STICC. TechatgpBrest Iroise, CS . .
83818, 29238 Brest Cedex 3. Universite Europeenne degiet France e- [0 determine whether a position corresponds to the correct
mail: <firstname>.<lastname-@telecom-bretagne.eu synchronization moment or not. In the remaining of thiselett
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. PROPOSED METHOD OF BLIND FRAME
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we assume thakl = 1. This means that only one block isEquation [¥) is equivalent to define the LLR of the syndrome

contained in the sliding window. by:

Our proposed method is based on a MAP approach in the sense o o

of maximizing the probability that a positiancorresponds to o(t) = log (PT“St(l) =1, Si(n) =1] ), (8)
the correct synchronization moment, given the received-sam PT“St(l)a s Se(nr)] = 0}

ples. In other words, it maximizes the followirgposteriori  which can be interpreted as the worst case scenario: eilther a
probability: parity check equations are verified or none.
Prit/r],t € [0,n. — 1]. (1) Finally, the proposed blind frame synchronizer estimakes t

In order to confirm that a position is the correct synchro- frame synchronization position by:

nization position, we should verify that the block trangemt to = argmin {¢(t)}. 9
at this position is a valid codeword and that all the other t=0,..;ne—1

blocks in the remainingn. — 1) tested positions are not.Note that the LLR of a syndrome element is given by:
The easiest way to check whether a block corresponds to a we _

valid codeword or not is by calculating its syndrome which 1,(s,(k)) = (—1)“**! atanh < H tanh (M))

is obtained according to the parity check matfik of the =1 2

code. Each element of the syndrome is calculated using one (20)
parity check equation defined by one rowf At a position where#(i) = Zr(i) is the LLR of thei'" received sample
t of the sliding window, the syndrome can be written agndo? is the variance of the noisey, andk; represent the
Sy = [S4(1),5,(2), ..., S:(n,)]. At the synchronized position, number of ones in thé'" row of the parity check matrix of
the probability of having a verified parity check equation ithe code and the position of thé" non zero element in this
greater than the one at a nonsynchronized position. Thiskfd row, respectively.

due to the fact that at the synchronized position, the siidif\ccording to [13], an approximation o{JL0) is given by:
window contains a block corresponding to a valid codeword. ug

In the logarithmic domain, these probabilities can be essgd L (S, (k)) = (—1)"“ " ( H sz’gn(f(t—i—kj))) _min  |F(t+k;)).

in Log-Likelihood Ratios (LLR). =1 F=Loeeerti
Let () be the LLR of the syndrome calculated on position (11)
t of the sliding window. Having 7(i¢) andr(¢) proportional and by assuming the vari-

ance of the noise constant during a transmissigh+ k;)
b(t) = log <P7°[[St(1)=---75t(m)] 7 0]) — log <1 —Pt>. can be replaced by(t + k;) in @). In this way, noa
Pr([S:(1),...,S(n.)] = 0] t priori information about the AWGN channel is requirédi[14].

) ) ) ) L(S;(k)) and¢(t) are then proportional to:
For codes having a sparse parity check matrix, the syndrome

elements can be assumed independent and therefore: - “ e
P i L(Si(k)) = (-1) "*1(Hszgn(r(t+kj)))
v i1
Pr= Pr{[Si(1),..., Si(n)] = 0] = [ ] PriSi(k) = 0]. Cmin |r(t+ k)] (12)
k=1 (3) A ;fli,uk
Let L(S,(k)) = log <%> be the LLR of thek!” and o(t) = Y L(Si(k)), (13)
syndrome element t h=t
' . and the frame synchronization position is estimated by:
Pr[Si(k) =0] = ) 4 . ) .
7St (k) ] 1+ exp (L(St(k)) (4) to = t:%r%21{1{¢(t)}. (14)

Using [2).[8), ) and having] | <1 + exp (L(St(k)))) Comparison with an existing method of blind frame synchro-

k=1 i 1
much larger thari, the LLR of the syndrome can be writtenn'zatIon
as: Applied in our context, the existing method introduced
o in [L1], [12] aims to maximize the log-likelihood function:
o= tos (1o (1s)) @ T BRI ’

= Ty v ot wheren,. M, is the mean ofp(ty)

o e . and x is a coefficient introduced to describe the dependence
and thg fra-me synchronization position |s'est|mated by tiee Of the syndrome elements. The concept of this method is
that minimizes the LLR of the syndrome: very close to ours but with one main drawback. In order
to = argmin {¢(t)}. (6) to estimate the synchronization position, the authors é@am
t=0,...,nc~1 only whether¢ at a positiort follows the same law as the one
For simplification reasons[](5) can be approximated by: at the synchronized position. However, they do not verift th
the remaining¢(i);; corresponding to the othem, — 1)
o(t) = ZL(St(k))- (7) tested positions follow the law of at a nonsynchronized
P position. In other words, comparing the variable® the mean
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Fig. 2. Comparison between the proposed and existing metapdlied to

Fig. 1. Comparison between the proposed and existing metaplied to convolutional codes of rat& — 1,/2 and lengthne — 512 bits.

an LDPC code of rate? = 1/2 and lengthn. = 512 bits.

of ¢(tp) is not enough to guarantee an optimum estimation of
to. At a nonsynchronized position, we might have a value of
closer to the mean af(ty) than a correct value corresponding
to the synchronized one. Hence, it is obvious that the exgsti
method does not afford an optimum estimation of the correct
synchronization position.

IIl. SIMULATION RESULTS

Probability of false synchronization

In order to study the performance of our synchronization 1075 L[ —+— proposed method conv(L5m) |,
method, we estimated the probability of false synchroiopat T e e X
The evaluation of this probability is realized by Monte @arl I e e Tl

simulation. For each configuration, the noise, informatids Y o O
and the delay of the channel were randomly chosen. [Fig. 1

shows a comparison between the proposed synchronizati@n3. Comparison between Massey’s method and the propmsed

method and the existing one once applied to an LDPC code

of length 512 bhits, having5 non zero elements in each row

of its parity check matrix. First of all, we can see that usinfyere tested,L = 15, 25 and 40 bits. We can clearly see

@) or (@) to estimate the frame synchronization positioresi that our method converges quicker than the one introduced by
almost the same results. Therefore, in the remaining of tHyssey. Even for a synchronization word of length= 40
letter and for complexity reasons, our proposed method whits (around8?% of the total length of the code), our method
be based on[17). From Fi@ 1, it is clear that the propos@fesents better performance in the zone were the convoéltio
method outperforms the existing one. A gain of aroariddB ~ code is generally useds,/No > 3.5 dB).

is achieved at a probability of false synchronization eqoal |n order to evaluate the robustness of the proposed synchro-
10~3. Fig.[ shows the same comparison when applying thed&ation method, we plotted in Figl 4 the Frame Error Rate
methods to convolutional codes. Two systematic and reeirs(FER) curves obtained by decoding the previous convolation
convolutional codes of generator po|ynom|eﬂs 5/7) and codes Using a MAP deCOder, which is applled after aChieVing
(1,23/35) were tested. These two codes have the same len§ig blind frame synchronization step. As we can see, the FER
(512 bits), the same ratel(2) and their constraint lengthscurves for codg1,5/7) obtained after applying the proposed
equal to3 and 5, respectively. Note that the number of norfynchronization method and the ones obtained in the perfect
zero elements in the parity check matrix increases with t§¥nchronization case are almost the same. A small degoadati
constraint length of the code. Consequently, a degradatinperformance is observed for codk 23/35). However, for

in performance is observed][9]. Compared to the existifg/No > 3.5 dB, the two curves of FER become one and no
method, our proposed blind frame synchronization meth&ggradation in performance is detected.

yields always better results.

We also compared our results to the ones obtained with
Massey’s synchronization approach, which locates a syachr In this letter, we have proposed an optimum blind frame
nization word periodically embedded in the binary data [2kynchronization method based on a MAP approach. Applied
This comparison is done in Fifjl 3 for the convolutional cod® codes having a sparse parity check matrix such as LDPC
(1,5/7). Three different lengths of a synchronization wordodes, the proposed synchronization method presents good

IV. CONCLUSION
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