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a b s t r a c t

Interleaving is a key component of many digital communication systems involving error

correction schemes. It provides a kind of time diversity to protect the transmitted data

against bursts of errors. Recently, interleavers have become an even more integral part

of the code design itself, if we consider for example turbo and turbo-like codes. In a non-

cooperative context, a passive adversary has to solve the problem of estimating the

interleaver parameters. In this paper, we propose an algorithm that is able to estimate

the size, the starting position (frame synchronization) of the interleaver, and some

information about the interleaver function. This is accomplished blindly at the output of

a binary symmetric channel (BSC). Moreover, an improvement of the proposed method

is introduced when a soft information on the decided bits is available.

A theoretical analysis of the proposed technique is given. This allows us to express

the optimal detection threshold and the theoretical probability of detection. This

analysis gives us insight on the behavior of our method and allows us to improve our

algorithm to get better performance. Some experimental results are run to validate the

probability of success of our algorithm.

1. Introduction and notations

In a noisy communication system, the use of an error
correcting code is mandatory. Most of them are efficient
when the errors are randomly distributed but generally
offer lower performance when the errors occur in bursts.
For bursts of errors, interleavers are commonly used [1]
for uniformly dispatching the error along the coded
sequence. In such a scheme, the receiver has to demodu-
late the signal, synchronize the frame and deinterleave it
before decoding the sequence and correct some transmis-
sion errors.

In a non-cooperative context, a passive adversary
needs to have access to the information exchanged
between legal users. In such a context, the adversary has
no a priori knowledge about the parameters used for the
communication. Therefore, he has to blindly estimate
these parameters knowing only the intercepted signal. We
make the hypothesis that the adversary is able to retrieve
the interleaved coded sequence, i.e. he has already found
the parameters of the demodulation and the parameters
of the scrambler if one is used. Then, he has access to the
noisy interleaved binary stream at the input of the scheme
composed of the interleaver and the decoder. Without loss
of generality, we consider that the channel is a binary
symmetric channel (BSC). This can be justified by the fact
that the interleaver tends to uniformly distribute the
errors at the input of the decoder. In this paper, we take
the place of the adversary and try to answer the following
question: ‘‘given this binary stream, how to retrieve the
parameters of the interleaver?’’. We present algorithms to
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find the parameters of an error correcting block code and
of the interleaver. We also explain how to locate the
codewords into an interleaved block.

The state-of-the-art techniques [2–5] consist in reco-
vering in the same time the parameters of the encoder and
of the interleaver. The classic way (detailed in Section 1.2)
to achieve this is to look for a basis of parity checks of the
code. Two strategies can be applied. The first one is to
adapt algorithms to find codewords of small Hamming
weight in random codes, such as [6–8]. This strategy was
introduced by Planquette [9] and improved by Valembois
and recently by Cluzeau [10]. Another strategy for
recovering the encoder and the interleaver parameters is
to directly apply a Gauss elimination process. It was first
introduced by Burel and Gautier [11] for noiseless
channels, generalized by Sicot and Houcke [2,3] for noisy
channels and analyzed by Barbier et al. [4,12]. Both
strategies are based on the rank criteria introduced by
Valembois [13] and consist in looking for the parameters
which minimize the rank of the interception matrix. The
rows of this particular matrix are the noisy intercepted
codewords. This matrix is defined in the next subsection.

Having received a block coded and interleaved binary
sequence corrupted by a high bit error rate (BER), we
design in this paper an algorithm based on the same
concept as in [11] that blindly estimates

� the size of the interleaver,
� the position of the interleaver (frame synchronization),
� the code rate,
� the position of codewords in the interleaved sequence

(this allows to get a precise idea of the type of the
interleaver used).

Compared to a previous work [2], we compute the
theoretical probability of detection of the interleaver
parameters based on a rank criteria and derive the
expression of the optimal detection threshold. This study
allows us to clearly understand the reason for which the
probability of detection decreases with the size of the
interleaver. Furthermore, we develop a new version of
the algorithm that takes advantage of the reliability of the
estimated bits if available (if an AWGN channel is
considered instead of a BSC). The paper is organized as
follows. Section 2 presents the principle of the blind
estimation of interleaver parameters based on the rank
property of a specific matrix built from the intercepted
binary sequence. We adapt the method initially intro-
duced for error free sequence to a high noisy BSC. In
Section 3, we develop the theoretical study of this kind of
algorithms and give an analytical expression of the
optimal threshold. Unfortunately, this expression depends
on unknown parameters at the receiver side. However,
taking advantage of the iterative procedure of our
proposed method, we propose a practical way to adap-
tively set up the threshold. Section 4 presents a way to
blindly estimate the interleaver function used. This is
accomplished by locating codewords within the inter-
leaved block. In Section 5, we show that the performance
of estimation of the interleaver size depends on our

capability to synchronize on the interleaver: we do not
have the same performance if we start with the end or
with the beginning of an interleaved block. This compre-
hension makes us change our algorithm to get even better
identification performance. Finally, we detail in Section 6
the experimental results which validates our theoretical
analysis and also illustrate the efficiency of our method
even for a channel with a high BER. Finally, Section 7
concludes the work.

1.1. Notations

A block encoder is defined by a full-rank generator
matrix G that transforms each block of kc information bits
into nc encoded bits (kconc). Let vectors bi and yi denote
the ith information block and the ith encoded block,
respectively. yi ¼ Gbi is called a codeword and the ratio
r ¼ kc=nc is called the code rate. The interleaver can be
modeled by a permutation matrix P of size S� S where S

is the interleaver size. The interleaver performs a
permutation within each block of S encoded bits. In
almost all systems, the interleaver size is a multiple of the
size of the codeword i.e. S ¼ N � nc, where N is the
number of codewords within the interleaved block. The
transmitted sequence X is the concatenation of M

interleaved blocks. Let us denote by Z the intercepted
sequence of X. As the adversary has no a priori knowledge
about the transmission, he may miss the first t0 bits. Then,
Z can be considered as a delayed replica of X (by t0 bits)
that has been transmitted through a BSC of error
probability Pe. Without loss of generality, we assume that
the restitution delay t0 is smaller than the size S of the
interleaver.

In a non-cooperative context, the adversary has to
know how many bits he missed and also the value of S. For
this, he bets ðna; dÞ on ðS; t0Þ and fills the interception matrix

Hðna; dÞ, of na columns, from the top-left corner to the
bottom-right one using the intercepted bits Z ¼

Z0Z1 . . . ZM�S and skipping the first ðna � dÞ ones. Without
loss of generality, we consider that Hðna; dÞ has always M

rows. If he found the right parameters, then the first bit of
the interception matrix is the first bit of an interleaved
block. Moreover, for noisy channels, the interception
matrix can be written as Hðna; dÞ ¼ H̃ðna; dÞ þ Eðna; dÞ;

where H̃ðna; dÞ is the noiseless interception matrix that is
built in the same way as Hðna; dÞ but with X ¼

X0X1 . . .XM�S instead of Z ¼ Z0Z1 . . . ZM�S. If we denote Ei

the error introduced by the channel, i.e. Zi ¼ Xi þ Ei 8i,
then Eðna; dÞ represents the error matrix which is built in
the same way as Hðna; dÞ but with E ¼ E0E1 . . . EM�S instead
of Z ¼ Z0Z1 . . . ZM�S. Moreover, its density is exactly Pe.

1.2. Error correcting code reconstruction problem

The problem the observer has to solve is the following:
‘‘Given the interception matrix Hðna;dÞ, how to retrieve
the parameters ðS; t0Þ, G and P?’’. The strategy we adopted
consists in reconstructing the code C generated by G, then
obtain ðS; t0Þ and finally, partially retrieve P. Unfortu-
nately, recovering the initial coder G and then decode is



equivalent to the problem of decoding a random code
which is NP-complete [14]. The starting point of our
technique is to reconstruct the dual code C?, which is
equivalent to reconstruct C. Indeed, using the definition of
the dual code, for all codewords yi 2 C and for all h 2 C?

hyi;hi ¼ hh; yii ¼ 0, (1)

where hu; vi denotes the scalar product of u and v, that
implies

H̃ðS; t0Þh ¼ 0, (2)

i.e. h belongs to the kernel of H̃ðS; t0Þ : h 2 KerðH̃ðS; t0ÞÞ.
Moreover, if we assume that among the M codewords that
compose the rows of H̃ðS; t0Þ, Nðnc � kcÞ ¼ Sð1� rÞ are
linearly independent, then C? ¼ KerðH̃ðS; t0ÞÞ. This as-
sumption is reasonable as information words are usually
generated by a compression and a ciphering process and
sometimes by a scrambler.

In a non-cooperative context, we have no access to
H̃ðS; t0Þ because of the noise introduced by the channel
and therefore, we are not able to directly compute C?.
However, two important remarks give us the keys to
retrieve C?. First of all, if we consider the code C0,
generated by the columns of HðS; t0Þ, then Cluzeau [10]
showed that it has a particular distribution of its vectors
of small weights. It appears that C0 has a huge amount of
small weight codewords and that this amount decreases
with the BER. In addition, Barbier [12] proved that a vector
h, such that HðS; t0Þh has a small Hamming weight, is in
KerðHðS; t0ÞÞ with a probability that tends towards 1 when
M increases. Finally, reconstructing C? and then C is an
equivalent problem of finding small Hamming weight
codewords in the code generated by the columns of the
interception matrix HðS; t0Þ. In this paper, we propose a
technique adapted to this particular distribution of small
Hamming weight codewords to estimate the right values
for ðna;dÞ, then build HðS; t0Þ and finally reconstruct C?.

2. Identification of the size of the interleaver based
on the rank criteria

2.1. Estimation in noise-free channels: Burel’s method

In this section, we assume that no error is introduced
by the channel (i.e. Pe ¼ 0). In order to reconstruct the
code C, we search for a basis of C?. From (2), we need to
compute KerðHðS; t0ÞÞ. For each vector h ¼ ðh1; . . . ;hSÞ, the
xor of the columns of index i in HðS; t0Þ, such that hi ¼ 1, is
equal to 0. This property is illustrated in Fig. 1. A
redundant bit is represented by the shaded box in this
figure. This bit is a linear combination of other bits located
in the same block. If na ¼ aS and d ¼ t0, this linear relation
is also satisfied for the next row and thus for the whole
column. If naaaS, we make the hypothesis that the
interception matrix behaves like a random binary matrix.
This hypothesis is practically observed. Moreover, if na ¼

aS and dat0, then some bits of the linear combination
may have moved to the next line, and so the xor of the
considered columns is not equal to 0 anymore. In short: if
naaaS then rankðHðna;dÞÞ ¼ na with a high probability, if
na ¼ aS and d ¼ t0 then rankðHðna;dÞÞ is minimal. To

conclude, this gives us a criterion, also called the rank

criteria, to estimate the right parameters. For instance,
Burel et al. [11] examined the behavior of the ratio rðna; dÞ

defined by

rðna; dÞ ¼
rankðHðna; dÞÞ

na
, (3)

for different values of na and d.
This rank deficiency property of HðS; dÞ allows the

authors to estimate S by doing an exhaustive search over
the parameter na. Once the size of the interleaver is
estimated, the minimum of rðS; dÞwith respect to d allows
them to estimate t0. Practically, the rank criteria is applied
to the upper ðna � naÞ-square matrix H1ðna; dÞ extracted
from Hðna; dÞ.

As shown in [11], this approach is well adapted to
estimate the parameters of the interleaver in an error free
sequence. However, in a passive listening context, the
intercepted sequence may be highly corrupted, which
transforms the HðS; t0Þ matrix into a full-rank matrix and
thus, the previous algorithm cannot be directly used.
Indeed, we show in Appendix A.1 that the probability to
have a rank deficient matrix if na ¼ S for a BSC of BER Pe is
upper bounded by

P1
det ¼ ðn� kÞ

Xbwh=2c

i¼0

wh

2i

 !
P2i

e ð1� PeÞ
wh�2i

 !S

¼ ðn� kÞ
1þ ð1� 2PeÞ

wh

2

� �S

, (4)

where wh is the smallest Hamming weight in C?. This
probability tends toward zero when S increases. On the
other hand, the probability to have a rank deficiency if
naaS is

P1
fa ¼ 1�

Yna�1

i¼0

ð1� 2i�na Þ. (5)

This probability is a straightforward application of the
classical result [15] which gives the probability that a
random matrix of size k� l is of full rank, i.e.

Yl�1

i¼0

ð1� 2i�k
Þ.

If a sequence of size M � S is intercepted, we are able to
construct M

S

� �
matrices. The probability to have at least

Matrix H (na, d) Matrix H (S, d)

na = S na = S

Fig. 1. Illustration of the rank deficiency of matrix Hðna; dÞ when na ¼ S.
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one of those matrices with a deficient rank is

Pdet ¼
M

S

� �
P1

det (6)

and for each tested size na, the false alarm probability is
given by

Pfa ¼
M

na

� �
P1

fa.

Eq. (6) gives us a lower bound of the detection
performance of the interleaver parameters if we apply
directly the method proposed by Burel et al. As soon as S

and/or Pe are high, this method has no chance to estimate
the interleaver parameters or need a huge intercepted
sequence. In the next subsection, we propose an algorithm
based on the same concept: a Gauss–Jordan elimination
algorithm is adapted in order to identify ‘‘almost rank-
deficient matrices’’. Indeed, if na ¼ S, few erroneous bits
due to propagation errors may destroy a rank-deficient
matrix Hðna; dÞ. Applying our proposed method allows us
to accurately identify those cases.

2.2. Estimation in a noisy channel: our proposed method

The basic idea of our approach is to find ‘‘almost
dependent columns’’ of Hðna; dÞ. To achieve this, we adapt
the well-known Gauss–Jordan elimination through pivot-
ing (GJETP) algorithm [16]. We first briefly recall the GJETP
for the binary field. This algorithm converts Hðna; dÞ into a
lower triangular matrix noted Lðna; dÞ such that the
number of its zeroed columns is exactly the dimension
of its kernel. If this number is not zero, then Hðna; dÞ is
rank-deficient. To describe the GJETP, we denote Ij the
identity matrix of size j and Ni the ith column of a given
matrix N.

Initialize Lðna;dÞ with Hðna; dÞ, A1 with IM and A2 with
Ina . For i ¼ 1 to i ¼ na do

(1) If the ith element of Li
ðna; dÞ is equal to zero, exchange

Li
ðna; dÞ with the first Li0

ðna;dÞ (i04i) that has a one on
its ith element. Exchange Ai

2 and Ai0

2.
(2) If the ith element of Li

ðna; dÞ is equal to zero, exchange
the ith row of Lðna; dÞwith its first row i0 (i04i) that has
a one on its ith element. Exchange the ith row of A1

with its i0th.
(3) If the ith element of Li

ðna; dÞ is equal to one, xor
Li
ðna; dÞ to any Li0

ðna; dÞ (i04i) that has a one on its ith
row and xor Ai

2 to Ai0

2.

End for output Lðna; dÞ, A1 and A2.
It can be clearly seen that Lðna; dÞ, A1 and A2 verify

A1Hðna; dÞA2 ¼ Lðna; dÞ. (7)

If Li
ðna; dÞ is a zeroed column, then the vector Ai

2 is in
Ker(Hðna; dÞ) and we call Li

ðna;dÞ a ‘‘dependent column’’.
Without any modification, this algorithm is able to detect
elements of KerðHðna; dÞÞ with a probability Pdet and
therefore has necessarily the same performance as the
rank-based algorithm. As explained in the Introduction, if

we find a vector h such that HðS; t0Þh has a low Hamming
weight, then h 2 C? with a high probability [12]. We
consider now columns Li

ðna; dÞ such that their Hamming
weights are small. As A1 consists in row exchanges,
Hðna; dÞA

i
2 has exactly the same Hamming weight as

Li
ðna; dÞ. We conclude that if such a column Li

ðna; dÞ exists,
then Ai

2 is in Ker(H̃ðna;dÞ) with a high probability. This
column is said to be an ‘‘almost dependent column’’. We
call a ‘‘independent column’’, a column that is not almost
independent. The notion of ‘‘almost rank-deficient matrix’’
is then naturally defined by a matrix with at least one
‘‘almost dependent column’’. We explain now, how to
determine ðS; t0Þ using this notion. First of all, let Bk be the
Hamming weight of Lk

ðna; dÞ. Note that the xor of
independent columns gives an independent column. Thus,
for an independent column, Bk is Binomial distributed and
its mean is mB ¼ M=2. Let us define fðkÞ by

fðkÞ ¼
Bk

mB
. (8)

For na ¼ aS, a 2 N, the number of parity checks that are
still detectable is less or equal to 2aðn�kÞ, as explained in
Section 2.1. For each parity check hj, a set of column
positions of H̃ðaS;dÞ : IðaS;dÞ

j ¼ fiðjÞ1 ; . . . ; i
ðjÞ
wh
g exists, such

that

H̃ðaS; dÞhj ¼ H̃
iðjÞ
1 ðaS; dÞ þ � � � þ H̃

iðjÞwh ðaS; dÞ ¼ 0. (9)

Let us also define DaS;d ¼ fI
ðaS;dÞ
1 ; . . . ;IðaS;dÞ

Q ðaS;dÞg a basis of all

sets IðaS;dÞ
j , such that the set fh1; . . . ;hQ ðaS;dÞg is a basis of

Ker(H̃ðaS; dÞ. Its cardinal Q ðaS;dÞ, which is less or equal to
aðn� kÞ, is non-zero and its maximum is reached when
d ¼ t0. Assuming that there is no error on and over the
main diagonal of A1HðaS; dÞ, there is, for each element
IðaS;dÞ

j of DaS;d, one column of LðaS; dÞ at position kj 2

IðaS;dÞ
j such that Bkj

follows a Binomial law of parameters
ðM; PÞ and we have

lim
M!1

fðkjÞ!
P

2P, (10)

with

P ¼ 1�
Xbwh=2c

l¼0

wh

2l

 !
P2l

e ð1� PeÞ
wh�2l

¼
1� ð1� 2PeÞ

wh

2
, (11)

where wh is the cardinal of IðaS;dÞ
j , i.e. the weight of

the associated vector hj. For the other columns
k 2 IðaS;dÞ

j ; kakj,

lim
M!1

fðkÞ!
P

1.

Fig. 2 shows that even for a finite value of M, the gap
between the two behaviors of fkSð:Þ is significant as long
as wh and Pe are not too large. This figure has been
obtained for a ð7;4Þ Hamming code, a pseudo-random
interleaver of size 56, a BER pe ¼ 0:08 and an intercepted
sequence of 10;000 bits. Note that for this particular code,
wh is equal to 4; 8i.



The existence of this gap allows us to estimate Q ðaS; dÞ by

Q̂ ðaS;dÞ ¼ Cardðfk 2 f1; . . . ;aSg=fðkÞobgÞ,

where CardfAg is the cardinal of the set A and b a well-
defined threshold (see Section 3.1 for its optimal expression).
Moreover, using the distribution of small Hamming weight
vectors pointed out by Cluzeau [10] and the analysis of
Barbier [12], we justify that Q̂ ðaS; dÞ is non-zero with a high
probability and is maximal when d ¼ t0.

For naaaS, the interception matrix behaves like a
random binary matrix. Thus, the columns of H̃ðna; dÞ are
all independent, with a probability of ð1�P1

faÞ, then the
cardinal Q ðna; dÞ of Dna ;d is zero. This can be justified by
easily showing that

8k 2 f1; . . . ;nag; lim
M!1

fðkÞ!
P

1,

with !
P

meaning the convergence in probability.
Let us now discuss the effect of transmission errors on

the GJETP. Transmission errors may have two different
effects whether an erroneous bit ‘‘is used’’ by the GJETP
algorithm to triangulate Hðna;dÞ (denoted by case (a)) or
not (denoted later on by case (b)). Case (a) occurs when
errors are located in the upper part of Hðna; dÞ. An
erroneous bit may lead the GJETP algorithm to add a
column to other columns when it should not or not to add
it when it should. This leads of course to a loss of
dependent columns and those errors affect dramatically
the efficiency of our algorithm. In case (b), rather than
finding a zeroed column (that represents a linearly
dependent column), we find a low Hamming weight
column, with ones corresponding to the error positions.
This case is of course not so problematic as case (a). One
way to avoid effects of case (a) is accomplished by a
randomized iterative procedure. Indeed the GJETP algo-
rithm uses exclusively the upper part of Hðna; dÞ and the
lower part is used to detect the dependent columns (deals
with the case (b) errors). We propose for each iteration to
choose a virtual new realization of Hðna; dÞ by randomly
mixing the rows of Hðna; dÞ. For each iteration, different
almost dependent columns may be detected and the basis
Dna ;d may be completed. The row permutation of Hðna; dÞ

can be seen as a virtual new realization of Hðna; dÞ. The
proposed algorithm is summarized below:

Blind Detection of Interleaver Parameters Algorithm.
Inputs: Z the intercepted sequence,

Smin the lowest interleaver length tested,

Smax the highest interleaver length tested,

b 2 ½0;1� the threshold,

nb the number of iterations.

Outputs: Ĉ the estimation of C? the dual code of C or ;,

r the rate of the code or 0,

n the dimension of the code or 0.

1 Ĉ �;

2 n �0

3 r �1

4 For na from Smin to Smax

5 For d from 0 to na � 1

6 H �;

7 fill Hðna; dÞ using Z according to Section 1.1

8 For i from 1 to nb

9 fill HðiÞðna; dÞ by randomly mixing the rows of Hðna; dÞ

10 ðA1 ;A2; LðiÞðna ;dÞÞ �GJETPðHðiÞðna; dÞÞ

11 For j from 1 to na

12 If wHðL
j
ðiÞðna; dÞÞ=napb then

13 H �H [ fAj
2g

14 End if
15 End for
16 End for
17 H �SpanðHÞ

18 If r41� DimðHÞ=na then
19 r �1� DimðHÞ=na

20 n �na

21 Ĉ �H

22 End if
23 End for
24 End for
25 Return ðĈ; r;nÞ

3. Theoretical analysis of the proposed method

3.1. Expression of the optimal detection threshold b

The choice of the threshold is important for our
algorithm: if the threshold is too high, we may miss the
detection of correlated rows. On the other hand, if it is too
small we may consider independent columns as depen-
dent ones (false alarm). Therefore, we take the optimal
threshold as the one that minimizes the probability of
miss-detection Pmd of a theoretically dependent column
(i.e. a column in the set I). Pmd corresponds to the sum of
two probabilities: the probability to have fSðiÞ4b and the
column i is a dependent column, with the probability to
have fSðiÞob and the column i is an independent column
(see shadowed part of Fig. 3). Fig. 3 presents an example of
the probability density function1 of fSðiÞ, the left one
corresponds to a dependent column and the other one to
an independent column. We have also represented a
possible threshold b and the associated probability of
miss-detection Pmd.

Knowing the probability law of f, we are able to
compute the optimal threshold. For this purpose, we have

0
 0

 0.2

 0.4

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 0.6

�
S 

(.
)

index of columns of the matrix L (S, d)
10 20 30 40 50 60

Fig. 2. Examples of value taken by fSðiÞ: the gap between the

independent columns and the dependent one is sufficient even for a

finite size of the intercepted sequence.

1 Those densities are discrete. Nevertheless, for seek of clarity, they

are represented as continuous ones.
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to solve this optimization problem:

b� ¼ arg min
b
ðPmdðmB; P;bÞÞ, (12)

with

PmdðmB; P;bÞ ¼
XbmB :bc

i¼0

i

2mB

 !
ð0:5Þ2mB

þ
X2mB

i¼bmB :bcþ1

i

2mB

 !
Pi
ð1� PÞ2mB�i.

Unfortunately, it is not possible to obtain an analytic
expression for b�. However, in order to study the influence
of P, mB and b on Pmd, we compute PmdðmB; P;bÞ over a fine
fixed grid of b by computer simulation.

First of all, let us study the influence of b over Pmd for
different values of Pe. In Fig. 4, we plotted Pmd versus b
where mB is fixed to 50 and P is computed for wh ¼ 6 and
for different Pe (see (11)). This figure shows that for
channels having a low BER, the threshold has low
influence on the probability of good detection. For
Pe ¼ 0:01, if the threshold b 2 ½0:2;0:8�, the value of Pmd

is close to zero.
Fig. 5 illustrates the dependence of the optimal

threshold b� on the variable wh. We notice in this figure
that the bigger wh is, the bigger b� is. This means that the
bigger wh is, the more difficult the detection is.

At last, let us study the influence of mB on the value b�.
When mB increases, the variance of both Binomial
random variables decreases but the position of the
optimal threshold stays almost constant. Therefore,
we notice that mB does not have much influence
on the value b� but impacts only the value of Pmd.
This is shown in Fig. 6, where we plotted PmdðmB;P;b

�
Þ

versus Pe, for different values of mB. This figure shows that
Pmd decreases significantly with mB: for Pe ¼ 0:1, Pmd is
equal to 0:35 when mB ¼ 25, and Pmd ¼ 0:06 when
mB ¼ 100.

In order to obtain an analytical expression of the
threshold, we approximate the Binomial laws of para-
meters ðM; PÞ (see Eq. (11) for the expression of P) by a

Normal law [17]. With this approximation, we find the
following expression for the optimal threshold:

b� ¼
�b�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
� ac

p
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where

a ¼ �mBð1� 2PÞ2, (14)

b ¼ �2mBPð1� 2PÞ, (15)

c ¼ 4mBPð1� 2PÞ � 2Pð1� PÞ lnð4Pð1� PÞÞ. (16)

The proof of the above equations is given in Appendix A.2.
Note again that mb does not influence much the value of
b� in Eq. (13). Indeed, as 2Pð1� PÞ lnð4Pð1� PÞÞ 2

½
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e�1
p

ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e�1
p

� 1Þ;0�, 8P 2 ½0; 1
2�, the second term in

(16) can be neglected when mB is large enough. In this
case, the threshold b� becomes independent of mB. In
Fig. 7, the optimal threshold and the approximated
threshold given by (13) are presented. Simulation para-
meters are mB ¼ 30 and wh ¼ 4. The last value is used to
calculate P according to (11).

Fig. 7 shows that the Gaussian approximation to
compute the threshold is accurate.

The optimal threshold b� depends on wh, Pe and mB.
Whereas mB is known by the observer, wh and Pe are not.
Thus, we are a priori not able to set the optimal threshold
at the beginning of the algorithm. However, we present in
the next subsection a way to iteratively adjust the
threshold in order to improve the detection.

3.2. Practical choice of the threshold b

In order to set up the value of the threshold, it is
possible to take advantage of the iterative nature of the
algorithm. At the end of an iteration, we may have a value
of na for which we detect some dependent columns. This
value of na corresponds to the estimated size of the
interleaver. Let us denote by K the set of dependent
columns found. Using the matrix A2 (see (7)), we can find
the value wh for those columns (wh represents the
number of columns involved to obtain column i in
LðS; dÞ). Using the value of fðiÞ for i 2K, it is possible to
estimate P by

P̂ ¼
1

CardðKÞ

X
i2K

fðiÞ
2

. (17)

Using (11), an estimation of Pe is easily obtained. Finally,
using (13), an estimation of the optimal threshold is
found. The next iteration is run with this new value of the

threshold and the probability to detect additional depen-
dent columns increases. By iterating this procedure, the
estimation of P and thus the estimation of the optimal
threshold is improved. Fig. 8 presents the estimated value
of Pe versus Pe. After the first iteration, an accurate
estimation of Pe is obtained.

A self-adapting optimal threshold is a powerful feature
of our algorithm and it allows to significantly improve the
performance. In the next section, we propose another
feature if soft data (reliability information on the inter-
cepted bits) are available.

3.3. GJETP algorithm and soft information

Let us denote by HðiÞðna; dÞ the matrix Hðna; dÞ used at
iteration i. If we do not have any soft information of the
intercepted bits, the only possibility we have to obtain a
new matrix HðiÞðna; dÞ is to simply randomly permute the
rows of Hðna;dÞ. However, if we have any information
about the reliability of the bits (for example the soft value
of the bits before hard decision), we may choose matrix
HðiÞðna; dÞ that has reliable values in its upper part. In the
following, we assume that we have such an information.
Instead of a BSC, we now consider an AWGN channel with
the following ‘‘bit to symbol mapping’’: ak ¼ 2ak � 1,
where ak is the symbol corresponding to the bit ak. The
absolute value of a received symbol is called its reliability.
In an AWGN channel, the probability that a symbol leads
to an erroneous decision is Pbe ¼

1
2 erfcð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Eb=N0

p
Þ where

erfcðxÞ is the complementary error function defined by

erfcðxÞ ¼
2

p

Z 1
x

e�u2

du.

Realizations of the Gaussian noise being independent, the
probability to have k errors per row is equal to

PbelðkÞ ¼
na

k

� �
Pk

beð1� PbeÞ
na�k. (18)

An estimation of the number of rows in the matrix Hðna; dÞ

with k errors is given by M � PbelðkÞ. Ideally, we would like
to order rows of Hðna; dÞ according to the number of errors
per row. In order to be as close as possible to this ordering,
we use the function FaðjÞwhich gives an estimation of the
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number of reliable bits in each row:

FaðjÞ ¼ cardðfm; jhj;mj4agm¼1;...;na
Þ, (19)

where hj;m is the element of Hðna; dÞ at position ðj;mÞ.
Once the ordering is achieved, our detection algorithm

is performed using the matrix obtained after the hard
decision taken from HðiÞðna; dÞ. Sorting the rows of Hðna; dÞ

clearly improves the performance of the first iterations of
the algorithm. However, when the number of iterations
grows, the difference of performance between the
two approaches (with and without ordering) decreases.
To summarize, the main point of this ordering is to
construct the upper part of the matrix Hðna; dÞ with
the more reliable blocks. Nevertheless, as the data
sequence is intercepted before being deinterleaved, it
may be corrupted by burst of errors. In other words,
the stream is composed of long error free sequences
followed by burst of errors. This particularity makes the
proposed algorithm well adapted to practical transmission
channels.

4. Identification of the interleaver function

In order to estimate the size of the interleaver, we just
need to detect at least one parity check in the matrix
HðS; dÞ. However, to get a precise idea of the interleaver
function used (or an estimation of the rate of the code),
the larger the number of detected parity checks the more
reliable the estimation. Therefore, in the next section, we
express the probability of detection of a parity check and
then present our procedure to estimate the position of
codewords in the interleaved block.

4.1. Probability of detection of a parity check

Let us consider a parity check hj defined by the set of

column indexes IðS;dÞj ¼ fiðjÞ1 ; . . . ; i
ðjÞ
wh
g as defined in Section 2.2.

We introduce the parameter nðS;dÞj ¼ maxi fi 2 I
ðS;dÞ
j g. In

order to retrieve hj, the following conditions should be

satisfied:

� The GJETP algorithm ‘‘performs well’’ for hj (i.e. it adds
the columns belonging to the set IðS;dÞj together and so,
hj is a columns of A2). The probability of such a case is
lower bounded by P1

detðjÞ.
� fðjÞob. This case occurs with probability P2

detðjÞ.

First, the GJETP algorithm is performed on HðS; dÞ. As this
algorithm only depends on the upper square matrix, for
obvious complexity reasons, we restrict the GJETP algo-
rithm to H1ðS; dÞ where

HðS; dÞ ¼

2
666664

3
777775 and H1ðS; dÞ is an S� S matrix.

Two cases may lead hj to be a column of A2. First of all, for
each row in the first ðnðS;dÞj � 1Þ rows of EðS; dÞ, the number

of errors that appear at indexes IðS;dÞj is even. This case
occurs with probability P1

detðjÞ where

P1
detðjÞ ¼

Xbwh=2c

i¼0

P2i
e ð1� PeÞ

wh�2i

!nðS;dÞ
j
�1

¼
1þ ð1� 2PeÞ

wh

2

� �nðS;dÞ
j
�1

. (20)

On the other hand, the fact that hj is in A2 despite the first
case is not verified. For instance, if an erroneous bit stays
below the diagonal during all the pivoting, it does not
affect the result. Practically, this case occurs frequently
and unfortunately, evaluating its probability is still an
open problem. Nevertheless, P1

detðjÞ is a lower bound for
the probability that hj is in A2. Moreover, compared to the
algorithm based on the rank criteria, a much higher
probability of detection is obtained here since nðS;dÞj may be
much smaller than S.

After observing hj as a column of A2, we aim to decide
between the two hypothesis:

H0 : hj 2 KerðH̃ðS;dÞÞ, (21)

H1 : hjeKerðH̃ðS; dÞÞ. (22)

The induced decision rule Rb is the following one. One
decides H0 if fðjÞpb and H1 otherwise. The probability
P2

detðjÞ can be easily obtained and is given by

P2
detðjÞ ¼ PðBkp2mBbjH1Þ.

Under the assumption that correlations in codewords are
independent (i.e. fiðjÞ1 ; . . . ; i

ðjÞ
wh
g and fiðkÞ1 ; . . . ; iðkÞwh

g are inde-
pendent), the probability of detection of the size of the
interleaver is

Pdet ¼
X
all j

P1
detðjÞP

2
detðjÞ. (23)

For real codes, the correlations are surely not indepen-
dent. Therefore, we estimate Pdet by

P̂det ¼min 1;
X

j

P1
detðjÞP

2
detðjÞ

0
@

1
A. (24)

The probability of false alarm to detect the parity check hj

is

PfaðjÞ ¼ PðBkpmBbjH2Þ (25)

¼ 2�2mB
XbmBbc

i¼0

2mB

i

� �
. (26)

Compared to a straightforward rank approach, we notice
that our false alarm probability goes to zero when the size
of the intercepted sequence grows (i.e. mB). The proof of
this assertion can be found in Appendix A.3.

4.2. Position of codewords within the interleaved sequence

We assume in this section that we have correctly
estimated the size and the start of the interleaved frame.
In order to have an idea of the structure of the interleaver
(i.e. the interleaver function used), we need to locate the
bits belonging to the same codeword in the interleaved
block. In other words, we need to estimate DS;t0

, the basis



of sets of indexes fIðS;t0Þ

j¼1;...;Q ðS;t0Þ
g representing the parity

checks within the interleaved block. Once this basis is
estimated, we are able to find the position of the bits
belonging to the same codeword. Indeed, the sets IjðS; t0Þ

necessarily indicate positions of bits of the same code-
word. If p 2 IjðS; t0Þ and p 2 IiðS; t0Þ, then bits at positions
IjðS; t0Þ and IiðS; t0Þ belong to the same codeword. For
each column k of matrix LðS; t0Þ satisfying fðkÞob, IðS;t0Þ

k is
obtained using Ak

2. These columns are identified by

HiðkÞ
1 ðS; t0Þ þ � � � þ HiðkÞwh ðS; t0Þ ¼ ðA

�1LðS; t0ÞÞ
k.

In other words, ÎðS;t0Þ

j ¼ fiðkÞ1 ; . . . ; iðkÞwh
g is an estimator of one

element of DS;t0
.

Note that if the synchronization was not correctly
achieved, we would not be able to find the codeword to
which the first or last bit of the block belongs. This
algorithm may also be used to perform the blind frame
synchronization. Remark also that the efficiency of our
interleaver reconstruction procedure depends directly on
the number of dependent columns found in Lðna; dÞ.
Therefore, the choice of the optimal threshold is not so
crucial for the detection of the size of the interleaver
(because the detection of only one parity check is
sufficient to estimate the interleaver size) but becomes
a real necessity in order to estimate the interleaver
function.

Let us illustrate this algorithm with the following
example. We intercepted a binary stream coming from a
(7,4) Hamming encoder followed by an interleaver of size
49 bits (an interleaved block contains seven codewords).
In this example, we consider that the size of the
intercepted sequence is 10,000 bits. Five iterations are
run and the probability of an error is set to 0.05. We are
able to estimate all parity checks in 99:8% of the cases and
Fig. 9 shows the position of codewords in the interleaved
frame. In that particular case, the interleaver can be
clearly identified: it is a row/column type interleaver.

5. Blind frame synchronization: identification of t0

Our algorithm performance is directly linked to the
probability P1

det that the GJETP algorithm performs well. If
we take a close look at the expression of P1

det in (20), we

notice that when we are not yet synchronized (i.e. when
dat0), the parameter nðS;dÞj has a major impact on this
probability. Thus, two different cases should be consid-
ered: t0 � S=2pdot0 and t0pdpt0 þ S=2.

5.1. Case 1: t0 � S=2pdot0

In this case, the first ðt0 � dÞ columns of HðS; dÞ

correspond to the last bits of the interleaved blocks. The
probability to get a complete parity check in these first
ðt0 � dÞ columns decreases when d becomes closer to t0

and the probability to get complete parity checks in the
ðS� ðt0 � SÞÞ remaining columns increases. However, the
probability to detect those parity checks is penalized since
we have necessarily nðS;dÞj ¼ nðS;t0Þ

j þ ðt0 � dÞ.

5.2. Case 2: 0pd� t0pS=2

In this case, we do not have the drawback previously
explained since the present parity checks have lower
values of nðS;dÞj than in the previous case. This gives a
higher probability of correct detection. However, as dat0

we still have the possibility to loose parity checks (the
ones involving the first ðd� t0Þ bits of the interleaving
blocks. Therefore, the probability of detection of our
algorithm for a given offset d is not symmetric around
d ¼ t0. This result is verified in Fig. 10 of the next section.
In order to avoid this drawback, we perform our algorithm
twice, once on the matrix HðS; dÞ built as explained in
Section 1.1 and a second time on a matrix H̄ðS; dÞ

constructed by a symmetric permutation of the columns
of HðS; dÞ. The ith column of H̄ðS; dÞ, H̄

i
ðS; dÞ is exactly

HS�i
ðS; dÞ.

Simulations allows us to verify this behavior.
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6. Simulation results

In this section, we illustrate the theoretical expressions
we pointed out and enlighten the efficiency of our
algorithm. In all simulations, a ð7;4Þ Hamming block
code is used and the interleaver has a length of
56 bits. Without loss of generality, we assume that t0 ¼

0 and that the number of intercepted bits is set to 50,000
bits. Moreover, we use the optimal threshold found in
Section 4.1.

6.1. Detection of a parity check

In this first simulation, we verify the probability of
correct parity check detection given by (20). The inter-
leaver is a row–column interleaver. As we use a ð7;4Þ
Hamming code, each block of the interleaver contains
eight codewords. Fig. 10 presents the probability of
correct detection of at least one parity check versus d.
Notice that when d ¼ 0 we are synchronized with the
interleaver and we get the best probability of detection.
Five hundred Monte-Carlo trials have been run where
the noise and information bits were randomly chosen at
each trial.

The difference observed between the theoretical and
estimated performance in Fig. 10 can be explained by the
fact that the correlations introduced by the code are not
independent. Nevertheless, the curves behavior is similar
and the bound we pointed out appears to be accurate. As
explained in Section 5, we observe that the probability is
not symmetric with respect to the delay d.

In the remaining of this paper we use the improved
algorithm where the detection is performed twice, on
Hðna; dÞ and on its symmetric version H̄ðna;dÞ as explained
in Section 5.

6.2. Detection of the interleaver and parity checks found

Let us now illustrate the improvement obtained with
our proposed iterative procedure (see Section 5). Fig. 11
presents the probability of correct detection of the
interleaver size versus the signal-to-noise ratio (SNR) for
different iterations. Five thousand Monte-Carlo trials are

run and d is set to zero. This iterative procedure improves
significantly the probability of detection. Indeed, for
Eb=N0 ¼ 1 dB at iteration 1, we have a probability of
detection equal to 0:29. After five iterations, we obtained a
probability of detection equal to 0.78.

Fig. 12 shows the percentage of the basis of parity
checks found versus the SNR. A single parity check
detection is enough to be able to identify the size of the
interleaver. However, the more parity checks are identi-
fied, the more reliable the identification of the interleaver
structure is. The iterative procedure improves significantly
our capability to identify the interleaver. Indeed, the
number of parity checks found increases with the number
of iterations. Note that in our simulation, 24 parity checks
are available in an interleaver block.

6.3. Performance improvement using soft data

In this simulation, we use the soft data to order the
most reliable rows in the upper part of Hðna; dÞ. The row
ordering is achieved using the function given in (19) with
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a ¼ 1. In order to illustrate the improvement obtained
using rows ordering, we present in Fig. 13 the percentage
of parity checks found versus the SNR and for different
iterations. Those results should be compared to the ones
of Fig. 12 obtained without ordering. The ordering allows
us to get better performance with less iterations.

The row ordering has a direct impact on the probability
P1

detðjÞ (see (20)) that the GJETP algorithm performs well.
The row ordering decreases the probability to have
erroneous bits in the upper part of Hðna; dÞ. This is
illustrated in Fig. 14 where we plot the BER estimated in
the upper part of the matrix Hðna; dÞ versus the error
probability of the channel.

7. Conclusion

We have presented in this paper an algorithm based on
linear algebra properties which, from a delayed and
corrupted interleaved sequence of coded bits, allows us
to blindly estimate the interleaver size, to synchronize the
interleaver blocks and to estimate the dual of the code and
its rate. We have also given a fine analysis of the
probabilities of success and of false alarm. Moreover, we
have proposed some improvements and detailed an
algorithm to locate codewords inside an interleaved block,
in order to obtain a more precise idea of the kind of the
interleaver used. Unfortunately, retrieving the initial
decoder and then decoding is equivalent to the problem
of decoding a random code which is NP-complete [14].
The complexity of the proposed algorithm is clearly
exponential in the BER but also in the size of the
interleaver. One approach we have proposed is to use
the soft information to decrease the BER in the upper
square matrix of Hðna; dÞ to greatly improve the prob-
ability of detection of parity checks when applying the
GJETP algorithm. Finally, we have shown some experi-
mental comparisons between the theoretical bounds and
our algorithm. This experiments illustrate that our
theoretical analysis is correct and that our method works
for high probability of errors of the BSC and that for
instance, at a BER of 8%, we are able to correctly estimate
the interleaver size in 76% of cases. Such results lead us to

think that this technique may be efficiently applied in
most of the communication channels using linear block
codes. As the BER is a very limiting factor, we have
investigated some techniques to artificially decrease it, at
least inside the upper square matrix extracted from the
intercepted matrix. In this way, we have improved the
detection step of our algorithm.

Appendix A

A.1. Proof of Eq. (4)

Proof. For this proof we use notations introduced in
Section 2. Let h be a parity check, i.e. h 2 KerðH̃ðna; dÞÞ

then,

h 2 KerðHðna; dÞÞ if and only if
Xna

j¼1

½Eðna; dÞ�ijhj � 0 mod 2

8j ¼ 1 . . .na.

This result is straightforward and does not cope with any
difficulty. &

Let h 2 KerðH̃ðna; dÞÞ and Ch ¼ fH̃
i
ðna;dÞ, the ith column

of H̃ðna; dÞ, such that hi ¼ 1g. The previous result claims
that h 2 KerðH̃ðna; dÞÞ if and only if the number of
erroneous bits in each row in the columns of Ch is even.
We can deduce the following theorem.

Theorem 1. Let h 2 KerðH̃ðna;dÞÞ, of Hamming weight wh,
then the probability that h is in KerðHðna; dÞÞ is

Pðh 2 KerðHðna; dÞÞjh 2 KerðH̃ðna; dÞÞÞ ¼
1þ ð1� 2PeÞ

wh

2

� �na

.

Proof. Let us define P ¼ Pðh 2 KerðHðna;dÞÞjh 2

KerðH̃ðna;dÞÞÞ, then

P ¼
Xbwh=2c

i¼0

wh

2i

� �
P2i

e ð1� PeÞ
wh�2i

na

and

Xwh

i¼0

wh

i

 !
ð�1ÞiPi

eð1� PeÞ
wh�i
¼ ð1� 2PeÞ

wn , (A.1)

Xwh

i¼0

wh

i

 !
Pi

eð1� PeÞ
wh�i
¼ ðð1� PeÞ þ PeÞ

wh ¼ 1. (A.2)

Using (A.1) and (A.2), we have

Xbwh=2c

i¼0

wh

2i

� �
P2i

e ð1� PeÞ
wh�2i

na

¼
1þ ð1� 2PeÞ

wh

2

� �na

.

This last equality ends the proof of Theorem 1. This
probability increases when wh decreases. Moreover, the
probability to observe a rank deficiency is the probability
to detect at least one vector of C? in the kernel of the
interception matrix. If we consider a basis of C? that
contains the vector h of smallest Hamming weight wh,
then the probability to observe a rank deficiency is upper
bounded by ðn� kÞP, where ðn� kÞ is the number of
independent vectors of C?. &
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A.2. Proof of the approximation of the optimal threshold

(Section 3.1)

Let X be a random variable following a Binomial law,
i.e. X	BðN; pÞ. According to [17] the Normal distribution
NðNp;Npð1� pÞÞ is a good approximation of the Binomial
law BðN;pÞ. Using this approximation, we are able to
compute easily the optimal threshold b�. Using a :̃ over the
variable name indicates that we are using the Normal
model to obtain it. For instance b̃

�
is the optimal threshold

obtained with the Normal approximation.
The minimization problem (12) can then be rewritten

as follows:

b̃
�
¼ arg min

b
ðP̃mdðmB; P;bÞÞ. (A.3)

In this proof, we consider that P 2�0; 1
2 ½, which is actually

true in our context since Pe 2�0; 1
2 ½ (see (11)). With the

Normal approximation, we have

P̃mdðmB; P;bÞ ¼
Z mBb

�1

1ffiffiffiffiffiffiffiffiffiffipmB
p exp �

ðu�mBÞ
2

mB

!
du

þ

Z þ1
mBb

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pmBPð1� PÞ

p
� exp �

ðv� 2mBPÞ2

4mBPð1� PÞ

!
dv.

In order to minimize P̃mdðmB; P;bÞ with respect to b, we
compute qP̃mdðmB; P;bÞ=qb, and obtain

qP̃mdðmB; P;bÞ
qb

¼
1ffiffiffiffiffiffiffiffiffiffipmB

p exp �
ðmBb�mBÞ

2

mB

!

�
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4pmBPð1� PÞ
p exp �

ðmBb� 2mBPÞ2

4mBPð1� PÞ

!

¼
1ffiffiffiffiffiffiffiffiffiffipmB

p expð�mBðb� 1Þ2Þ

�
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4pmBPð1� PÞ
p exp �

mBðb� 2PÞ2

4Pð1� PÞ

!
.

Let us now find the value of b such that
qP̃mdðmB; P;bÞ=qb ¼ 0.

qP̃mdðmB; P;bÞ
qb

¼ 0()
1ffiffiffiffiffiffiffiffiffiffipmB

p expð�mBðb� 1Þ2Þ

¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4pmBPð1� PÞ
p exp �

mBðb� 2PÞ2

4Pð1� PÞ

!

()
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Pð1� PÞ

p
¼ exp mBðb� 1Þ2 �

mBðb� 2PÞ2

4Pð1� PÞ

 !

()2Pð1� PÞ lnð4Pð1� PÞÞ

¼ 4Pð1� PÞmBðb� 1Þ2 �mBðb� 2PÞ2.

To summarize, we obtain

qP̃mdðmB; P;bÞ
qb

¼ 0()ab2
þ 2bbþ c ¼ 0,

with

a ¼ �mBð1� 2PÞ2,

b ¼ �2mBPð1� 2PÞ,

c ¼ 4mBPð1� 2PÞ � 2Pð1� PÞ lnð4Pð1� PÞÞ.

We get a solution if b2
� acX0.

b2
� ac ¼ 4m2

BP2
ð1� 2PÞ2 þ 4m2

BPð1� 2PÞ3

� 2mBPð1� PÞð1� 2PÞ2 lnð4Pð1� PÞÞ

¼ 4mBPð1� 2PÞ2ðmBP þmBð1� 2PÞ

� ð1� PÞ lnð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Pð1� PÞ

p
ÞÞ

¼ 4mBPð1� 2PÞ2ðmBð1� PÞ � ð1� PÞ lnð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Pð1� PÞ

p
ÞÞ

¼ 4mBPð1� 2PÞ2ð1� PÞðmB � lnð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Pð1� PÞ

p
ÞÞ.

As 8x 2�0; 1
2 ½,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Pð1� PÞ

p
2�0;1½, we conclude that

b2
� acX0, 8P 2�0; 1

2 ½. We obtain the following result:

qP̃mdðmB; P;bÞ
qb

¼ 0()b ¼
�b�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
� ac

p
a

or b ¼
�bþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
� ac

p
a

.

As bo0, the second solution is negative because ao0. This
solution is not acceptable for our problem. Therefore the
only relevant solution for b̃

�
is

b̃
�
¼
�b�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
� ac

p
a

. (A.4)

We can easily show that this solution is effectively a
minimum. We just have to study the variations of the
function P̃mdðmB;P;bÞ around b̃

�
.

A.3. Limit of Pfa when mb !þ1 (Section 4.1)

This result is an application of Bienaymé–Tchebychev
inequality. As Bk is Binomial distributed, PfaðjÞ ¼

PðBkpmBbjH2Þ and the mean of Bk under the assumption
H2 is mB and its variance is mB=2. As the threshold b is
chosen such that bo1, we have

PðBkpmBbjH2ÞpPðjBk �mBjXð1� bÞmBjH2Þ.

With the Bienaymé–Tchebychev inequality, we obtain the
following result:

PðjBk �mBjXð1� bÞmBjH2Þp
varðBkÞ

ð1� bÞ2m2
B

,

p
1

2ð1� bÞ2mB

.

Then we have limmB!1 PðBkpmBbjH2Þ ¼ 0, which means
that limmB!1PfaðjÞ ¼ 0.
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