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A quasi-optimal variant of the hybrid high-order

method for elliptic PDEs with H−1 loads

Alexandre Ern∗ Pietro Zanotti†

Abstract

Hybrid High-Order methods for elliptic diffusion problems have been
originally formulated for loads in the Lebesgue space L2(Ω). In this paper
we devise and analyze a variant thereof, which is defined for any load in
the dual Sobolev space H−1(Ω). The main feature of the present variant
is that its H1-norm error can be bounded only in terms of the H1-norm
best error in a space of broken polynomials. We establish this estimate
with the help of recent results on the quasi-optimality of nonconforming
methods. We prove also an improved error bound in the L2-norm by
duality. Compared to previous works on quasi-optimal nonconforming
methods, the main novelties are that Hybrid High-Order methods handle
pairs of unknowns, and not a single function, and, more crucially, that
these methods employ a reconstruction that is one polynomial degree
higher than the discrete unknowns. The proposed modification affects
only the formulation of the discrete right-hand side. This is obtained by
properly mapping discrete test functions into H1

0 (Ω).

Keywords. Hybrid methods, quasi-optimality, rough loads, arbitrary order,
general meshes

MSC. 65N30, 65N12, 65N15

1 Introduction

Hybrid High-Order (HHO) methods have been introduced in [13] for diffusion
problems and in [12] for locking-free linear elasticity. These methods employ face
unknowns and cell unknowns and are devised from two local operators, a recon-
struction operator and a stabilization operator. HHO methods support general
meshes (with polyhedral cells and nonmatching interfaces), they are locally con-
servative and are robust in various regimes of practical interest, and they offer
computational benefits resulting from the local elimination of cell unknowns by
static condensation. The realm of applications of HHO methods has been vig-
orously expanded over the last few years; for brevity, we only mention [6, 1, 2]
for nonlinear solid mechanics and refer the reader to the bibliography therein.
An Open-Source library for HHO methods based on generic programming is
also available [8]. Finally, we mention that HHO methods are closely related to
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hybridizable discontinuous Galerkin methods [10] and to nonconforming virtual
element methods [3], as shown in [9].

In the present work, we focus on the Poisson model problem which reads as
follows:

Given f ∈ H−1(Ω), find u ∈ H1
0 (Ω) such that

∀w ∈ H1
0 (Ω)

ˆ
Ω

∇u · ∇w = 〈f, w〉H−1(Ω)×H1
0 (Ω) .

(1.1)

Although the model problem (1.1) is posed for general loads in the dual Sobolev
space H−1(Ω), the devising and analysis of HHO methods in [13] requires that
the load is in the Lebesgue space L2(Ω). In particular, H1-norm error esti-
mates with optimal decay rates have been derived in [13] for smooth solutions in
H2+p(Ω) (where p ≥ 0 is the polynomial order of the face unknowns), and more
generally hold true under the regularity requirement u ∈ H1+s(Ω), s > 1

2 , which
is reasonable for the model problem (1.1) if f ∈ L2(Ω). Moreover, improved
L2-norm error estimates can also be derived by means of the Aubin–Nitsche
duality argument. These results were recently extended in [15] to the regularity
requirement u ∈ H1+s(Ω), s > 0, and for loads in the Lebesgue space Lq(Ω)
with q > 2d

2+d , where d is the space dimension, that is q > 1 if d = 2 and q > 6
5 if

d = 3. Therein, quasi-optimal error estimates were established in an augmented
norm that is stronger than the H1-norm.

The above discussion shows that a theoretical gap still remains in the analysis
of the HHO methods. One option to fill this gap would be to bound the H1-norm
error only in terms of the H1-norm best error in the underlying discrete space.
In fact, such quasi-optimal estimate would not require regularity assumptions
beyond H1

0 (Ω) for the solution and H−1(Ω) for the load. Notably, the abstract
theory of [23] on the quasi-optimality of nonconforming methods indicates that
an estimate in this form can be expected for a variant of the original HHO
method of [13]. This is the main achievement of the present work. In particular,
the modified HHO method is defined and stable for arbitrary loads in H−1(Ω),
as well as properly consistent.

Quasi-optimality in the energy norm has been previously achieved by vari-
ants of classical nonconforming methods [24] and discontinuous Galerkin and
other interior penalty methods [25] for second- and fourth-order elliptic prob-
lems. Similarly to [24, 25], our modification of the original HHO method affects
only the discretization of the load. In the novel HHO method, the discrete test
functions are transformed through an averaging operator to achieve stability
and bubble smoothers to enforce consistency. The main novelties concerning
the analysis of nonconforming quasi-optimal methods is that we extend the ab-
stract framework of [23] so as to handle pairs of functions (one defined in the
computational domain and one on the mesh skeleton) and that we deal with the
presence of a reconstruction operator that is one polynomial degree higher than
the discrete unknowns. In addition to quasi-optimality in the H1-norm, we also
show that the Aubin–Nitsche duality argument still allows one to derive im-
proved L2-norm error estimates for the modified HHO method. Finally, owing
to the results from [9], we notice that the present findings thus provide a way
to achieve the same quasi-optimal properties by appropriately modifying the
discrete load in hybridizable discontinuous Galerkin and nonconforming virtual
element methods.
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This paper is organized as follows. In section 2, we briefly summarize the
abstract framework from [23] for quasi-optimal nonconforming methods. In
section 3 we outline the main ideas and results concerning HHO methods on
simplicial meshes with loads in L2(Ω). In section 4, we present and analyze
a quasi-optimal variant of the HHO method. This section contains the main
results of this work. Finally, in section 5, we show how the results of section 4
can be extended to the setting of polytopic meshes.

2 Abstract framework for quasi-optimality

In this section we summarize the framework of [23] in a form that is convenient
to guide the design of the method proposed in section 4. Moreover, we recall
the notion of quasi-optimality and a couple of related results.

Let V be a Hilbert space with scalar product a. Denote by V ∗ the topological
dual space of V and consider the elliptic variational problem

(2.1) Given ` ∈ V ∗, find u ∈ V such that ∀w ∈ V a(u,w) = 〈`, w〉V ∗×V

which is uniquely solvable, according to the Riesz representation theorem.
Let S be a finite-dimensional linear space and assume that a can be ex-

tended to a scalar product ã on V + S, inducing the extended energy norm
‖ · ‖ :=

√
ã(·, ·). Let E : S → V be a linear operator and consider the following

approximation method for (2.1):

(2.2) Given ` ∈ V ∗, find U ∈ S such that ∀σ ∈ S ã(U, σ) = 〈`, Eσ〉V ∗×V

which is uniquely solvable, due to the positive-definiteness of ã on S. We say
that S is a nonconforming space and (2.2) is nonconforming method whenever
S * V .

Since U ∈ S, the approximation error u−U satisfies infs∈S ‖u−s‖ ≤ ‖u−U‖,
showing that the best error infs∈S ‖u − s‖ is an intrinsic benchmark for (2.2).
Hence, we say that the method (2.2) is quasi-optimal for (2.1) in the norm ‖ · ‖
if there is a constant C ≥ 1 such that

(2.3) ‖u− U‖ ≤ C inf
s∈S
‖u− s‖

and C is independent of u and U . In this case, we refer to the best value of C
as the quasi-optimality constant of (2.2) in the norm ‖ · ‖.
Remark 2.1 (Smoothing and stability by E). We call E smoother, because its
action often increases the regularity of the elements of S. An immediate ob-
servation is that the use of a smoother makes the duality 〈`, Eσ〉V ∗×V in (2.2)
well-defined for all ` ∈ V ∗, irrespective of the possible nonconformity of S. No-
tice also that E is bounded, because S is finite-dimensional. Thus, we infer that
(2.2) is a stable method, in that

(2.4) ‖U‖ ≤ ‖E‖L(S,V ) ‖`‖V ∗ = ‖E‖L(S,V )‖u‖.

Moreover, the operator norm of E is the best possible constant in this inequality
for an arbitrary load ` ∈ V ∗. The above stability (2.4) is necessary for quasi-
optimality, owing to the triangle inequality, and the quasi-optimality constant
can be bounded from below in terms of the operator norm of E.
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Remark 2.2 (Feasible smoothers). The computation of U from (2.2) requires
the evaluation of E on each element of the basis {φ1, . . . , φn} of S at hand.
Hence, it is highly desirable that the duality 〈`, Eφi〉V ∗×V , i = 1, . . . , n, can be
evaluated with O(1) operations. To this end, a sufficient condition is that each
Eφi is locally supported and can be obtained from φi with O(1) operations.

Conforming Galerkin methods for (2.1) fit into this abstract framework with

S ⊆ V ã = a E = Id

and are quasi-optimal in the energy norm, according to the so-called Céa’s
lemma [7]. Still, quasi-optimality can be achieved also if S is nonconforming,
depending on the interplay of ã and E. In fact, [23, Theorem 4.14] states that
the following algebraic consistency

(2.5) ∀s ∈ V ∩ S, σ ∈ S ã(s, Eσ) = ã(s, σ).

is necessary and sufficient for the existence of a constant C so that (2.3) holds.
This is actually equivalent to prescribe that the solution u of (2.1) solves also
(2.2), whenever u ∈ V ∩ S.

It is worth noticing that (2.5) is, possibly, a mild or trivial condition, as it
involves only conforming trial functions s ∈ V ∩ S. Thus, it is not a surprise
that additional informations are actually needed in order to access the size of
the quasi-optimality constant. For instance, Remark 2.1 reveals a lower bound
in terms of the operator norm of the employed smoother. Moreover, one may
expect that the quasi-optimality constant depends also on the discrepancy of the
left- and right-hand sides of (2.5) for nonconforming trial functions s ∈ S \ V .
This claim can be confirmed with the help of [23, Theorem 4.19].

In section 4, we actually build on a generalized version of (2.5), because the
setting considered there does not exactly fit into the framework described here.

3 The HHO method on simplicial meshes

In this section we recall the HHO method for (1.1) proposed in [13] and some
of its properties. In order to avoid unnecessary technicalities, we restrict our
attention to matching simplicial meshes, here and in the next section. The
extension of our results to more general meshes is addressed in section 5.

3.1 Discrete problem

Let Ω ⊆ Rd, d ∈ {2, 3}, be an open and bounded polygonal/polyhedral set with
Lipschitz-continuous boundary. Let M = (K)K∈M be a matching simplicial
mesh of Ω, i.e., all cells ofM are d-simplices and, for any K ∈M with vertices
{a0, . . . , ad} and for all K ′ ∈M, the intersection K ∩K ′ is either empty or the
convex hull of a subset of {a0, . . . , ad}.

We denote by F i the set of all interfaces ofM. Since the mesh is matching,
any interface F ∈ F i is such that F = K1 ∩K2 for some K1,K2 ∈M, and F is
a full face of both K1 and K2. Similarly, we collect the boundary faces into Fb
and observe that each F ∈ Fb satisfies F = K ∩ ∂Ω for some K ∈ M. Then,
the set F := F i ∪ Fb consists of all faces, and the skeleton of M is given by

Σ :=
⋃
F∈F

F.
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For each K ∈ M, we denote by FK the set of all faces of K, i.e. the faces
F ∈ F such that F ⊆ K. We indicate by hK and hF the diameters of K and
F , respectively. Moreover, we write nK for the outer normal unit vector of K.

For p ∈ N0 := N ∪ {0}, K ∈ M and F ∈ F, let Pp(K) and Pp(F ) be the
spaces of all polynomials of total degree ≤ p in K and F , respectively. The
corresponding broken spaces on M and Σ are given by

Pp(M) := {sM : Ω→ R | ∀K ∈M (sM)|K ∈ Pp(K)},

Pp(Σ) := {sΣ : Σ→ R | ∀F ∈ F (sΣ)|F ∈ Pp(F ), ∀F ∈ Fb (sΣ)|F = 0}.

We shall make use of the L2-orthogonal projections ΠM : L2(Ω) → Pp(M)
and ΠΣ : L2(Σ)→ Pp(Σ), which are defined such that

ˆ
K

qΠMvM =

ˆ
K

qvM and

ˆ
F

rΠΣvΣ =

ˆ
F

rvΣ

for all K ∈ M, q ∈ Pp(K), vM ∈ L2(Ω) and for all F ∈ F i, r ∈ Pp(F ),
vΣ ∈ L2(Σ), respectively.

The HHO space of degree p is the Cartesian product

ŜpH := Pp(M)× Pp(Σ),

so that the elements of ŜpH are pairs ŝ = (sM, sΣ). The first component of ŝ is
intended to approximate the solution u of (1.1) in each simplex of M, whereas
the second component is intended to approximate the trace of u on each face
composing the skeleton Σ. Notice that the face component of a member of ŜpH
incorporates the boundary condition of (1.1). In what follows, we denote both
pairs and spaces of pairs using a hat symbol. Moreover, we drop the superscript
p and simply write ŜH to alleviate the notation. The subscript ’H’ serves to
distinguish the HHO space from its abstract counterpart in section 2.

The first constitutive ingredient of the HHO method is a suitable higher-
order reconstruction. This is realized through the linear operator R : ŜH →
Pp+1(M), which is uniquely determined by the conditions

(3.1a) ∀q ∈ Pp+1(K)

ˆ
K

∇Rŝ · ∇q = −
ˆ
K

sM∆ q +

ˆ
∂K

sΣ∇q · nK

and

(3.1b)

ˆ
K

Rŝ =

ˆ
K

sM

for all K ∈ M and ŝ = (sM, sΣ) ∈ ŜH. The local problem in (3.1a) is uniquely
solvable up to an additive constant, which is then fixed by (3.1b). The com-
putation of Rŝ can be performed element-wise because, for each K ∈ M, the
restriction (Rŝ)|K depends only on (sM)|K and (sΣ)|∂K .

The second constitutive ingredient of the HHO method is the following sta-
bilization bilinear form defined on ŜH × ŜH:

(3.2) θ(ŝ, σ̂) :=
∑
K∈M

∑
F∈FK

ˆ
F

ΠΣ(sΣ − (S ŝ)|K)ΠΣ(σΣ − (Sσ̂)|K),

5



with arbitrary ŝ = (ŝM, ŝΣ) and σ̂ = (σ̂M, σ̂Σ) in ŜH and with the stabilization
operator S : ŜH → Pp+1(M) such that

(3.3) S ŝ := sM + (Id−ΠM)Rŝ.

Since both R and ΠM can be computed element-wise, the operator S inherits
this property.

Denote by ∇M the broken gradient onM, whose action on an element-wise
H1-function v is given by (∇M v)|K := ∇(v|K) for all K ∈ M. The HHO

bilinear form on ŜH × ŜH can be written as follows:

bH(ŝ, σ̂) :=

ˆ
Ω

∇MRŝ · ∇MRσ̂ + θ(ŝ, σ̂).

It can be verified that, for all ŝ ∈ ŜH, the semi-norm θ(ŝ, ŝ)
1
2 penalizes the

discrepancy between the face component of ŝ and the trace of the cell component
on the skeleton Σ. This, in turn, enforces positive-definiteness of bH, as stated
in Lemma 3.1 below.

Assume for the moment that the load f of (1.1) is in L2(Ω). The HHO
method of [13] for the Poisson problem reads

(3.4) Find Û ∈ ŜH such that ∀σ̂ = (σM, σΣ) ∈ ŜH bH(Û , σ̂) =

ˆ
Ω

fσM.

3.2 Discrete stability and approximation properties

We now aim at assessing the stability of the form bH and the approximation
properties of the space ŜH. For all K ∈ M, denote by rK the radius of the
largest ball inscribed in K. The shape parameter γ = γ(M) of the mesh M is
defined as the largest positive real number such that

(3.5) ∀K ∈M γ rK ≤ hK .

We indicate by Cγ and Cγ,p two generic functions of the quantities indicated
by the subscripts, nondecreasing in each argument, which do not need to be the
same at each occurrence. Sometimes, we use the abbreviation A . B in place
of A ≤ Cγ,pB.

For instance, if K ∈ M and F ∈ FK , the so-called discrete and continuous
trace inequalities read

∀q ∈ Pp+1(K) h
− 1

2

F ‖q‖L2(F ) ≤ Cγ,ph−1
K ‖q‖L2(K)(3.6)

∀v ∈ H1(K) h
− 1

2

F ‖v‖L2(F ) ≤ Cγ
(
h−1
K ‖v‖L2(K) + ‖∇v‖L2(K)

)
(3.7)

see, e.g., [11, Lemmata 1.46 and 1.49]. Recall also that, if v ∈ H1(K) and´
K
v = 0, we have the Poincaré–Steklov inequality [4]

(3.8) ‖v‖L2(K) ≤ π−1hK‖∇v‖L2(K).

The following result implies that the HHO bilinear form bH is nondegenerate
and ensures that the problem (3.4) is uniquely solvable. A proof can be found
in [13, Lemma 4].
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Lemma 3.1 (Coercivity of bH). For all ŝ = (sM, sΣ) ∈ ŜH, we have

‖ŝ‖2
ŜH

≤ Cγ,pbH(ŝ, ŝ),

where the norm ‖ · ‖ŜH
is defined as

(3.9) ‖ŝ‖2
ŜH

:=
∑
K∈M

(
‖∇sM‖2L2(K) +

∑
F∈FK

h−1
F ‖sΣ − (sM)|K‖2L2(F )

)
.

Next, we examine the approximation properties of the HHO space underlying
(3.4). To this end, we consider the interpolant Î : H1

0 (Ω) → ŜH defined as
follows:

(3.10) Îv := (ΠMv,ΠΣv).

As the reconstruction R maps the elements of ŜH into piecewise polynomials
of degree (p+ 1), we compare, in particular, the approximation in the mapped
space R(ŜH) with the one in the broken space Pp+1(M), with respect to the
H1-norm and the L2-norm. For this purpose, we make use of the broken elliptic
projection E : H1

0 (Ω)→ Pp+1(M), which is obtained by imposing

(3.11a) ∀q ∈ Pp+1(K)

ˆ
K

∇Ev · ∇q =

ˆ
K

∇v · ∇q

and

(3.11b)

ˆ
K

Ev =

ˆ
K

v

for all K ∈M and v ∈ H1
0 (Ω).

Recall the definitions of R and Î from (3.1) and (3.10), respectively, and let
v ∈ H1

0 (Ω) be given. We have
´
K
∇RÎv · ∇q = −

´
K

ΠMv∆ q +
´
∂K

ΠΣv∇q ·
nK =

´
K
∇v · ∇q for all K ∈ M and q ∈ Pp+1(K). Furthermore,

´
K
RÎv =´

K
ΠMv =

´
K
v. Then, comparing with (3.3) and (3.11), we derive the identities

(3.12) R ◦ Î = E and S ◦ Î = E + ΠM(Id− E)

which can be used to assess the approximation properties of ŜH.

Lemma 3.2 (Interpolation errors). For all v ∈ H1
0 (Ω), we have

(3.13a) ‖∇M(v −RÎv)‖2L2(Ω) + θ(Îv, Îv) .
∑
K∈M

inf
q∈Pp+1(K)

‖∇(v − q)‖2L2(K),

(3.13b) ‖v −RÎv‖2L2(Ω) ≤
∑
K∈M

(
hK
π

)2

inf
q∈Pp+1(K)

‖∇(v − q)‖2L2(K).

Proof. The proof follows from [13] and is briefly sketched for completeness. Let
v ∈ H1

0 (Ω) be given. The first summand in the left-hand side of (3.13a) can be
rewritten using the first part of (3.12) and the element-wise H1-orthogonality
of E , which imply that

(3.14) ‖∇(v −RÎv)‖L2(K) = ‖∇(v − Ev)‖L2(K) = inf
q∈Pp+1(K)

‖∇(v − q)‖L2(K)

7



for all K ∈ M. Concerning the other summand, the second part of (3.12)
reveals SÎv = Ev+ ΠM(v−Ev). Inserting this identity into (3.2), we infer that

(3.15) θ(Îv, Îv) =
∑
K∈M

∑
F∈FK

h−1
F ‖ΠΣ(v − (Ev)|K) + ΠM(v − Ev)|K‖2L2(F ).

Consider any K ∈ M and F ∈ FK . We exploit the boundedness of ΠΣ in the
L2(F )-norm, the trace inequality (3.7), the identity (3.11b), and the Poincaré–
Steklov inequality (3.8) to infer that

h
− 1

2

F ‖ΠΣ(v − (Ev)|K)‖L2(F ) ≤ Cγ‖∇(v − Ev)‖L2(K).

Next, we invoke the discrete trace inequality (3.6), the boundedness of ΠM in
the L2(K)-norm, the identity (3.11b), and the Poincaré–Steklov inequality (3.8)
to obtain

h
− 1

2

F ‖ΠM(v − Ev)|K‖L2(F ) ≤ Cγ,p‖∇(v − Ev)‖L2(K).

Hence, we derive the claimed bound (3.13a) inserting these estimates into (3.15)
and using again (3.14). Finally, the identity (3.11b), the first identity in (3.12),
and the Poincaré–Steklov inequality (3.8) yield

‖v −RÎv‖2L2(Ω) ≤
∑
K∈M

(
hK
π

)2

‖∇(v − Ev)‖2L2(K).

This proves (3.13b), in combination with (3.14).

The first estimate in Lemma 3.2 has the remarkable property that the left-
and the right-hand sides are equivalent, according to the inclusion RÎv ∈
Pp+1(M). The other estimate does not enjoy the same property, because the
right-hand side requires higher regularity of v than the left-hand side. Note also
that, in both estimates, the right-hand side involves only local best errors on the
simplices ofM, in the spirit of [22]. This entails that the best approximation in
ŜH needs only piecewise (and not global) regularity of v to achieve convergence
with a certain decay rate.

Both estimates in Lemma 3.2 are possible benchmarks for any approximation
method based on the HHO space. Indeed, if u ∈ H1

0 (Ω) solves (1.1) and Û ∈
ŜH is the approximation resulting from a given HHO method, one may ask
whether Û fulfills the same error bounds as Îu, possibly up to more pessimistic
constants. This would guarantee that the method under examination reproduces
the approximation properties of the underlying space.

Unfortunately, the H1- and the L2-norm errors of the HHO method (3.4)
cannot be bounded like the corresponding interpolation errors in Lemma 3.2. In
fact, although it is certainly possible to relax the assumption that the load f is in
L2(Ω), as done in [15], the duality

´
Ω
fσM in the right-hand side of (3.4) cannot

be continuously extended to general loads f ∈ H−1(Ω) and arbitrary discrete
test functions σ̂ = (σM, σΣ) ∈ ŜH, because we possibly have σM /∈ H1

0 (Ω).
As a consequence, any error bound of (3.4) must involve additional regularity
beyond f ∈ H−1(Ω) and u ∈ H1

0 (Ω). Motivated by this observation, we aim at
designing a variant of (3.4) with improved approximation properties.
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4 A quasi-optimal variant of the HHO method

In this section we exploit the abstract framework of section 2 to design a new
HHO method, which is quasi-optimal for (1.1) in the semi-norm involved in the
left-hand side of (3.13a). According to Remark 2.1, this requires, in particular,
the use of a smoother in the discretization of the load. Hence, we first point
out a condition on the smoother that is sufficient for quasi-optimality. Then,
we construct a smoother fulfilling such a condition and derive broken H1- and
L2-norm error estimates.

4.1 The HHO method with smoothing

LetM be the simplicial mesh introduced in section 3.1 and recall that the space
ŜH consists of pairs ŝ = (sM, sΣ), where the first component sM ∈ Pp(M) is an
element-wise polynomial onM, whereas the second component sΣ ∈ Pp(Σ) is a
face-wise polynomial on Σ. Since the abstract framework of section 2 involves
the sum of continuous and discrete spaces, it is formally convenient to identify
any element v ∈ H1

0 (Ω) with the pair v̂ := (v, v|Σ), where v|Σ denotes the trace
of v on Σ. In fact, the Poisson problem (1.1) fits into the abstract elliptic
problem (2.1) provided we rewrite it as follows:

(4.1) Given `H ∈ V̂ ∗, find û ∈ V̂ s.t. ∀ŵ ∈ V̂ aH(û, ŵ) = 〈`H, ŵ〉V̂ ∗×V̂ ,

with the space

(4.2a) V̂ := {v̂ = (vM, vΣ) | vM ∈ H1
0 (Ω), vΣ = (vM)|Σ}

and the forms

(4.2b) aH(v̂, ŵ) :=

ˆ
Ω

∇vM · ∇wM

(4.2c) 〈`H, ŵ〉V̂ ∗×V̂ := 〈f, wM〉H−1(Ω)×H1
0 (Ω)

where v̂ = (vM, vΣ) and ŵ = (wM, wΣ) are in V̂ and f ∈ H−1(Ω) is the load
in (1.1). This way of looking at the model problem (2.1) is instrumental to
the derivation of Proposition 4.5, although it may appear a bit artificial at first
glance.

The intersection of V̂ and the HHO space can be characterized as follows:

V̂ ∩ ŜH = {v̂ = (vM, vΣ) ∈ V̂ | vM ∈ Pp(M)}.

In particular, any element v̂ = (vM, vΣ) ∈ V̂ ∩ ŜH satisfies

(4.3) ÎvM = v̂, EvM = vM, Rv̂ = vM, S v̂ = vM, θ(v̂, ·) = 0.

Proceeding as in section 2, we look for a symmetric bilinear form ãH on
V̂ + ŜH such that ã

H|V̂ = aH and ã
H|ŜH

= bH. In other words, we require that

ãH is a common extension of aH and bH. It is readily seen that we must have

(4.4) ãH(v̂ + ŝ, ŵ + σ̂) :=

ˆ
Ω

∇M(vM +Rŝ) · ∇M(wM +Rσ̂) + θ(ŝ, σ̂),
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for all v̂, ŵ ∈ V̂ and ŝ, σ̂ ∈ ŜH. To check that ãH is indeed well-defined, assume
that v̂ + ŝ = v̂′ + ŝ′ for some v̂′ ∈ V̂ and ŝ′ ∈ ŜH. Then, we have v̂ − v̂′ =
ŝ′ − ŝ ∈ V̂ ∩ ŜH, so that (4.3) implies vM − v′M = R(v̂ − v̂′) = R(ŝ′ − ŝ) and
θ(ŝ − ŝ′, ·) = 0. Rearranging terms, we infer that ãH(v̂ + ŝ, ·) = ãH(v̂′ + ŝ′, ·).
This observation and the symmetry of ãH confirm our claim.

Let EH : ŜH → H1
0 (Ω) be a linear operator. Motivated by Remark 2.1, we

consider the following variant of the HHO method (3.4):

Given f ∈ H−1(Ω), find Û ∈ ŜH s.t.

∀σ̂ ∈ ŜH bH(Û , σ̂) = 〈f,EHσ̂〉H−1(Ω)×H1
0 (Ω) .

(4.5)

Note, in particular, that here the right-hand side is defined for all f ∈ H−1(Ω).
The new HHO method (4.5) fits into the abstract discrete problem (2.2)

with

(4.6) S = ŜH ã = ãH Eσ̂ = ÊHσ̂ := (EHσ̂, (EHσ̂)|Σ)

so that ÊH : ŜH → V̂ . Since ŜH * V̂ , this is a nonconforming method.

4.2 Quasi-optimality

The extended energy semi-norm induced by the extended bilinear form ãH is

|v̂ + ŝ|ãH :=
√
ãH(v̂ + ŝ, v̂ + ŝ)

with v̂ ∈ V̂ and ŝ ∈ ŜH. This is the unique common extension of the energy norm
induced by aH and the discrete norm induced by bH. We now aim at determining
the properties of EH that are relevant for the quasi-optimality of (4.5) in the
semi-norm |·|ãH . For this purpose, an important preliminary observation is that
the setting proposed above does not fit into the abstract framework of section 2.
In fact, the extended bilinear form ãH is only positive semi-definite on the sum
V̂ + ŜH, although its restrictions to V̂ and ŜH are indeed positive definite. The
following result makes our claim more precise.

Lemma 4.1 (Kernel of |·|ãH). We have |v̂− ŝ|ãH = 0 for v̂ = (vM, vΣ) ∈ V̂ and

ŝ ∈ ŜH if and only if vM ∈ Pp+1(M) and ŝ = ÎvM.

Proof. Assume first that vM ∈ Pp+1(M) and ŝ = ÎvM. Owing to (3.12), we
have Rŝ = vM = S ŝ. The first identity implies that ‖∇M(vM−Rŝ)‖L2(Ω) = 0.
The second one and the fact that vM ∈ H1

0 (Ω) reveal that θ(ŝ, ŝ) = 0. We
conclude that |v̂ − ŝ|ãH = 0.

Conversely, assume that v̂ ∈ V̂ and ŝ ∈ ŜH are such that |v̂ − ŝ|ãH = 0.
This implies, in particular, that ∇M(vM −Rŝ) = 0. Therefore, we have vM ∈
Pp+1(M). Hence, arguing as above, we infer the identity |v̂− ÎvM|ãH = 0, and

the triangle inequality yields |ŝ − ÎvM|ãH = 0. Since |·|ãH coincides with the

norm induced by bH on ŜH, we conclude that ŝ = ÎvM, owing to the coercivity
of bH stated in Lemma 3.1.

Remark 4.2 (Degeneracy of ãH). Let v̂ ∈ V̂ and ŝ ∈ ŜH be such that |v̂−ŝ|ãH = 0.
The ’only if’ part of Lemma 4.1 entails that we have two possibilities. If the
cell component vM of v̂ is in Pp(M), then we have v̂ = ÎvM = ŝ. If, instead,
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vM ∈ Pp+1(M) \ Pp(M), then we have v̂ 6= ŝ, because v̂ is not in ŜH. On the

one hand, this confirms that ãH is not positive definite on V̂ + ŜH. On the other
hand, we see that the difference v̂− ŝ is a nonzero element in the kernel of |·|ãH if
and only if v̂ and ŝ are different pairs but vM coincides with the reconstruction
of ŝ. This originates from the fact that ŜH is mapped by R into a different
space, which is ’one degree higher’.

One possibility to deal with the degeneracy of ãH would be to take the
quotient of V̂ + ŜH over the kernel of |·|ãH . Another, actually equivalent, option

is to replace the intersection V̂ ∩ ŜH in the consistency condition (2.5) with the
space of all pairs in V̂ whose distance to ŜH vanishes in the semi-norm |·|ãH , i.e.

(4.7) Ẑ := {ẑ ∈ V̂ | inf
ŝ∈ŜH

|ẑ − ŝ|ãH = 0} = {ẑ ∈ V̂ | |ẑ − ÎzM|ãH = 0}.

Notice that the second equality follows from Lemma 4.1.
Quasi-optimality in the semi-norm |·|ãH prescribes that the error of (4.5)

vanishes whenever the corresponding solution of (4.1) belongs to Ẑ. This is
a more restrictive consistency condition than (2.5), because V̂ ∩ ŜH is a strict
subspace of Ẑ.

Lemma 4.3 (Consistency conditions). Assume that û ∈ V̂ solves the problem
(4.1) and denote by Û ∈ ŜH the solution of (4.5). The following conditions are
equivalent:

û ∈ Ẑ =⇒ |û− Û |ãH = 0(4.8a)

û ∈ Ẑ =⇒ Û = ÎuM(4.8b)

û ∈ Ẑ =⇒
(
∀σ̂ ∈ ŜH, ãH(û, σ̂ − ÊHσ̂) = 0

)
(4.8c)

and are necessary for quasi-optimality in the semi-norm |·|ãH .

Proof. Let û ∈ Ẑ. The second identity in (4.7) entails that ãH(û− ÎuM, ·) = 0.
Comparing also (4.1) with (4.5) and recalling that ãH extends bH, we see that

bH(ÎuM, σ̂) = ãH(ÎuM, σ̂) = ãH(û, σ̂),

bH(Û , σ̂) = 〈f,EHσ̂〉H−1(Ω)×H1
0 (Ω) = ãH(û, EHσ̂).

These identities reveal that the following is an equivalent reformulation of (4.8c):

û ∈ Ẑ =⇒
(
∀σ̂ ∈ ŜH, bH(ÎuM − Û , σ̂) = 0

)
.

Thus, we infer that (4.8b)⇐⇒ (4.8c) owing to the nondegeneracy of bH, whereas
the equivalence (4.8a) ⇐⇒ (4.8b) is a consequence of Lemma 4.1. Finally, the
fact that (4.8a) is necessary for quasi-optimality in the semi-norm |·|ãH readily

follows from (2.3) and the definition of Ẑ.

Recall from (4.6) that the smoother ÊH : ŜH → V̂ is obtained by means of
the linear operator EH : ŜH → H1

0 (Ω) which is used in the right-hand side of
(4.5). Owing to the definition of ãH, condition (4.8c) can be further rewritten
as follows:

∀û ∈ Ẑ, σ̂ ∈ ŜH

ˆ
Ω

∇uM · ∇MRσ̂ =

ˆ
Ω

∇uM · ∇EHσ̂.
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Similar conditions can be found in [24, Section 3.3] and [25, Section 3.2] and
are enforced there by means of moment-preserving smoothers, i.e., smoothers
preserving certain moments on the simplices and on the interfaces of M. The
integration by parts formula and the definition of the reconstruction allow us to
apply the same technique also in this context.

In what follows, we adopt the convention P−1 = {0}.

Lemma 4.4 (Consistency via moment-preserving smoothers). Let σ̂ = (σM, σΣ)
be any pair in ŜH and assume that the operator EH : ŜH → H1

0 (Ω) is such that

(4.9)

ˆ
K

q(EHσ̂) =

ˆ
K

qσM and

ˆ
F

r(EHσ̂) =

ˆ
F

rσΣ

for all K ∈ M, q ∈ Pp−1(K) and for all F ∈ F i, r ∈ Pp(F ). Let ÊH be defined
as in (4.6). Then, we have

(4.10) ãH(ŝ, σ̂ − ÊHσ̂) = θ(ŝ, σ̂),

for all ŝ ∈ ŜH. Moreover, (4.8) holds true.

Proof. Let σ̂ = (σM, σΣ) ∈ ŜH be given. The definitions of R and ãH in (3.1)
and (4.4), respectively, yield

ãH(ŝ, σ̂)− θ(ŝ, σ̂) =
∑
K∈M

(
−
ˆ
K

(∆Rŝ)σM +
∑
F∈FK

ˆ
F

(∇Rŝ · nK)σΣ

)

for all ŝ ∈ ŜH. Indeed, the fact that Rŝ ∈ Pp+1(M) ensures that Rŝ is an
admissible test function in (3.1a). Moreover, since Rŝ is element-wise smooth,
we can exploit once more the definition of ãH and integrate by parts element-
wise. We obtain

ãH(ŝ, ÊHσ̂) =
∑
K∈M

(
−
ˆ
K

(∆Rŝ)EHσ̂ +
∑
F∈FK

ˆ
F

(∇Rŝ · nK)EHσ̂

)
,

for all ŝ ∈ ŜH. Comparing this identity with the previous one and invoking
assumption (4.9), we infer that (4.10) holds true.

Next, let û = (uM, uΣ) ∈ Ẑ. The combination of (3.12) with Lemma 4.1
reveal that RÎuM = uM as well as θ(ÎuM, ·) = 0. Setting ŝ = ÎuM in (4.10),
we infer that

ãH(û, ÊHσ̂) = ãH(ÎuM, ÊHσ̂) = ãH(ÎuM, σ̂) = ãH(û, σ̂),

for all σ̂ ∈ ŜH, showing that (4.8) holds true.

The importance of the identity (4.10) in Lemma 4.4 goes beyond the fact
that it is instrumental to check the validity of the consistency condition (4.8).
Roughly speaking, it can be exploited also to bound the consistency error of
(4.5) in the so-called second Strang lemma [5]. This is the key ingredient not
only to prove the quasi-optimality of (4.5) in the semi-norm |·|ãH , but also to
bound the corresponding quasi-optimality constant.
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Proposition 4.5 (Quasi-optimality). Assume that û ∈ V̂ solves the problem
(4.1) and denote by Û ∈ ŜH the solution of (4.5). If the operator EH satisfies
(4.9), then we have

(4.11) |û− Û |ãH ≤
√

1 + C2
H inf
ŝ∈ŜH

|û− ŝ|ãH ,

where CH is the smallest constant such that

(4.12) ∀σ̂ ∈ ŜH ‖∇M(Rσ̂ − EHσ̂)‖L2(Ω) ≤ CH|σ̂|ãH .

Proof. We adapt the approach devised in [25, section 3] to our context. Denote
by P̂ : V̂ → ŜH the ãH-orthogonal projection onto ŜH, i.e.,

(4.13) ∀σ̂ ∈ ŜH ãH(P̂ v̂, σ̂) = ãH(v̂, σ̂)

for all v̂ ∈ V̂ . Notice that this problem is uniquely solvable (because ãH re-
stricted to ŜH is positive-definite) and that P̂ v̂ is the best approximation of v̂ in
ŜH with respect to the semi-norm |·|ãH . The ãH-orthogonality of P̂ implies that

(4.14) |û− Û |2ãH = |û− P̂û|2ãH + |Û − P̂û|2ãH .

Since ãH is a scalar product on ŜH, we have

(4.15) |Û − P̂û|ãH = sup
σ̂∈ŜH

ãH(Û − P̂û, σ̂)

|σ̂|ãH
.

Let σ̂ ∈ ŜH be arbitrary and recall that the restriction of ãH to ŜH coincides
with bH. A comparison of problems (2.1) and (4.5) reveals that

ãH(Û − P̂û, σ̂) = ãH(û, EHσ̂)− ãH(P̂û, σ̂) = ãH(û− P̂û, EHσ̂)− θ(P̂û, σ̂),

where the second identity follows from Lemma 4.4. Rearranging terms in (4.13)
and recalling the expression of ãH in (4.4), we infer that

θ(P̂û, σ̂) =

ˆ
Ω

∇M(uM −RP̂û) · ∇MRσ̂

where uM is the cell component of û. If we insert this identity into the previous
one, we infer that

ãH(Û − P̂û, σ̂) =

ˆ
Ω

∇M(uM −RP̂û) · ∇M(EHσ̂ −Rσ̂).

Comparing with (4.15) and recalling the definition of CH in (4.12), we finally
obtain that

|Û − P̂û|ãH ≤ CH|û− P̂û|ãH .

We conclude by inserting this inequality into (4.14).
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4.3 Moment-preserving smoothers

Motivated by Proposition 4.5, we now aim at constructing a concrete smoother
which fulfills (4.9) and such that the constant CH in (4.12) is ≤ Cγ,p. To
make sure that our construction is of practical interest, we also require that the
smoother is computationally feasible in the sense of Remark 2.2. As before, we
denote by d ∈ {2, 3} the space dimension and use the convention P−1 = {0}.
Our construction is inspired by the one in [24, Section 3.3].

For all K ∈ M, we denote by ΦK ∈ H1
0 (Ω) the element bubble determined

by the conditions (i) ΦK ≡ 0 in Ω \ K, (ii) (ΦK)|K ∈ Pd+1(K) and (iii)
ΦK(mK) = 1 at the barycenter mK of K. We introduce a local linear operator
BK : L2(Ω)→ Pp−1(K) by setting

(4.16) ∀q ∈ Pp−1(K)

ˆ
K

q(BKvM)ΦK =

ˆ
K

qvM,

for all vM ∈ L2(Ω). Then, the global operator BM : L2(Ω)→ H1
0 (Ω) is defined

such that

(4.17) BMvM :=
∑
K∈M

(BKvM)ΦK .

Since (BMvM)|K = (BKvM)ΦK , the operator BM preserves all the moments of
vM of degree ≤ p− 1 in each simplex of M, as a consequence of (4.16).

Next, let F ∈ F i be an interface and let K1,K2 ∈ M be such that F =
K1 ∩ K2. Setting ωF := K1 ∪ K2, we denote by ΦF ∈ H1

0 (Ω) the face bubble
determined by the conditions (i) ΦF ≡ 0 in Ω \ ωF , (ii) (ΦF )|Kj ∈ Pd(Kj) for
j = 1, 2 and (iii) ΦF (mF ) = 1 at the barycenter mF of F . We introduce a local
linear operator BF : L2(Σ)→ Pp(F ) setting

(4.18) ∀r ∈ Pp(F )

ˆ
F

r(BF vΣ)ΦF =

ˆ
F

rvΣ

for all vΣ ∈ L2(Σ). For p = 0, it is straightforward to extend BF vΣ from
P0(F ) to H1(Ω) ∩ P0(M). For p ≥ 1, let Lp(M) collect the Lagrange nodes
of degree p of M. For each z ∈ Lp(M), let Φz be the Lagrange basis function
of H1(Ω) ∩ Pp(M) associated with the evaluation at z, that is Φz(z

′) = δzz′

for all z′ ∈ Lp(M). Since M is a matching simplicial mesh, the set {(Φz)|F |
z ∈ Lp(M) ∩ F} is the Lagrange basis of Pp(F ). Therefore, we have BF vΣ =∑
z∈Lp(M)∩F (BF vΣ)(z)Φz in F . Motivated by this identity, we define the global

operator BΣ : L2(Σ)→ H1
0 (Ω) such that

(4.19) BΣvΣ :=


∑
F∈Fi

(BF vΣ)ΦF , p = 0,∑
F∈Fi

∑
z∈Lp(M)∩F

(BF vΣ)(z)ΦzΦF , p ≥ 1.

Since (BΣvΣ)|F = (BF vΣ)ΦF for all F ∈ F i and all p ≥ 0, the identity (4.18)
implies that the operator BΣ preserves all the moments of vΣ of degree ≤ p on
each interface of M.

A proper combination of BM and BΣ provides an operator B which preserves
all moments prescribed in (4.9).
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Proposition 4.6 (Bubble smoother). The operator B : L2(Ω)×L2(Σ)→ H1
0 (Ω)

defined for all v̂ = (vM, vΣ) ∈ L2(Ω)× L2(Σ) such that

(4.20) Bv̂ := BΣvΣ + BM(vM − BΣvΣ)

fulfills (4.9) and satisfies, for all K ∈M, the following estimate:

(4.21) ‖∇Bv̂‖L2(K) ≤ Cγ,p

(
h−1
K ‖vM‖L2(K) +

∑
F∈FK

h
− 1

2

F ‖vΣ‖L2(F )

)
.

Proof. Let v̂ = (vM, vΣ) ∈ L2(Ω)× L2(Σ). Owing to the definition of BM and
(4.16), we have

(4.22)

ˆ
K

q(Bv̂) =

ˆ
K

q(BΣvΣ) +

ˆ
K

q(BK(vM − BΣvΣ))ΦK =

ˆ
K

qvM,

for all K ∈M and q ∈ Pp−1(K). Moreover, since BM(vM −BΣvΣ) vanishes on
the skeleton of M, the definition of BΣ and (4.18) reveal that

(4.23)

ˆ
F

r(Bv̂) =

ˆ
F

r(BΣvΣ) =

ˆ
F

r(BF vΣ)ΦF =

ˆ
F

rvΣ,

for all F ∈ F i and r ∈ Pp(F ). The above identities confirm that B fulfills (4.9).
To verify the claimedH1-norm estimate (4.21), fixK ∈M and v̂ = (vM, vΣ) ∈

L2(Ω)× L2(Σ). The definition of BM and ΦK ≤ 1 yield

‖BMvM‖2L2(K) ≤
ˆ
K

(BKvM)vM ≤ ‖BKvM‖L2(K)‖vM‖L2(K).

Hence, we obtain ‖BMvM‖L2(K) . ‖vM‖L2(K) by a standard argument with
bubble functions, see [26]. Next, for p ≥ 1, the boundedness of the extension
employed in (4.19) and a scaling argument imply that

‖BΣvΣ‖2L2(K) .
∑
F∈FK

∑
z∈Lp(M)∩F

|BF vΣ(z)ΦF (z)|2 .
∑
F∈FK

hF ‖(BF vΣ)ΦF ‖2L2(F ).

Apart of the intermediate step, the same estimate holds also for p = 0. Then,
for all F ∈ FK , we argue as before, noticing ΦF ≤ 1, to infer that

‖(BF vΣ)ΦF ‖2L2(F ) ≤
ˆ
F

(BF vΣ)2ΦF =

ˆ
F

(BF vΣ)vΣ ≤ ‖BF vΣ‖L2(F )‖vΣ‖L2(F ).

This entails ‖BΣvΣ‖L2(K) .
∑
F∈FK h

1/2
F ‖vΣ‖L2(F ), by a standard argument

with bubble functions, see [26]. We conclude combining this bound and the
previous one with the definition of B in (4.20) and with the inverse estimate
‖∇Bv̂‖L2(K) . h−1

K ‖Bv̂‖L2(K).

The bubble smoother B maps into a space of bubble functions, thus generat-
ing spurious oscillations. This simple observation and inequality (4.21) suggest
that the H1-norm of Bσ̂ cannot be uniformly bounded by the |·|ãH -norm of σ̂,

irrespective of the size of M, for arbitrary σ̂ ∈ ŜH. This claim can be veri-
fied arguing as in [24, Remark 3.5]. Therefore, the bubble smoother B should
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not be used into the HHO method (4.5), although it preserves all the moments
prescribed in (4.9). In fact, as mentioned in Remark 2.1, the quasi-optimality
constant of a quasi-optimal method is bounded from below in terms of the
operator norm of the employed smoother.

The inequality (4.21) indicates that we may define a stabilized version of B
if we replace v̂ with v̂ − Âv̂ in (4.20), provided Âv̂ ∈ V̂ is locally (at least) a
first-order approximation of v̂. The operator Â can be defined, for instance,
through some averaging technique, in the vein of [20, 18, 14].

To make things precise, denote by Lip+1(M) the interior Lagrange nodes
of degree p + 1 of M (i.e. the Lagrange nodes not lying on ∂Ω). For each
node z ∈ Lip+1(M), let Φz be the Lagrange basis function of H1

0 (Ω)∩Pp+1(M)

associated with the evaluation at z. We define A : ŜH → H1
0 (Ω) such that

(4.24) Aσ̂ :=
∑

z∈Lip+1(M)

(
1

#ωz

∑
K∈ωz

(Rσ̂)|K(z)

)
Φz,

for all σ̂ = (σM, σΣ) ∈ ŜH, where ωz collects the simplices of M to which z
belongs and #ωz denotes the cardinality of ωz. The next proposition confirms
that we can use this operator to stabilize the bubble smoother B. We discuss
possible variants of A in Remark 4.8 below. Notice that A should not be directly
used in (4.5), because it may not preserve the moments prescribed in (4.9).

Proposition 4.7 (Stabilized bubble smoother). Let B and A be defined as in
(4.20) and (4.24), respectively, and let Â : ŜH → V̂ be defined such that Âσ̂ :=
(Aσ̂, (Aσ̂)|Σ) for all σ̂ = (σM, σΣ) ∈ ŜH. Then, the operator EH : ŜH → H1

0 (Ω)
such that

(4.25) EHσ̂ := Aσ̂ + B(σ̂ − Âσ̂)

fulfills (4.9) and is such that

(4.26) ‖∇M(Rσ̂ − EHσ̂)‖2L2(Ω) ≤ Cγ,p
∑
K∈M

∑
F∈FK

h−1
F ‖σΣ − (σM)|K‖2L2(F ).

Proof. According to (4.22), we have

ˆ
K

qEHσ̂ =

ˆ
K

q(Aσ̂ − BÂσ̂) +

ˆ
K

qBσ̂ =

ˆ
K

qσM,

for all K ∈ M, q ∈ Pp−1(K) and σ̂ ∈ ŜH. The fact that EH preserves all the
moments of degree ≤ p on the interfaces of M can be verified similarly, with
the help of (4.23). This confirms that EH fulfills (4.9).

Concerning the claimed stability, we first derive a local version of (4.26).
To this end, let K ∈ M and σ̂ ∈ ŜH be given. The triangle inequality readily
implies that

‖∇(Rσ̂ − EHσ̂)‖L2(K) ≤ ‖∇(Rσ̂ −Aσ̂)‖L2(K) + ‖∇B(σ̂ − Âσ̂)‖L2(K).

We estimate the second summand in the right-hand side with the help of Propo-
sition 4.6, the discrete trace inequality (3.6), identity (3.1b) and the Poincaré-
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Steklov inequality (3.8):

‖∇B(σ̂ − Âσ̂)‖L2(K) . h−1
K ‖σM −Aσ̂‖L2(K) +

∑
F∈FK

h
− 1

2

F ‖σΣ −Aσ̂‖L2(F )

. h−1
K ‖Rσ̂ −Aσ̂‖L2(K) + ‖∇(σM −Rσ̂)‖L2(K) +

∑
F∈FK

h
− 1

2

F ‖σΣ − (σM)|K‖L2(F ).

We insert this bound into the previous one. An inverse estimate yields

‖∇(Rσ̂ − EHσ̂)‖L2(K) . h−1
K ‖Rσ̂ −Aσ̂‖L2(K) + ‖∇(σM −Rσ̂)‖L2(K)

+
∑
F∈FK

h
− 1

2

F ‖σΣ − (σM)|K‖L2(F ).
(4.27)

We estimate the first summand in the right-hand side by means of [14, Lemma 4.3].
Invoking also (3.1b), (3.6) and (3.8), we derive

h−1
K ‖Rσ̂ −Aσ̂‖L2(K) .

∑
F∩K 6=∅

h
− 1

2

F ‖ JRσ̂K ‖L2(F )

.
∑

K′∩K 6=∅

‖∇(σM −Rσ̂)‖L2(K′) +
∑

F ′∈FK′

h
− 1

2

F ′ ‖σΣ − (σM)|K′‖L2(F ′)


where F and K ′ vary in F and M, respectively, and J·K is the jump operator.
Moreover, for all K ′ ∈M, the identity (3.1a) and (3.6) reveal

‖∇(σM −Rσ̂)‖L2(K′) .
∑

F ′∈FK′

h
− 1

2

F ′ ‖σΣ − (σM)|K′‖L2(F ′).

We insert this bound and the previous one into (4.27). Squaring and summing
over all K ∈M, we infer that

‖∇M(Rσ̂ − EHσ̂)‖2L2(Ω) .
∑
K∈M

∑
K′∩K 6=∅

∑
F ′∈FK′

h−1
F ′ ‖σΣ − (σM)|K′‖2L2(F ′),

where K ′ varies in M. We conclude recalling that the number of simplices
touching a given simplex is ≤ Cγ .

Remark 4.8 (Variants of A). Instead of taking the average of Rσ̂ at each node
z ∈ Lip+1(M), it is possible to fix Kz ∈M with z ∈ Kz and set

(4.28) A′σ̂ :=
∑

z∈Lip+1(M)

(Rσ̂)|KzΦz

in the vein of the Scott–Zhang interpolation [21]. This modification preserves
the main properties of A, whereas the operations needed compute A′ are signif-
icantly reduced, see [25, Lemma 3.3]. One may also replace the reconstruction
Rσ̂ by the cell component σM of σ̂, both in (4.24) and (4.28). Hence, for p ≥ 1,
the sum can be restricted to the interior Lagrange nodes of degree p (and not
p+ 1). With this variant of A and A′, the statement of Proposition 4.7 remains
unchanged. Yet, the proof of Lemma 4.11 below and the subsequent derivation
of an L2-norm error estimate appear to be problematic for p = 0.
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Remark 4.9 (Feasibility of EH). Let EH be as in Proposition 4.7. A computation-
ally convenient basis of ŜH consists of functions σ̂1, . . . , σ̂N that are supported
either in one simplex or on one interface of M. The local estimates established
in the proof of Proposition 4.7 reveal that the support of EHσ̂i, i = 1, . . . , N ,
is a subset of

⋃
{K ∈ M | K ∩ supp(σ̂i) 6= ∅}. Hence, the number of sim-

plices in the support of EHσ̂i is ≤ Cγ . Moreover, the construction of EHσ̂i from
σ̂i requires at most O(1) operations. Therefore, we can evaluate the duality
〈f,EHσ̂i〉H−1(Ω)×H1

0 (Ω) with O(1) operations and the cost for solving (4.5) is at

most a constant factor times the cost for solving (3.4).

4.4 Error estimates

We now consider the HHO method (4.5) with the smoother EH proposed in
(4.25) and derive broken H1- and L2-norm error estimates. The former readily
follows from the abstract quasi-optimality stated in Proposition 4.5, combined
with the approximation properties of the HHO space and Proposition 4.7.

Theorem 4.10 (Broken H1-norm error estimate). Let u ∈ H1
0 (Ω) solve (1.1)

and denote by Û ∈ ŜH the solution of (4.5) with EH as in Proposition 4.7. Then,
the following holds true:

(4.29) ‖∇M(u−RÛ)‖2L2(Ω) + θ(Û , Û) ≤ Cγ,p
∑
K∈M

inf
q∈Pp+1(K)

‖∇(u− q)‖2L2(K).

Furthermore, if u ∈ Hm(Ω) with m ∈ {1, . . . , p+ 2}, we have

(4.30) ‖∇M(u−RÛ)‖2L2(Ω) + θ(Û , Û) ≤ Cγ,p
∑
K∈M

h
2(m−1)
K |u|2Hm(K).

Proof. The combination of Propositions 4.5 and 4.7 ensures that the HHO
method (4.5) with EH as in (4.25) is quasi-optimal in the semi-norm |·|ãH . Re-
calling the definition of the semi-norm |·|ãH , the quasi-optimal estimate (4.11)
takes the form

‖∇M(u−RÛ)‖2L2(Ω)+θ(Û , Û) ≤ (1+C2
H) inf

ŝ∈ŜH

(
‖∇M(u−Rŝ)‖2L2(Ω) + θ(ŝ, ŝ)

)
.

Lemma 3.1 and Proposition 4.5 provide also an upper bound on CH. In fact,
for all σ̂ = (σM, σΣ) ∈ ŜH, we have

‖∇M(Rσ̂ − EHσ̂)‖L2(Ω) . ‖σ̂‖ŜH
. |σ̂|ãH ,

showing that CH ≤ Cγ,p. Thus, we infer that

‖∇M(u−RÛ)‖2L2(Ω) + θ(Û , Û) . inf
ŝ∈ŜH

(
‖∇M(u−Rŝ)‖2L2(Ω) + θ(ŝ, ŝ)

)
.

We can now derive the first claimed estimate by taking ŝ = Îu and using
inequality (3.13a) in Lemma 3.2. The second estimate easily follows from the
first one using standard polynomial approximation properties in Sobolev spaces.
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According to Theorem 4.10, the HHO method (4.5) with the smoother EH

proposed in (4.25) reproduces the approximation properties of the interpolant
Î (see (3.10)) in the semi-norm |·|ãH . In fact, similarly to the first estimate of
Lemma 3.2, the right-hand side of (4.29) bounds the left-hand side also from
below. Note also that only the minimal regularity u ∈ H1

0 (Ω) is involved there
and that (4.30) exploits only element-wise regularity of u.

Next, we recall from [13, Theorem 10] that an L2-norm error estimate of the
HHO method (3.4) can be derived via the Aubin–Nitsche duality technique. We
aim at establishing a counterpart of such a result in the present setting. This
would confirm, in particular, that the use of a smoother does not generally rule
out the possibility of establishing L2-norm error estimates by duality.

As before, we denote by u ∈ H1
0 (Ω) and Û = (UM, UΣ) ∈ ŜH the solutions

of problems (1.1) and (4.5), respectively, with EH as in (4.25). Proceeding as in
[13], we let ψ ∈ H1

0 (Ω) be the weak solution of

(4.31) −∆ψ = UM −ΠMu in Ω and ψ = 0 on ∂Ω.

By elliptic regularity [17], there are α ∈ ( 1
2 , 1] and a constant c ≥ 0 such that

ψ ∈ H1+α(Ω) with

(4.32) ‖ψ‖H1+α(Ω) ≤ c‖UM −ΠMu‖L2(Ω).

As a preliminary step, we derive a supercloseness estimate on the L2-norm
of UM − ΠMu. Unlike [13], we do not need to address the lowest-order case
p = 0 separately.

Lemma 4.11 (Supercloseness L2-estimate). Let u ∈ H1
0 (Ω) solve (1.1) and de-

note by Û ∈ ŜH the solution of (4.5) with EH as in (4.25). Let α ∈ ( 1
2 , 1] be such

that (4.32) is satisfied. Then, the following holds true with h := maxK∈M hK :

(4.33) ‖UM −ΠMu‖2L2(Ω) ≤ Cγ,ph
2α
∑
K∈M

inf
q∈Pp+1(K)

‖∇(u− q)‖2L2(K).

Proof. We test (4.31) with UM − ΠMu and integrate by parts element-wise,
exploiting the regularity of ψ. We obtain

‖UM −ΠMu‖2L2(Ω) = −
∑
K,F

ˆ
F

(UM −ΠMu)∇ψ · nK +

ˆ
Ω

∇M(UM −ΠMu) · ∇ψ

= −
∑
K,F

ˆ
F

((UM − UΣ)− (ΠMu−ΠΣu))∇ψ · nK +

ˆ
Ω

∇M(UM −ΠMu) · ∇ψ

where K and F vary in M and FK , respectively. The second identity follows
from the observation that each interface of M appears twice in the sum, with
opposite orientations, combined with the fact that both u and Û vanish on the
boundary faces. Note also that, to alleviate the notation, we write UM and
ΠMu, instead of (UM)|K and (ΠMu)|K , in the face integrals. Owing to the
definition of the reconstruction R in (3.1), we have
ˆ

Ω

∇MR(Û − Îu) · ∇M Eψ =−
∑
K,F

ˆ
F

((UM − UΣ)− (ΠMu−ΠΣu))∇Eψ · nK+

+

ˆ
Ω

∇M(UM −ΠMu) · ∇M Eψ
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because Eψ ∈ Pp+1(M) is an admissible test function in (3.1a). Inserting this
identity into the previous one and exploiting the H1-orthogonality of the broken
elliptic projection, we infer that

‖UM −ΠMu‖2L2(Ω) =−
∑
K,F

ˆ
F

((UM − UΣ)− (ΠMu−ΠΣu))∇(ψ − Eψ) · nK+

+

ˆ
Ω

∇MR(Û − Îu) · ∇M Eψ.

In order to rewrite the second summand in the right-hand side, we recall the
identity R ◦ Î = E from (3.12). Then, we exploit problems (1.1) and (4.5) and
observe that the combination of Lemma 4.4 with Proposition 4.7 guarantees the
validity of (4.10) which we exploit here as follows:

ãH(Îu, ÊHÎψ) = ãH(Îu, Îψ)− θ(Îu, Îψ).

Thus, we have
´

Ω
∇M Eu · ∇EHÎψ =

´
Ω
∇MRÎu · ∇M Eψ, whence we infer

that

(4.34)

ˆ
Ω

∇MR(Û − Îu) · ∇M Eψ = −θ(Û , Îψ) +

ˆ
Ω

∇M(u− Eu) · ∇EHÎψ.

Therefore, exploiting again the H1-orthogonality of E , we obtain

(4.35) ‖UM −ΠMu‖2L2(Ω) = T1 + T2 + T3

with

T1 := −
∑
K,F

ˆ
F

((UM − UΣ)− (ΠMu−ΠΣu))∇(ψ − Eψ) · nK

T2 := −θ(Û , Îψ) T3 :=

ˆ
Ω

∇M(u− Eu) · ∇M(EHÎψ − Eψ).

It remains to bound the three summands T1, T2 and T3. The definition of the
interpolant Î and the coercivity stated in Lemma 3.1 entail

T2
1 . |Û − Îu|2ãH

∑
K,F

hF ‖∇(ψ − (Eψ)|K)‖2L2(F )

where K and F vary in M and FK , respectively. Owing to the approximation
properties of the broken elliptic projection, we obtain

hF ‖∇(ψ − (Eψ)|K)‖2L2(F ) . h2α
K |ψ|2H1+α(K),

for all K ∈ M and F ∈ FK . Combining this bound and the previous one with
the first part of Lemma 3.2 and the H1-norm error estimate (4.29), we obtain

T2
1 . h2α|ψ|2H1+α(Ω)

∑
K∈M

inf
q∈Pp+1(K)

‖∇(u− q)‖2L2(K).

Invoking again Lemma 3.2 and (4.29) yields also

T2
2 .

( ∑
K∈M

inf
q∈Pp+1(K)

‖∇(ψ − q)‖2L2(K)

)( ∑
K∈M

inf
q∈Pp+1(K)

‖∇(u− q)‖2L2(K)

)
. h2α|ψ|2H1+α(Ω)

∑
K∈M

inf
q∈Pp+1(K)

‖∇(u− q)‖2L2(K),
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where the second estimate follows from standard polynomial approximation
properties in Sobolev spaces. In order to bound the third summand T3 in
(4.35), we proceed similarly to the proof of (4.26) in Proposition 4.7. Owing to
the approximation properties of the broken elliptic projection, we only need to
bound ‖∇(Eψ − EHÎψ)‖L2(K). For all K ∈M, the triangle inequality yields
(4.36)
‖∇(Eψ − EHÎψ)‖L2(K) ≤ ‖∇(Eψ −AÎψ)‖L2(K) + ‖∇B(Îψ − ÂÎψ)‖L2(K).

The definitions of Î and B readily imply that BÎψ = Bψ̂, with ψ̂ = (ψ, (ψ)|Σ).
This observation, Proposition 4.6 and the multiplicative trace inequality (3.7)
yield

‖∇B(Îψ − ÂÎψ)‖L2(K) . h−1
K ‖ψ −AÎψ‖L2(K) + ‖∇(ψ −AÎψ)‖L2(K).

Next, we combine [14, Lemma 4.3] with the identity (3.12) and the multiplicative
trace inequality (3.7). We obtain that

h−1
K ‖Eψ −AÎψ‖L2(K) + ‖∇(Eψ −AÎψ)‖L2(K) .

∑
F∩K 6=∅

h
− 1

2

F ‖ JEψK ‖L2(F )

.
∑

K′∩K 6=∅

(
h−1
K′‖ψ − Eψ‖L2(K′) + ‖∇(ψ − Eψ)‖L2(K′)

)
where F and K ′ vary in F and M, respectively, and J·K is the jump opera-
tor. We insert this inequality and the previous one into (4.36). Owing to the
approximation properties of the broken elliptic projection, we infer that

‖∇(Eψ − EHÎψ)‖L2(K) .
∑

K′∩K 6=∅

hαK′ |ψ|H1+α(K′).

Squaring and summing over all K ∈M, we finally derive that

(4.37) T2
3 . h2α|ψ|2H1+α(Ω)

∑
K∈M

inf
q∈Pp+1(K)

‖∇(u− q)‖2L2(K).

in view of (3.14) and recalling that the maximum number of simplices touching
a given simplex is ≤ Cγ . Collecting the bounds on T1, T2 and T3 and invoking
the elliptic regularity property (4.32) concludes the proof.

Theorem 4.12 (L2-norm error estimate). Let u ∈ H1
0 (Ω) solve (1.1) and denote

by Û ∈ ŜH the solution of (4.5) with EH as in (4.25). Let α ∈ ( 1
2 , 1] be such

that (4.32) is satisfied. Then, the following holds true:

(4.38) ‖u−RÛ‖2L2(Ω) ≤ Cγ,ph
2α
∑
K∈M

inf
q∈Pp+1(K)

‖∇(u− q)‖2L2(K)

where h := maxK∈M hK . Furthermore, if u ∈ Hm(Ω) with m ∈ {1, . . . , p+ 2},
we have

(4.39) ‖u−RÛ‖2L2(Ω) ≤ Cγ,ph
2α
∑
K∈M

h
2(m−1)
K |u|2Hm(K).
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Proof. We have ‖u−RÛ‖L2(Ω) ≤ ‖u−Eu‖L2(Ω) +‖RÛ−Eu‖L2(Ω). Concerning
the first summand, the identity (3.12) and the bound (3.13b) imply that

(4.40) ‖u− Eu‖2L2(Ω) ≤
∑
K∈M

(
hK
π

)2

inf
q∈Pp+1(K)

‖∇(u− q)‖2L2(K).

Concerning the other summand, the identity (3.12) implies RÛ − Eu = R(Û −
Îu). We fix any K ∈M and denote by

ffl
K

the integral mean value on K. The
identity (3.1b) and the Poincaré–Steklov inequality (3.8) yield

‖R(Û − Îu)‖L2(K) ≤ ‖R(Û − Îu)−
ffl
K
R(Û − Îu)‖L2(K) + ‖

ffl
K
R(Û − Îu)‖L2(K)

≤ π−1hK‖∇R(Û − Îu)‖L2(K) + ‖UM −ΠMu‖L2(K).

Summing over all simplices ofM and using the first part of Lemma 3.2 and the
H1-norm error estimate (4.29), we obtain
(4.41)

‖u−RÛ‖2L2(Ω).
∑
K∈M

h2
K

π2
inf

q∈Pp+1(K)
‖∇(u− q)‖2L2(K) + ‖UM −ΠMu‖2L2(Ω).

Thus, we derive (4.38) by inserting the bound (4.33) into (4.41). Finally, the es-
timate (4.39) follows from (4.38) and standard polynomial approximation prop-
erties in Sobolev spaces.

Similarly to Theorem 4.10, estimate (4.38) holds under the minimal regular-
ity u ∈ H1

0 (Ω), and (4.39) exploits only the element-wise regularity of u. Still,
both estimates are more pessimistic than (3.13b) in Lemma 3.2, even for α = 1,
if M is a graded mesh. This is a general drawback of the estimates derived via
the Aubin–Nitsche duality argument. Perhaps, a better result could be obtained
with the help of the technique recently devised in [16, 19].

5 Polytopic meshes

Since the HHO methods in [12, 13] are not only defined for matching simpli-
cial meshes of Ω, but more generally on polyhedral meshes possibly comprising
hanging nodes, it is worth asking if we can relax the assumptions on M in the
previous sections. To this end, a first inspection reveals that the abstract re-
sults of section 4.2 on the quasi-optimality of (4.5) build only on the notion of
interface and on the nondegeneracy of bH. Of course, both ingredients are in
any case needed in the definition of the space ŜH and for the solution of problem
(3.4). Thus, in principle, it appears possible to design HHO methods, that are
quasi-optimal in the semi-norm |·|ãH , within a larger class of polytopic meshes.

Proceeding as in [12, 13], we now consider meshes M = (K)K∈M of Ω such
that

• Ω =
⋃
K∈MK and the cardinality of M is finite,

• each cell K ∈M is an open polygon/polyhedron,

• for all cells K1,K2 ∈M with K1 6= K2, we have K1 ∩K2 = ∅.
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We say that F ⊂ Ω is a face of M if it is a subset, with nonempty relative
interior, of some (d− 1)-dimensional affine space HF and if one of the following
conditions holds true: either there are two distinct cells K1,K2 ∈ M so that
F = K1 ∩ K2 ∩ HF or there is one cell K ∈ M so that F = K ∩ ∂Ω ∩ HF .
We collect in the set F i all the interfaces, i.e. the faces of M fulfilling the first
condition.

To preserve the validity of the results in section 3.2, we further assume that
M is an admissible mesh in the sense of [11, Section 1.4]. More precisely, we
require that there is a matching simplicial submesh T = (T )T∈T of M, such
that

• for each simplex T ∈ T , there is a cell K ∈ M such that T ⊆ K and
hK . hT .

The inequalities stated in (3.6), (3.7) and (3.8) as well as the ones in Lem-
mata 3.1 and 3.2 still hold true under this assumption, possibly up to more
pessimistic constants, depending on the shape regularity ofM and T . We refer
to [11, section 1.4] and [13] for a more detailed discussion on this point.

The real bottleneck in the extension of our previous results is the construc-
tion of a smoother EH, generalizing the one in Proposition 4.7. For this purpose,
one option is to still write EH as the combination of a bubble smoother, which
accommodates the conservation of the moments prescribed by Proposition 4.5,
and an averaging operator, that serves to keep under control the constant CH

in (4.12).
For the sake of completeness, we sketch a possible construction for arbitrary

p ≥ 0. For all K ∈ M, we can find a simplex TK ∈ T such that TK ⊆ K.
Denote by ΦTK ∈ H1

0 (Ω) the cell bubble determined by (i) ΦTK ≡ 0 in Ω \ TK ,
(ii) (ΦTK )|TK ∈ Pd+1(TK) and (iii) ΦTK (mTK ) = 1 at the barycenter mTK of
TK . Since (q1, q2) 7→

´
K
q1q2ΦTK is a scalar product on Pp−1(K), we define the

operators BK and BM as in (4.16) and (4.17), respectively, with ΦTK in place
of ΦK .

For all F ∈ F i, we can find an interface TF of T and T1, T2 ∈ T so that
TF ⊆ F and TF = T1 ∩ T2. Set ωTF := T1 ∪ T2 and denote by ΦTF ∈ H1

0 (Ω) the
face bubble obtained prescribing (i) ΦTF ≡ 0 in Ω \ ωTF , (ii) (ΦTF )|Tj ∈ Pd(Tj)
for j = 1, 2 and (iii) ΦTF (mTF ) = 1 at the barycenter mTF of TF . We define the
operator BF as in (4.18), with ΦTF in place of ΦF . Then, for all vΣ ∈ L2(Σ),
we set

BΣvΣ :=


∑
F∈Fi

(BF vΣ)ΦTF , p = 0,∑
F∈Fi

∑
z∈Lp(T )∩TF

(BF vΣ)(z)ΦzΦTF , p ≥ 1,

where Lp(T ) denotes the Lagrange nodes of degree p of T and Φz is the Lagrange
basis function of H1(Ω) ∩ Pp(T ) associated with the evaluation at z.

With BM and BΣ as indicated, the bubble smoother B : L2(Ω) × L2(Σ) →
H1

0 (Ω) is simply given by (4.20) and fulfills (4.9) and (4.21).
Finally, denote by Lip+1(T ) the interior Lagrange nodes of degree p + 1 of

T . For all σ̂ = (σM, σΣ) ∈ ŜH, we consider the averaging

(5.1) Aσ̂ :=
∑

z∈Lip+1(T )

(
1

#ωz

∑
T∈ωz

(Rσ̂)|T (z)

)
Φz,
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where T varies in T and ωz collects the simplices of T to which z belongs.
With A and B as indicated, the smoother EH : ŜH → H1

0 (Ω), defined as in
Proposition 4.7, fulfills (4.9) and (4.26). The derivation of H1- and L2-norm
error estimates of the HHO method (4.5) with this smoother proceeds along the
same lines as in section 4.4.

Remark 5.1 (Use of the submesh). The use of the simplicial submesh T in
the definition of the bubble smoother B is not really necessary. Indeed, one
only needs bubble functions attached to the cells and to the interfaces of M
and bounded extension operators from each interface to Ω. In contrast, our
construction of the averaging A substantially builds on the submesh. Of course,
this can be seen as a main disadvantage, as it restricts applicability of the
proposed method to the class of admissible meshes. Still, it must be said that
this is just one possible construction and that the use of alternative averaging
operators could be further explored.
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