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Abstract

Purpose: While the clinical gold standard for pressure difference measurements is
invasive catheterization, 4D Flow is a promising tool for enabling a non-invasive quan-
tification, by linking highly spatially resolved velocity measurements with pressure
differences via the incompressible Navier–Stokes equations. In this work we provide a
validation and comparison with phantom and clinical patient data of pressure differ-
ence maps estimators.
Methods: We compare the classical Pressure Poisson Estimator (PPE) and the new
Stokes Estimator (STE) against catheter pressure measurements under a variety of
stenosis severities and flow intensities. To validate both methods in controlled experi-
ments, we include several 4D Flow data sets of realistic aortic phantoms with different
anatomic and hemodynamic severities. To show the clinical applicability of both meth-
ods, we also include 4D Flow data sets of two patients with aortic coarctation (non
repaired and repaired).
Results: The STE method, applied to high resolution in-vitro data including all in-
vestigated AoCo severities under rest and stress conditions, resulted in a RMSE in the
pressure drop with respect to catheter measurements at peak systole of 5.85 mmHg,
whereas the PPE method yielded a RMSE of 11.41 mmHg. On a segmentation with the
lumen radius reduced by one voxel, the RMSE of the STE method was 5.00 mmHg and
the RMSE of the PPE method was 9.01 mmHg. Conclusion: The STE method yields
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more accurate results than the PPE method compared to catheterization data. The
results indicate an improved robustness of the STE method with respect to variation
in lumen segmentation.
Keywords: 4D Flow, pressure difference, catheter, PPE, STE, clinical and experi-
mental validation

1 Introduction

Aortic coarctation (AoCo) is a narrowing of the proximal descending aorta, typically located
at the aortic isthmus. AoCo accounts for 5–8 % of all congenital heart defects (CHD) and
the prevalence of isolated forms is 3 per 10000 live births [16]. The peak-to-peak pressure
difference across the coarctation is the most important hemodynamic parameter for clinical
decisions [46, 17].

In the clinical practice, different techniques are available to measure pressure differences
across aortic coarctations. Catheterization is the gold standard technique, but is expensive,
invasive, non-exempt of risk, the patient is exposed to X-rays and is difficult to reproduce.
Doppler echocardiography using the simplified Bernoulli equation is the most available non-
invasive method, but has certain limitations: it is operator dependent, has poor acoustic
windows and spectral broadening, and in addition overestimates the peak velocities up to
25 % [24]. Magnetic resonance imaging (MRI) is able to obtain images of the heart and
great vessels with an entire coverage of the cardiovascular system for assessment of anatomy,
function and flow. Time-resolved three-dimensional phase-contrast MRI (3D cine PC-MRI
or 4D Flow) [28, 12] has been proposed to acquire an anatomical image and velocity encoded
images in three orthogonal directions. 4D Flow has the capacity to measure non-invasively
the 3D-spatial and temporal evolution of complex flow patterns, allowing the quantification
of different hemodynamic parameters [29]. In particular, 4D Flow allows to infer pressure
maps using the Navier–Stokes equations along the thoracic aorta.

In order to obtain those maps, the classical method is solving a Pressure Poisson Estima-
tor (PPE) by taking the divergence of the Navier–Stokes equations and inserting the velocity
measurements in the right-hand-side [15, 25]. More recently, several additional methods have
been introduced, a comprehensive review can be found in [4]. In particular, the Stokes Esti-
mator (STE) [43] computes 3D pressure maps using a Stokes equation based on the physical
pressure and an auxiliary, non-physical velocity field.

In addition to PPE and STE, less computationally expensive methods exist, like the
Work Energy-derived Relative Pressure (WERP) method [11] based on an integral energy
balance of the Navier–Stokes equation, the integral momentum relative pressure estimator
(IMRP) [4] based on integral linear momentum conservation, or the virtual WERP (vWERP)
method [31] based on a different treatment of the convective term than in the IMRP. Using
numerical data, the WERP has shown better accuracy than the PPE, but worse accuracy
than the STE and IMRP, while the two latter were shown to have similar accuracy [4].
The WERP also assumes that the studied vessel segment does not have bifurcations. As a
consequence, it cannot be used to estimate the pressure difference between the ascending and

2



the descending aorta due to the presence of the supra-aortic branches. Moreover, WERP,
IMRP and vWERP can only deliver mean pressure differences between two planes of the
vessel of interest, and they are therefore difficult to apply in cases when pressure spatial
variations are present as in post stenotic areas. For all the aforementioned reasons, in this
work we consider only the PPE and the STE methods.

Several validation studies were carried out for the PPE method [38, 39, 18]. An in vitro
validation study showed a good correlation between PPE and catheter pressure differences
(r = 0.89, p < 0.001) in the simple setting of an elastic straight tube phantom [38]. The PPE
method was further assessed in 13 patients with moderate AoCo in [39], where instantaneous
peak pressure differences from 4D Flow were found to be slightly underestimated on average
in comparison to the catheterization data, with a bias of 1.5 mmHg and a variability of
±4.6 mmHg (two standard deviations). Also in [18], PPE pressure differences showed good
agreement with catheter measurements in AoCo patients in cases with sufficient spatial image
resolution (at least 5 voxels/diameter). However, systematic underestimation of the pressure
difference was found for lower resolutions (3.4± 0.64 voxels/diameter).

To the best of the authors’ knowledge, no validation studies have been reported for the
STE method using experimental or patients’ 4D Flow and catheterization data. The aim of
this work is therefore to fill this gap and study the effects of the MR image resolution and
aortic segmentation, cardiac output and severity of the aortic coarctation on the accuracy
of both PPE and STE methods from 4D Flow and catheterization data. This is achieved
by using data from a realistic MRI compatible aortic coarctation phantom that the authors
have designed and studied [45]. We have also included the comparison of these methodologies
in 2 patients. The present study is the first reported validation of the STE method using
measured data.

2 Theory

2.1 Problem statement

Maps of relative pressure can be computed directly from the velocity measurements by
evaluating the linear momentum conservation equation of the incompressible Navier–Stokes
model, i.e.

−∇p = ρ
∂~u

∂t
+ ρ(~u · ∇)~u− µ∆~u (1)

where ρ is the density of the fluid and µ its dynamic viscosity, ~u : Ω → R3 denotes the
velocity vector field and p : Ω → R is the pressure field. Ω represents the computational
domain obtained from segmenting the 4D Flow images. By inserting the 4D Flow velocity
data into ~u, the pressure gradient can be recovered by applying numerical methods. In this
work we use the Pressure Poisson Estimator (PPE) approach [15, 14, 25] and the Stokes
Estimator method (STE) [43, 9], which will be described in this section.
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Discretizing Equation (1) in time, here with the first order backward difference formula,
gives the following expression for the pressure gradient:

−∇pk = ρ
~uk − ~uk−1

∆t
+ ρ(~uk · ∇)~uk − µ∆~uk. (2)

The indices 1 ≤ k ≤ N denote the time snapshot of the measurements and ∆t the temporal
offset between two consecutive measurements or cardiac phases, with time stamps tk = k∆t.
For the first step, k = 1, a forward difference has to be used instead since no previous
measurements are available. Evaluating the right hand side of Equation (2) for spatially
undersampled and noisy velocity measurements ~um,

Rk := ρ
~ukm − ~uk−1

m

∆t
+ ρ(~ukm · ∇)~ukm − µ∆~ukm. (3)

yields a pressure estimate from its approximate gradient ∇p̂k ≈ ∇pk, given by

−∇p̂k = Rk. (4)

Higher order time schemes, while more accurate in theory for small time steps, are not
beneficial in the present context due to the coarse time sampling of the measured velocities.
Note that in previous works, for instance in [4, 31] a second-order mid-point scheme was used.
However, this leads to stronger underestimations of the pressure differences. This can be
explained from the nature of time under-sampling in MRI, namely that ukm is reconstructed
by assuming the flow velocity as constant within the interval [tk − ∆t/2, tk + ∆t/2] rather
than being an instantaneous measurement at tk [29].

It is important to remark that in all methods derived from the Navier–Stokes equations,
e.g., Bernoulli-based, PPE, STE, and in CFD simulations, at any instant of time, the pressure
is uniquely defined up to a constant (with respect to the spatial coordinates). Therefore, only
instantaneous pressure differences between different locations can be compared at different
times. Catheterization or sphygmomanometer pressure measurements are taken relative
to the atmospheric pressure. Hence, the pressures are calibrated with respect to a global
reference and pressure values can be compared at different times and among patients. A
common measure in the clinical practice are the so-called peak-to-peak pressure differences,
which compares the largest pressure difference registered between two locations at any time
during the cardiac cycle, thus taking into account time shifts due to the vessel elasticity.
Peak-to-peak pressure differences can only be determined by means of catheterization or
with the models described above when calibrated with catheterization data, which however
violates the non-invasiveness of the estimation methods. For this reason, the present work
focuses on instantaneous pressure differences instead of peak-to-peak values.

Based on Equation (4), the Pressure Poisson Estimator (PPE) and the Stokes Estimator
(STE) method will be described next.

2.2 Pressure Poisson Estimator (PPE)

Assuming sufficient regularity (i.e., assuming that all required derivatives exist), a Poisson
equation for the pressure estimation can be obtained by taking the divergence of the time-
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discrete Navier–Stokes equation (2),

−∆p̂k = ∇ ·Rk. (5)

Solving Equation (5) requires boundary conditions (BCs) on the boundary ∂Ω of the compu-
tational domain. A priori, no physical BCs for the pressure are known. An artificial Neumann
BC can be obtained by projection of Equation (4), restricted to ∂Ω, to the outward unit
normal vector on the wall, ~n,

~n · ∇p̂k = ~n ·Rk. (6)

Equation (5) with BCs (6) can be discretized in space and solved with the finite element,
finite volume or finite difference methods. Independently on the spatial discretization, in
order to ensure that the resulting algebraic problem is uniquely solvable, an option is to fix
p̂k = 0 at one point via a Dirichlet boundary condition. This, indeed, does not change the
pressure differences between two points in space.

2.3 Stokes Estimator (STE)

The Stokes Estimator introduces a divergence-free auxiliary function ~w with ~w = ~0 on ∂Ω.
The Laplacian of ~w is subtracted from Equation (4) as a regularization term (with unitary
viscosity here for simplicity) and we obtain

−∆~w −∇p̂k = Rk in Ω

∇ · ~w = 0 in Ω

~w = ~0 on ∂Ω.

(7)

The auxiliary function ~w holds no physical interest, and it is expected to be negligible
compared to the pressure term as long as the right-hand-side Rk is the gradient of a scalar
(irrotational). The advantages of the STE with respect to the PPE method are (1) that
no artificial BCs for the pressure are necessary and (2) it has lower regularity requirements,
since no additional derivatives are applied on the measurements Rk. In fact, in contrast to
the PPE method, the STE method searches the pressure in the natural energy space of the
pressure in the original Navier–Stokes equations [44]. As for the PPE method, the pressure
constant has to be fixed for ensuring solvability of the algebraic problem.

A variation of the STE method was presented in [4], where the convective term was
written in ‘energy-conserving’ form, (~u ·∇)~u+ 1

2
(∇·~u)~u, and improved results were obtained

compared to the standard method. A third way of formulating the convection term is the
divergence form ∇ · (~u ⊗ ~u). In a preliminary study, the standard method, Eq. (3) (results
not shown here), consistently delivered more accurate results than the other variants. Hence
only results obtained using the standard STE formulation will be reported here.
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3 Methods

3.1 Aortic Phantom Study

3.1.1 Phantom setup

The experimental setup of the aortic phantom study is described in detail in [45] and [32].
The phantom represents the thoracic aortic circulation with a closed circuit, consisting in
a MR-compatible pulsatile unit pump with a control unit (CardioFlow 5000 MR, Shelley
Medical Imaging Technologies, London, Canada) and a realistic aortic model built with
flexible silicone (T-S-N 005, Elastrat, Geneva, Switzerland). The control unit was configured
to simulate two aortic flow conditions and was calibrated with average data of ten healthy
volunteers. The MR-compatible pulsatile pump unit has a maximum output peak ow of
300 mL/s, therefore, the output peak flow programmed in the pump unit was scaled for rest
condition with a peak flow of 200 mL/s and for stress conditions with a peak flow of 300 mL/s.
With these conditions programmed in the pump, the peak flow measured in the ascending
aorta was 270 mL/s at rest and 352 mL/s at stress conditions. Additionally, nonreturn valves
were employed in order to avoid negative pump pressures during diastole. Shutoff valves in
the DAo and supra-aortic vessels were used for reproducing the peripheral resistance of the
circulatory system and to regulate the flow distribution between the different vessels. A
compliance chamber was installed after the DAo in order to simulate arterial compliance, to
obtain physiologic diastolic pressures and physiologic pressure waveforms.

Different degrees of aortic coarctation were placed in the descending aorta just after the
left subclavian artery (at the isthmus level). Aortic coarctations were built with Technyl
with an effective orifice of 13, 11 and 9 mm and a length of 10 mm, leading to degrees of
stenosis of 40 %, 50 % and 60 % with respect to the native DAo distal to the AoCo. The
liquid used in the system consisted of a homemade volume-mixing blood mimicking fluid
with 60 % distilled water and 40 % glycerol (Orica Chemicals, Watkins, CO), with a density
of 1.119 g/cm3, viscosity of 4.83× 10−3 Pa s [5, 23], and a T1 value of 900 ms, which are
representative values for human blood. The density and viscosity values of the mixture were
confirmed using an empirical formula reported by [10] with an ambient temperature of 22 °C.

3.1.2 Catheterization

The phantom was equipped with a catheterization unit to measure invasively and simultane-
ously the pressure gradient across the coarctation. For this purpose, two catheters (5 French,
Soft-Vu, AngioDynamics, Latham, NY) of side-hole type with transducers (AngioDynamics)
were placed in the AAo and 2 cm after the AoCo and were connected to a patient monitor
(Contec Medical Systems, Hebei, China). The pressure catheters were zeroed at the same
height of the phantom.

Pressure information from the two catheters was recorded simultaneously during 1 minute
in the AoCo phantoms (40 %, 50 % and 60 % degrees of stenosis) at rest (75 bpm) and at
stress conditions (136 bpm), using the commercial software Central Monitor System V3.0
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(Contec Medical System). The pressure difference is obtained by subtracting the averages
of both signals over the cardiac cycles.

A lower bound of the catheter errors can be estimated from the standard deviation of
the pressure signals at fixed times across the cardiac cycles. This value lies mainly within
1.5 mmHg for both measurement positions. The standard deviation of the pressure difference
is then

√
2·1.5 mmHg = 2.12 mmHg, leading to a 95 % confidence interval of around 5 mmHg.

3.1.3 4D Flow data acquisition

Phantom data were acquired in a 1.5 T MRI system (Achieva, Philips, The Netherlands)
using a 4-channel body coil and retrospective cardiac gating. The control unit of the pulsatile
pump generated a trigger signal to synchronize the MR data acquisition. In order to provide
static tissue for phase correction algorithms used in PC-MRI, 6 liters of 1 % agar were placed
around the aortic phantom at least 6 hours before scanning.

4D Flow images were acquired with an isotropic voxel size of 0.9 mm for all phantoms
(AoCo with 40 %, 50 % and 60 % degrees of stenosis) under rest and stress conditions. In
order to study the effect of image resolution of the pressure gradient estimation procedure,
different synthetic low resolution data (1.4 and 2.0 mm isotropic voxel) were generated from
the original image (0.9 mm isotropic voxel) using linear interpolation. The acquisition pa-
rameters are summarized in Table 1 (see column “in-vitro experiments”).

3.2 Patient study: 4D-Flow MRI and catheterization

In addition to the phantom study, we include two subjects with aortic coarctation (Subject
1: 12 years, weight 47 kg, height 151 cm; Subject 2: 35 years, weight 63 kg, height 205
cm). Subject 1 presented a native aortic coarctation and mild aortic valve stenosis, mild left
ventricular hypertrophy and systemic hypertension at rest. Subject 2 presented a repaired
AoCo using a subclavian flap, situs solitus, there was a very mild narrowing at the level of
the transverse arch, close to the isthmus and a mild dilatation in the proximal descending
aorta. Angiographic contrast agent enhanced images of the patients’ aortas with anatomical
information and 4D Flow streamlines are displayed in Figure 8(a).

The clinical patient data were acquired in a combined MRI/Catheter interventional suite
(XMR, see [42] for a more detailed description), equipped with a 1.5T Achieva MR scanner
and a BT Pulsera cardiac radiography unit (Philips, Best, Netherlands) [37, 33]. Patients
had general anesthesia according to institutional protocol. Two femoral artery vascular ac-
cesses by percutaneous puncture were performed. A heparin bolus of 50 IU/Kg was given
with activated clotting time monitoring once vascular access was obtained. A MRI compati-
ble multi-purpose catheter was advanced under fluoroscopic guidance from the right femoral
artery to the ascending aorta just above the aortic sinus for continuous hemodynamic pres-
sure monitoring. A second multi-purpose catheter in the left femoral artery was advanced
to the abdominal aorta at the level of the diaphragm. The catheter positions are visually
determined during the fluoroscopy procedure by the interventionist. We used these posi-
tions in the 4D flow based pressure computation as shown in Figure 8. The floating table
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Table 1: MR acquisition parameters

in-vitro experiments
in-vivo

experiments
FOV (mm) 200× 200× 114 270× 270× 125
Matrix size 224× 224× 127 144× 144× 50
Recon. voxel (mm) 0.9× 0.9× 0.9 1.9× 1.9× 2.5
TFE factor rest: 2, stress: 1 rest: 2
Cardiac phases 25 28

Time resolution (ms)
AoCo: rest: 32, stress: 18

Normal: rest: 35, stress: 19
rest: 26

VENC (cm/s)

AoCo: rest: 160–400,
stress: 250–500

Normal: rest: 150, stress:
150

rest: 300

TE/TR (ms) 3.7/6.4 2.4/3.8
Flip angle (deg) 6.5 5
Scan time (min) 18–22 19

was then moved to transfer the patient to the MRI scan to acquire the 4D flow MRI data.
Following the acquisition of the MR data the patient was transferred back to the catheter
table. Catheter pullbacks were performed using a biplane system (Siemens Axiom-Artis
d-TA, Siemens, Germany) for evaluating the pressure distribution along the aorta. X-rays
images were acquired with a frame rate of 15 images per second.

The data was acquired at St. Thomas’ Hospital, London, UK. The local research ethics
committee approved this retrospective study and informed consent was obtained from all
patients.

The acquisition parameters for the in vivo study are summarized in Table 1 (see column
“in vivo experiments”). Moreover, the cardiac output obtained from the 4D flow data for
subjects 1 and 2 are 3.27 L/min and 6.49 L/min, respectively.

3.3 Segmentation and mesh generation

The 4D Flow data sets were processed using an in-house MATLAB library (The MathWorks,
Natick, MA), similarly to previous studies [41, 40]. The library contains a homemade seg-
mentation toolbox, which consists in (a) a contrast adjustment of the images to increase the
intensities in the vessel of interest, prior to (b) performing a 3D threshold and 3D labeling
of the different regions of interest in the images. If the user agrees with the selected thresh-
olding level, the next step (c) is the iterative manual disconnection of different objects inside
the image. 3D labeling at this step is used to verify that the disconnection was performed
properly.

For patients, we perform the segmentation over the angiographic image as described in
[6], which is the time average of the anatomic images multiplied by the magnitude of the
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Figure 1: Segmentation procedure. Phantom data (first row, 60 % degree of stenosis ex-
ample): (a) anatomic images (left column) are enhanced by contrast adjustment (middle
column), before (b) applying a 3D threshold and region labeling and (c) iteratively perform-
ing manual disconnection of different objects present in the image for each slice, to yield the
final segmentation (right column). Patient data (second row): instead of a contrast adjusted
anatomic image, step (a) produces an angiographic image, steps (b) and (c) as for phantom
data.

velocities images. For the phantom data, we perform the segmentation over the average time
of the anatomic images, because, different to patient data, here we can obtain good contrast
between the lumen of the vessel and the agar-agar used in the phantom reservoir.

The procedure is illustrated in Figure 1.
By segmenting the 4D flow images rather than using the known CAD geometry, the true

state of the phantom during the experiment is considered, i.e., deformation due to fluid
pressure and installation in the test rig. Moreover, due to the excellent contrast between the
fluid and the silicone (see Figure 2(a)), the anatomical image gives an accurate measure of
the geometry and can be segmented using a simple threshold and 3D labeling.

From the final segmented image, we generated a structured tetrahedral mesh (Fig-
ure 2(b)) such that its vertices matched the centers of the image voxels. The velocity vectors
attributed to each voxel of the 4D flow images were transferred to the corresponding mesh
vertices (Figure 2(c)).

The last step in the toolchain consists in the pressure map reconstruction (Figure 2(d)),
described in the next section.

In order to study the effect of different segmentations on the pressure difference estimates,
additional segmentations were created for the phantom velocity images at 0.9 mm voxel size.
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(a) Anatomical image (b) Segmentation
and mesh

(c) Velocity vectors (d) Pressure

Figure 2: Pressure recovery toolchain. (a) 2D section from the anatomic image of 4D
Flow, (b) structured tetrahedral mesh (grey, cropped) from segmentation (transparent) of
the anatomical image, (c) representation of 4D Flow velocity vectors on mesh, (d) pressure
maps from velocity data (cuts though centers of AAo and DAo). Example data of the 60 %
AoCo phantom at rest, at time of peak systole.

A reference segmentation was modified by adding or subtracting one voxel at the boundary,
thus extending or decreasing the lumen cross-section.

For the patient data, only the original segmentations obtained with the procedure de-
scribed above were used, since the large voxel size of 2 mm with respect to the aortic diameter
did not allow eliminating boundary voxels in on of the patients.

3.4 Pressure maps computation

Pressure maps are computed from all 4D Flow data sets with the PPE and STE methods.
The pressure differences, to be compared with the corresponding catheter values, are defined
as differences of the pressure averages over two spheres with a radius of 4 mm at locations
proximally and distally to the AoCo (e.g., the colored spheres in Figures 3 and 8(a) (right
column)). Averaging over several voxels renders the pressure estimate more robust to local
perturbations, e.g., induced by noise in the 4D flow data.

The corresponding partial differential equations of the PPE and STE methods are dis-
cretized with the finite element method (FEM). Velocity measurements are assumed to be
piece-wise linear (P1) finite element functions on the tetrahedral meshes described in the pre-
vious section. Linear P1 elements are also used to discretize the PPE and the STE systems,
Equations (5) and (7). In the latter case, standard pressure stabilization (Brezzi–Pitkaranta)
is employed to ensure the solvability of the saddlepoint problem, avoiding the need of higher
order elements. A sample pressure map computation is shown in Figure 2(d), as result of the
last step of the pressure recovery toolchain, described in the previous section and illustrated
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in Figures 2(a)–(d). The code was implemented using the python/C++ FEM library FEn-
iCS [1] and linear algebra solvers from the scientific computation library PETSc [3]. With the
FEM discretization as indicated, the resulting algebraic linear system of the STE problem
is four times larger than that of the PPE method, resulting in higher memory requirements
and computational times. Direct solvers are efficient for solving the linear systems, taking
advantage of re-using the LU factorization of the system matrix at the first time-step for all
subsequent steps.

The results presented in this article were computed on a standard desktop computer with
32 GB RAM and an Intel i7-4790K CPU.

4 Results

4.1 Phantom study

The streamlines of the 4D Flow velocity field and the pressure signals measured by catheter-
ization in the indicated locations in the AAo and DAo are illustrated in Figure 3 for the 60 %
degree of stenosis AoCo phantom at peak systole. In addition, the instantaneous pressure
difference resulting from subtracting both signals is plotted. For the 60 % phantom, the flow
in the downstream catheterization location was in fact not entirely parallel with respect to
the vessel orientation, thus possibly inducing a dynamic pressure contribution in the side-
hole catheter. This contribution was estimated < 2.5 mmHg for the 60 % AoCo at rest (of
the order of the catheter uncertainty) leading to a slight overestimation by the true pressure
difference, and negligible in the other cases.

Figure 4 compares the instantaneous peak pressure differences obtained with the PPE and
the STE methods from 4D Flow with catheterization data for all investigated phantoms. The
figure shows the data obtained with the three image resolutions, 0.9 mm, 1.4 mm and 2.0 mm
and using the three segmentations, denoted V+0 (initial segmentation), V−1 (outermost
layer of voxels eliminated along the boundary) and V+1 (1 layer of voxels added at the
boundary).

Consider first the results obtained on the V+0 segmentation. The results show an overall
good agreement between the STE peak pressure differences and the catheterization data. The
STE underestimates the highest measured pressure difference (catheter pressure difference of
46 mmHg with the 60 % AoCo phantom under stress conditions). Another underestimation is
visible at 12 mmHg in all plots, which was obtained for the 40 % phantom at rest. The results
appear to be robust to the image resolution. A strong dependence on the segmentation exists
particularly for pressure differences above 30 mmHg and is more pronounced for large voxel
sizes. The PPE method, in comparison, leads to a stronger underestimation than the STE
method for pressure differences ≥20 mmHg. The PPE results are more sensitive to the image
resolution.

In the presence of large pressure differences, both the PPE method and the STE method
generally benefit from the narrowed segmentation (denoted V−1 in the figure). In the range
of moderate pressure differences (e.g., 10–20 mmHg), the most accurate results with the STE
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Figure 3: 4D Flow MRI velocity streamlines (left), catheterization pressure signals, measured
at AAo (red) and DAo (blue) locations (upper right), and pressure difference (PD) resulting
from subtracting both pressure signals. Example of 60 % AoCo at rest at time of peak
systole.

method were obtained on the reference segmentation, while the V−1 segmentation led to a
slight overestimation. The accuracy of the PPE method however was improved throughout
the entire range of pressure differences. This is likely because of an increased sensitivity to
boundary issues such as partial volume effects and low VNR (velocity-to-noise ratio) due to
the artificial pressure boundary conditions. Choosing the segmentation too large resulted in
underestimating the pressure differences (V+1 values in Figure 4).

The root-mean-square errors (RMSE) of the pressure difference estimates obtained with
the PPE and the STE methods with respect to catheterization data are compared for the
three segmentations, V+0, V−1 and V+1 in Table 2. The data is shown for the time of peak
systole using 4D Flow images with a resolution of 0.9 mm. For both methods, the errors are

Table 2: Root-mean-square error (RMSE) of PPE and STE pressure difference estimates
compared to catheterization measurements for all severities (40 %, 50 % and 60 % AoCo
under rest and stress conditions) at peak systole with the initial segmentation V+0, the
reduced lumen diameter segmentation V−1 and the dilated lumen segmentation (V+1).
Resolution of 4D Flow MRI data: 0.9 mm.

Root-mean-square error (RMSE)
method segmentation V+0 segmentation V–1 segmentation V+1

PPE 11.41 mmHg 9.01 mmHg 14.01 mmHg
STE 5.85 mmHg 5.00 mmHg 7.65 mmHg
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Figure 4: Comparison of 4D Flow peak pressure differences obtained with the STE (left
column) and the PPE (right column) methods with respect to catheterization, for all in-vitro
severities (AoCo with degrees of stenosis of 40 %, 50 % and 60 % at rest and stress). Figs. (a)
and (b) show results obtained using an image resolution of 0.9 mm, (c) and (b) a resolution
of 1.4 mm, and (e) and (f) a resolution of 2 mm. V+0 refers to a reference segmentation,
V+1 denotes results obtained using V+0 extended by 1 voxel in each direction along the
wall, and V−1 is the segmentation V+0 with the outer layer of voxels deleted.
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smallest on the reduced segmentation V−1 and largest on the extended segmentation V+1,
with the reference segmentation V+0 ranking in between. The RMSE of the STE method
are lower than the PPE errors by approximately 50%, implying an important improvement
of overall accuracy with STE. In addition, the PPE method appears to be more sensitive to
the lumen segmentation, as the RMSE varies more strongly depending on the segmentation.

Time profiles of the pressure differences obtained with the V−1 segmentation are shown
in Figures 5–7. Each figure contains the results of the PPE and the STE methods for 4D
Flow resolutions of 0.9 mm (acquired) and 1.4 mm, 2.0 mm (subsampled from 0.9 mm) under
rest and stress conditions and the pressure difference from catheter measurements.

The results of the 40 % AoCo phantom study are displayed in Figure 5. While showing
qualitatively a correct behavior, the amplitude of the oscillation is generally underestimated
by 3 to 7 mmHg with both methods under rest conditions. The effect of the image resolution
is hardly noticeable. Both methods yield very similar results for the 40 % degree AoCo. Un-
der stress conditions, the peak pressure difference is recovered with a good accuracy. There is
a negative pressure difference peak that was not correctly recovered by any of both methods.
It has to be noted that in the particular case of the 40 % AoCo phantom, artifacts appeared
in the velocity measurements, most likely connected to issues with the experimental setup,
like bubbles. The 40 % AoCo phantom configuration was repeatedly scanned at different res-
olutions (results not reported) and the corresponding estimated pressure differences showed
similar characteristics in all cases. The difference in the width of the systolic peak interval
between the 4D Flow data and the catheter data is also likely to be caused by such issues
with the experimental setup.

In the case of the 50 % AoCo phantom, the PPE method exhibits a very good quantitative
agreement with the catheter results under rest conditions during the complete heart cycle
(Figure 6(b)). In comparison, the STE method overestimates the peak pressure difference.
The STE result is improved by using the standard segmentation instead of the narrowed
segmentation. Under stress conditions, the width of the pressure differences maxima was
overestimated with both the STE and the PPE methods.

Results from the 60 % AoCo phantom under rest conditions showed an excellent agree-
ment between the catheter data and the pressure difference computed with the STE method
(Figure 7, panel (a)). The PPE method strongly underestimates the pressure difference
under equal conditions (panel (b)). The discrepancy between the pressure difference recon-
struction and catheter measurements increases for stress conditions, the STE method still
showing more accurate results than the PPE method. Both methods are very robust with
respect to the image resolution. Using the narrowed segmentation, the results of the stress
case are slightly improved by the lower resolutions. With low resolution data, effectively
more boundary data is discarded by deleting the outermost voxel layer. This indicates that
the errors introduced by considering boundary data predominate the effect of image reso-
lution in this scenario. In contrast, in Figure 4 the V+0 pressure differences at 46 mmHg
decrease with lower image resolutions.

As a consequence of the larger linear system arising from the discretization of the STE
equations by a factor of 4 compared to the PPE method, the STE method requires longer

14



computational times and has a higher demand in RAM. For example, the 40 % AoCo phan-
tom with 2 mm voxel size takes approximately 7.4 s to compute with the PPE method while
the STE method takes twice as long, 14.9 s, to complete with the direct solver MUMPS [2]
on an Intel i7-4790K CPU. With a higher resolution of 0.9 mm voxel size, the PPE method
computed all pressure maps in 35 s. For STE the computational time in this case is increased
to 247 s.

4.2 Patient data

Pressure differences obtained by catheterization and from 4D Flow are shown in Figure 8(c)
and (d) for both patients. The locations where the pressure difference is evaluated is indi-
cated by the green spheres in Figure 8(a) (right column). The pressure difference computed
with the STE method for subject 1 shows excellent agreement with the catheter data during
systole, underestimating the local extrema after t = 0.4 s. While similar qualitative agree-
ment was found with the PPE method, it significantly underestimates the pressure difference
during systole.

Subject 2 exhibits excellent qualitative and quantitative agreement between catheter
data and numerical pressure difference reconstruction. However, the pressure difference peak
observed by catheterization is too steep to be captured by the time resolution of the 4D Flow
protocol. The resulting maximum value lies below the catheter value, possibly because no
velocity image was recorded matching exactly with the maximum pressure difference.

Note that the lengths of the cardiac cycles differ significantly between catheterization
and MRI scans of both patients. This indicates a change in the heart rate and hence, the
hemodynamics in the cardiovascular system, and can explain the differences between 4D
Flow and catheter pressure differences.

Reducing the diameter of the segmentation by one voxel was not possible in one of the
patients due to the large voxel size with respect to the diameter. The original segmentations
were thus not modified.

5 Discussion

This study compared two relative pressure reconstruction methods, STE and PPE, in terms
of accuracy and sensitivity with respect to image resolution, segmentation, AoCo severity
and cardiac load (rest and stress).

The main finding of this study is that the STE method applied to measured data is more
accurate than the classical PPE method at large pressure differences (>20 mmHg). The
difference between the methods is less pronounced for small to moderate pressure gradients.

The superiority of the STE method in most cases can be explained by the fact that
it searches the pressure in its natural space, allowing for stronger spatial variations in the
pressure, while the PPE method essentially computes smoothed pressure fields due to using
higher derivatives in the mathematical formulation. This issue becomes more evident for
higher Reynold’s numbers, where the pressure gradient is mainly convection dominated.
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Furthermore, the STE method avoids unphysical pressure boundary conditions, required by
the PPE method, which can contaminate the solution with noisy boundary data (very low
VNR, partial volume effects).

The PPE method showed overall a higher sensitivity to data perturbations, i.e., to image
resolution and segmentation. Both the STE and the PPE methods proved most sensitive
to the image resolution and the segmentation in the most severe cases of 50 % and 60 %
AoCo during systole. Especially the PPE results were greatly improved by eliminating the
outermost layer of voxels from the segmentation, leading to a more accurate match with the
catheter data than STE in the 50 % AoCo phantom. However, the STE method gave excellent
results in this case using the standard segmentation. A reduction of the segmentation was
used before in [18] and also led to an improved accuracy of the PPE method. The accuracy
improvement can be explained by the reduction of partial volume effects and eliminating
low VNR data near the boundaries. The PPE method is likely to be more sensitive to the
boundary data than the STE method due to the artificial pressure boundary conditions used
in the PPE. The issues of boundary data, possible remedies and the effect of somewhat
arbitrarily reducing the diameter of the vessel geometry deserve a more in-depth analysis in
future studies.

Our results on the standard segmentation (V+0) are consistent with [34, 18], who also
demonstrated that the pressure profile is degraded when the spatial resolution is decreased.
In [18], minimal resolution requirements were determined for the PPE, namely 5 vox-
els/diameter. In our study, when the narrowed segmentation was used (V−1, between 2
and 12 voxels/diameter for the AoCo phantoms), the results were almost insensitive to the
image resolution. It is possible that the benefit of removing problematic boundary data at
low resolutions, apparently increasing under low resolutions, balances with the detriment of
a decreased image resolution in the interior.

An advantage of the STE method is that it avoids unphysical boundary conditions.
However, using standard discretization methods, parts of the term Rk in Equation (7) can
contribute to the auxiliary function w —not always negligible in practice—instead of the
pressure gradient. This occurs principally where large gradients are present in the veloc-
ity field, for instance in the coarctation near the arterial walls, and can result in stronger
underestimations of the relative pressure. We hypothesize that, by choosing a more nar-
row segmentation with the arterial wall located inside the flow, the homogeneous Dirichlet
boundary condition for the auxiliary velocity in the STE on the smaller domain results in a
smaller auxiliary velocity everywhere and therefore in increased pressure gradient estimates
with respect to the full geometry for severe AoCo. Pressure-robust FEM could counteract
this issue [27] and generally improve the accuracy of the STE method.

Dilated segmentations (V+1) add no-flow voxels with very small VNR, hence introducing
spurious information into the estimation problem. The pressure gradient computed with any
method is required to accommodate to the unphysical conditions.

For severe conditions of AoCo, i.e., in the presence of high velocity jets and high Reynolds
numbers, the STE method was clearly superior to the PPE method. In such severe cases
of AoCo, turbulence can develop [26, 13] and involves dynamics at scales smaller than the
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spatial and/or temporal image resolution. Such effects are not accounted for by the models
studied here, and are likely to reduce the precision especially in the 60 % phantom under
stress conditions. Furthermore, higher velocities require higher VENC values (500 cm/s for
the 60 % phantom at stress) resulting in lower VNR, possibly affecting the estimation. Our
study did not include sensitivity to noise. However, we can consider the results present here
as a “worst case scenario” in terms of noise due to the small voxel size of 0.9 mm, hence
involving a much worse VNR than what can be expected for typical voxel size in patients
(i.e., around 2 mm). This issue could be alleviated by using the dual-VENC techniques
[35, 19, 7, 8], allowing for lower VENC-values (hence lower noise), but at increased scan
times.

The STE and the PPE pressure reconstruction methods were also applied to real patient
data. For one of the patients, the STE method showed a great improvement over the PPE
method. Both methods showed satisfactory results for the second patient. From the findings
in the phantom experiments, the differences between PPE and STE in patient one is most
likely due to strong convective effects.

One limitation of the study was the lack of availability of real low resolution MRI data
for all scenarios, hence requiring synthetic subsampling of the high resolution data. Another
aspect to consider is the approach used for assessing the sensitivity to the segmentations,
i.e. automatic instead of manual. We use this approach because it was the most appropriate
in the phantom data, since as we show in Figure 1 the contrast in the anatomic image
of the phantom has a good quality with high SNR. This easily allows a three-dimensional
segmentation based on thresholding and labeling. Therefore, if different users applied this
process the difference in the results would likely be negligible. Thus, in order to ensure
different segmentations in these controlled experiments, we opted for the voxel increment or
decrement at the vessel boundary. But in the patient data we could have expected larger
deviations when among users when manual segmentation is performed.

In addition, the comparison of catheter data with MRI scans is limited by the following
observations. The locations where the catheter recorded the pressure during catheterization
are only known approximately. Fluctuations in the flow can also perturb the catheter po-
sition. A mismatch of the catheter positions with the locations selected for evaluating the
computed pressure gradient can introduce additional errors. Finally, representing an invasive
technique, it is possible that the presence of the catheter in the vessel disturbs and alters
the aortic flow during catheterization, while the 4D Flow data was acquired immediately
after without the catheters. In the patient study it was seen that the heart rate changed
significantly between catheterization and the MRI scan, hence possibly also affecting the
outcome of this comparison.

The Navier–Stokes equations (1) are written in terms of the instantaneous velocity and
pressure and take into account turbulence effects over the full range of scales of turbulent
motion. However, 4D Flow MRI velocity field measurements are averages in time and space,
hence rather corresponding to the results of the Reynolds averaged Navier–Stokes (RANS)
equations. RANS describe the ensemble-mean velocity and pressure and including turbulence
with an additional term, the Reynolds stress tensor ρCov[~u, ~u] [36]. While in classical CFD
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this term needs to be modeled, [13] showed that it can be reconstructed by extending the 4D
Flow measurement protocol and reconstruction. Unfortunately, require 3 additional motion
encoded acquisitions. Moreover, measuring and estimating the Reynolds stress using such
techniques seems very susceptible to noise, requiring a high amount of ‘signal averages (e.g.
five in [20]). Probably for those reasons such sequences have been only reported, to our best
knowledge, in experimental phantoms under very controlled situations.

In spite of those limitations, some of the pressure difference estimation methods have
been extended for turbulence using the extended measurement protocols. The PPE method
including the Reynolds stress was assessed in [22]. The term corresponding to the energy
dissipated by the Reynolds stress, also called turbulent production, was introduced as a
stand-alone method in [21, 20] and was assessed in numerical and experimental phantoms
against catheterization. Then in [30], the vWERP was extended with the Reynolds stresses,
but also the original WERP method. There, using the same phantom datasets as in [20] it was
shown that both vWERP and WERP improve their accuracy when including the Reynolds
stress. So far, no studies have been conducted extending STE method with turbulence
effects, where the choice of the probing locations for the pressure difference could be adapted
considering the turbulence pressure map too. Extending the STE method is straightforward
as it was done for the previous, just by adding an additional term including the Reynolds
stress measurements.

In terms of computational time and memory requirements, the STE method is more
expensive than the PPE method, although both methods can be computed on a standard
PC within seconds for images at typical clinical spatial resolutions or within few minutes for
the experimental high spatial resolution.

In conclusion, in our phantom study, the STE method delivered results that were more
accurate and robust with respect to resolution and segmentation than the PPE method, in
particular in severe cases of AoCo. For cases of mild AoCo the advantage of the STE method
was negligible. By eliminating the outermost layer of voxels of the segmentation, the PPE
method could be significantly improved to match the accuracy of the STE method, except
for very large pressure gradients.

The data will be made available upon request of the interested parties.
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Figure 5: 40 % AoCo phantom pressure differences obtained with STE (left column) and
PPE (right column) under rest (first row) and stress conditions (second row) using voxel
sizes of 0.9 mm, 1.4 mm, 2.0 mm compared to ground truth catheter data.
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Figure 6: 50 % AoCo phantom pressure differences obtained with STE (left column) and
PPE (right column) under rest (first row) and stress conditions (second row) using voxel
sizes of 0.9 mm, 1.4 mm, 2.0 mm compared to ground truth catheter data.
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Figure 7: 60 % AoCo phantom pressure differences obtained with STE (left column) and
PPE (right column) under rest (first row) and stress conditions (second row) using voxel
sizes of 0.9 mm, 1.4 mm, 2.0 mm compared to ground truth catheter data.
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Figure 8: Patient data: (a) left column: angiographic images obtained using contrast agent,
for both subjects, with annotations of the cross-sectional dimensions in terms of the widths in
millimeters in two perpendicular directions; right column: streamlines of 4D Flow at peak,
spheres indicate locations of pressure difference calculation. (b), (c) pressure differences
computed with STE and PPE compared to catheter data27
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