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# AN OPTIMAL TRADEOFF BETWEEN EXPLORATIONS AND REPETITIONS IN GLOBAL SENSITIVITY ANALYSIS FOR STOCHASTIC MODELS* 

GILDAS MAZO ${ }^{\dagger}$


#### Abstract

Global sensitivity analysis often accompanies computer modeling to understand what are the important factors of a model of interest. In particular, Sobol indices, naturally estimated by Monte-Carlo methods, permit to quantify the contribution of the inputs to the variability of the output. However, stochastic computer models raise difficulties. There is no unique definition of Sobol indices and their estimation is difficult because a good balance between repetitions of the computer code and explorations of the input space must be found. The problem of finding an optimal tradeoff between explorations and repetitions is addressed. Two kinds of Sobol-like indices are considered. Their estimators are built and their asymptotic properties are established. To find an optimal tradeoff between repetitions and explorations, an error criterion that penalizes bad rankings of the inputs is considered. A bound is found and minimized under a fixed computing budget. Estimators that asymptotically achieve the minimal bound are built. Numerical tests are performed.
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1. Introduction. Sensitivity analysis often accompanies computer modeling to understand what are the important factors of a model of interest [17, 18]. In particular, Sobol indices [20, 21] permit to quantify the contribution of the inputs to the variability of the output. The estimation of Sobol indices is naturally performed by Monte-Carlo methods [6, 14, 20, 21], which permit to build estimators with statistical guarantees [4, 10]. Sobol indices for multivariate, functional outputs [3, 11] or functional inputs [9] have been proposed as well.

Computer models employed to simulate physical systems/natural phenomena are increasingly stochastic. That is, two runs of the computer with the same input may lead to two different outputs. Examples can be found in epidemiology [1, 2, 15, 19] or ecology [22].

It is still unclear how sensitivity analysis should be performed when the models are stochastic. First, there is no unique definition of Sobol indices [5]. Second, it is unclear how to account for noise in the inference. Monte-Carlo sampling with repetitions is natural, but what is a good balance between the number of repetitions of the model and the number of explorations of the input space [22]? Having efficient estimators would permit to achieve the same level of precision but with less computations, an important practical issue. An approach based on meta-models has been proposed [12], but it is difficult to control the induced bias and the construction of the meta-model itself can be challenging.

The problem of finding an optimal Monte-Carlo design to estimate Sobol indices in stochastic computer models is addressed. Two definitions of Sobol indices are given. Their estimators, based on Monte-Carlo sampling with repetitions, are built and their asymptotic properties are established. To find an optimal tradeoff between repetitions and explorations, an error criterion that penalizes bad rankings of the inputs is considered. A bound is found and minimized under a fixed computing budget. To get estimators that asymptotically achieve the minimal bound, a two-

[^0]stage procedure is proposed. The first stage estimates the combination of repetitions and explorations that achieves the minimal bound and the second stage uses that combination to optimize the design of the Monte-Carlo data generation. The resulting estimators are shown to achieve the minimal bound asymptotically.

This paper is organized as follows. The sensitivity indices and their estimators are defined and discussed in Section 2. The two-stage procedure to optimize the MonteCarlo design is given in Section 3. Some theoretical guarantees are given. Section 4 contains asymptotic results for the sensitivity indices estimators of Section 2. Section 4 and Section 3 are not related to each other and can be read independently. Numerical experiments are provided in Section 5 to test and illustrate the theory. A discussion closes the paper. The proofs are given in Appendix A.

## 2. Sensitivity analysis for stochastic models.

2.1. Representation of a stochastic model. A model is a mechanism that takes an input $X$ and returns an output $Y$. A stochastic model has the following property: two runs of the model with the same input may return two different outputs. To account for this property, we assume that there exist a function $f$ and a hidden random variable $Z$ independent of $X$ such that

$$
\begin{equation*}
Y=f\left(X_{1}, \ldots, X_{p}, Z\right) \tag{2.1}
\end{equation*}
$$

where $X_{1}, \ldots, X_{p}$ are the components of $X$, which are assumed to be independent. The variable $Z$ is seen as an unobserved and uncontrollable noise variable that represents the intrinsic stochasticity of the model. Even if $X$ were to be fixed to some arbitrary value, say $x$, the output would remain a random variable, the distribution of which would be that of $f(x, Z)$.

Note that no pairs $\left(W_{i}, Y_{i}\right)$ with $W_{i}=\left(X_{i}, Z_{i}\right)$ can be observed because $Z$ is not observable. Thus we have no access to the function $f$. The specification of $Z$ is unnecessary: it can be a random variable, a random vector or something else.

The following assumption is needed to derive some results in Section 3 and in Section 4: there exists some function $F$ with $\operatorname{E~} F(X)^{8}<\infty$ such that, for all $x$ and $z$ in the domain of definition of $f$,

$$
\begin{equation*}
|f(x, z)| \leq F(x) \tag{2.2}
\end{equation*}
$$

This assumption, needed to apply various versions of central limit theorems, appears to be mild. In particular every model with bounded outputs fulfill the condition.
2.2. Sobol's decomposition. Sobol showed that every integrable multidimensional function $h$ decomposes uniquely into a sum of lower dimensional functions [20]. If $q$ is a natural integer and $w=\left(w_{1}, \ldots, w_{q}\right)$ lies in the euclidean space $\mathbf{R}^{q}$, then

$$
\begin{align*}
h(w)= & h_{0}+h_{1}\left(w_{1}\right)+\cdots+h_{q}\left(w_{q}\right)  \tag{2.3}\\
& +h_{1,2}\left(w_{1}, w_{2}\right)+\cdots+h_{q-1, q}\left(w_{q-1}, w_{q}\right) \\
& +\cdots \\
& +h_{1, \ldots, q}\left(w_{1}, \ldots, w_{q}\right)
\end{align*}
$$

where $h_{0}$ is a constant and

$$
\int_{0}^{1} h_{i_{1}, \ldots, i_{k}}\left(w_{i_{1}}, \ldots, w_{i_{k}}\right) \mathrm{d} w_{i_{j}}, \quad 1 \leq j \leq k
$$

for any $k=1, \ldots, q$. We call the lower-dimensional functions component functions. It follows that the integral of every nonconstant component function is null and the integral of the product of any two component functions is null as well. Integration can be taken with respect to any product probability measure: the above properties are not changed.

The decomposition (2.3) has been widely used to partition the variance of the output of a given mathematical model. Let $W$ be a random vector. From (2.3), it follows that

$$
\begin{align*}
\operatorname{Var} h(W)= & \operatorname{Var} h_{1}\left(W_{1}\right)+\cdots+\operatorname{Var} h_{q}\left(W_{q}\right)  \tag{2.4}\\
& +\operatorname{Var} h_{1,2}\left(W_{1}, W_{2}\right)+\cdots+\operatorname{Var} h_{q-1, q}\left(W_{q-1}, W_{q}\right) \\
& +\cdots+\operatorname{Var} h_{1, \ldots, q}\left(W_{1}, \ldots, W_{q}\right)
\end{align*}
$$

The variance of $h(W)$ is decomposed into "individual" effects and "interaction" effects of the components of $W$. The $j$ th Sobol index, denoted by $S_{j}$, is defined as the fraction of variance that is attributed to $W_{j}$ alone in the decomposition:

$$
\begin{equation*}
S_{j}=\frac{\operatorname{Var} h_{j}\left(W_{j}\right)}{\operatorname{Var} h(W)}=\frac{\operatorname{Var} \mathrm{E}\left(h(W) \mid W_{j}\right)}{\operatorname{Var} h(W)} \tag{2.5}
\end{equation*}
$$

The last equality is true because $h_{j}\left(W_{j}\right)=\mathrm{E}\left(h(W) \mid W_{j}\right)-h_{0}$.
The $j$ th total sensitivity index [6], denoted by $S_{T j}$, is the fraction of variance attributed to $W_{j}$ and its interactions with the other components of $W$. A convenient formula for $S_{T j}$ can be found as follows. In (2.3), group all the component functions (except the constant) that do not depend on $w_{j}$ and denote the sum by $h_{c j}\left(w_{c j}\right)$, where $w_{c j}$ stands for the vector complementary to $w$, that is, the vector whose components are those of $w$ with $w_{j}$ removed. Likewise, group all the interactions between $w_{j}$ and the other components of $w$ and denote the sum by $h_{j, c j}\left(w_{j}, w_{c j}\right)$. Then Sobol's decomposition rewrites

$$
h(w)=h_{0}+h_{j}\left(w_{j}\right)+h_{c j}\left(w_{c j}\right)+h_{j, c j}\left(w_{j}, w_{c j}\right)
$$

and hence the $j$ th total sensitivity index is given by

$$
\begin{equation*}
S_{T j}=1-\frac{\operatorname{Var} h_{c j}\left(W_{c j}\right)}{\operatorname{Var} h(W)}=1-\frac{\left.\operatorname{Var} \mathrm{E}\left(h(W) \mid W_{c j}\right)\right)}{\operatorname{Var} h(W)} \tag{2.6}
\end{equation*}
$$

The sensitivity indices defined above have been widely used to carry out sensitivity analyses of computer implementations of mathematical models. These indices are interpreted as a measure of "importance" or "influence" of the inputs for a given model. The number $h(w)$ is the output of the computer program and the input is $w$. Monte-Carlo methods permit to estimate the sensitivity indices $[20,21,4,10]$ and to get insight into what may be the "important" inputs of the mathematical model. The goal in the next section is to find ways to apply Sobol's decomposition to the special case of stochastic models.
2.3. Definition of the sensitivity indices. To define sensitivity indices, Sobol's decomposition (2.3) can be exploited in two natural ways. The first approach consists in applying Sobol's decomposition directly to the hidden function $f$ in (2.1). Putting $h=f$ and $W=(X, Z)$ in (2.4) yields the indices in Definition 2.1. We call them the indices of the first kind.

Definition 2.1 (Sobol indices of the first kind). The Sobol indices of the first kind are defined as

$$
S_{j}^{\prime}=\frac{\operatorname{Var} \mathrm{E}\left(f(X, Z) \mid X_{j}\right)}{\operatorname{Var} f(X, Z)}, \quad j=1, \ldots, p .
$$

Interestingly, the inaccessibility of the function $f$, due to the lack of control over the noise variable, does not prevent computing the indices of the first kind. Indeed, the $j$ th index depends on the conditional law of the output given $X_{j}$ only and $X_{j}$ is controllable: the output of $f$ can be generated with $X_{j}$ fixed to some value. Not so much can be said with $Z$. As a result, in principle the $j$ th total sensitivity index can be defined as in (2.6) with $W_{c j}=\left(X_{1}, \ldots, X_{j-1}, X_{j+1}, \ldots, X_{p}, Z\right)$ but it is not estimable.

The second approach consists in turning the stochastic model (2.1) into a completely controllable deterministic one. To do this, one takes the conditional expectation of the output $Y$ given the input $X$, given by

$$
g(X)=\mathrm{E}(f(X, Z)) \mid X)
$$

The new function $g$ is then subjected to Sobol's decomposition. In (2.3), taking $W=X$ and $h=g$ yields the indices in Definition 2.2.

Definition 2.2 (Sobol indices of the second kind). The Sobol indices of the second kind are defined as

$$
S_{j}^{\prime \prime}=\frac{\operatorname{Var} \mathrm{E}\left(\mathrm{E}[f(X, Z) \mid X] \mid X_{j}\right)}{\operatorname{Var} \mathrm{E}[f(X, Z) \mid X]}, \quad j=1, \ldots, p
$$

Here, since $g$ is accessible, it makes sense to define total sensitivity indices. The $j$ th total sensitivity index is given by

$$
\begin{equation*}
S_{T j}^{\prime \prime}=1-\frac{\operatorname{Var} \mathrm{E}\left(g(X) \mid X_{1}, \ldots, X_{j-1}, X_{j+1}, \ldots, X_{p}\right)}{\operatorname{Var} g(X)} \tag{2.7}
\end{equation*}
$$

The noise variable $Z$ does not appear in the conditioning variables because the complementary vector $X_{c j}$ is to be understood with respect to $X$, not $(X, Z)$.

However, the operation of taking the conditional expectation leads to a loss of information. This is illustrated in Example 1.

Example 1. Let $Y=a X_{1}+c X_{2} \phi(Z)$, where $X_{1}, X_{2}, Z$ are independent standard normal variables, $a, c$ are real coefficients and $\phi$ is a function such that $\mathrm{E} \phi(Z)=0$. Then

$$
S_{1}^{\prime}=\frac{a^{2}}{a^{2}+c^{2} \mathrm{E} \phi(Z)^{2}}, S_{2}^{\prime}=0, S_{1}^{\prime \prime}=1 \text { and } S_{2}^{\prime \prime}=0
$$

The information loss in Example 1 is severe: the sensitivity indices of the second kind seem to indicate that only $X_{1}$ is influential. This is because the part involving $X_{2}$ has been "removed" along with the noise. In this example it may be argued that the indices of the first kind better reflect the "importance" of the inputs.

In sum, the two kinds of sensitivity indices defined above seem to be complementary. Information about interaction effects will be missing with the indices of the first kind but no first-order information is lost. The reverse is true for the indices of the
second kind. Another difference will be shown in Section 4: it is more difficult to estimate the indices of the second kind than the indices of the first kind.

For estimation purposes, it is convenient to rewrite the indices as

$$
\begin{equation*}
S_{j}^{\prime}=\frac{\mathrm{E} \mathrm{E}[f(X, Z) \mid X] \mathrm{E}\left[f\left(\widetilde{X}_{-j}, Z\right) \mid \tilde{X}_{-j}\right]-(\mathrm{E} \mathrm{E}[f(X, Z) \mid X])^{2}}{\mathrm{E}\left[f(X, Z)^{2} \mid X\right]-(\mathrm{E} \mathrm{E}[f(X, Z) \mid X])^{2}} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{j}^{\prime \prime}=\frac{\mathrm{E} \mathrm{E}[f(X, Z) \mid X] \mathrm{E}\left[f\left(\tilde{X}_{-j}, Z\right) \mid \widetilde{X}_{-j}\right]-(\mathrm{E} \mathrm{E}[f(X, Z) \mid X])^{2}}{\mathrm{E}[f(X, Z) \mid X]^{2}-(\mathrm{E}[f(X, Z) \mid X])^{2}} \tag{2.9}
\end{equation*}
$$

where $\tilde{X}=\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{p}\right)$ is an independent copy of $X$ and

$$
\widetilde{X}_{-j}=\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{j-1}, X_{j}, \widetilde{X}_{j+1}, \ldots, \widetilde{X}_{p}\right)
$$

for $j=1, \ldots, p$. Note that $S_{j}^{\prime}$ and $S_{j}^{\prime \prime}$ differ only by the lower left term. In particular, the upper left term is the same in both formula. It is the only term that depends on $j$, and hence the only term that permits to discriminate between any two indices of the same kind. For this reason, it is called the discriminator and is denoted by $D_{j}$. Notice that $S_{j}^{\prime} \leq S_{j}^{\prime \prime}$.
2.4. Estimation of the sensitivity indices. The sensitivity indices are estimated by Monte-Carlo sampling. Outputs of the stochastic model are produced through Algorithm 2.1. The input space is explored $n$ times and, for each exploration, the computer is run $m$ times to smooth out the noise. Thus, the total number of calls to the computer is proportional to $m n$. The integer $n$ is called the number of explorations and the integer $m$ is called the number of repetitions. The couple $(n, m)$ is called the design of the Monte-Carlo sampling scheme.

```
Algorithm 2.1 Generate a Monte-Carlo sample
    for \(i=1\) to \(n\) do
        draw two independent copies \(X^{(i)}, \widetilde{X}^{(i)}\)
        for \(j=0,1, \ldots, p\) do
            for \(k=1\) to \(m\) do
                run the computer model at \(\widetilde{X}_{-j}^{(i)}\) to get an output \(Y_{j}^{(i, k)}\)
            end for
        end for
    end for
```

The data generated by the algorithm are

$$
\left(Y_{j}^{(i, k)}, \widetilde{X}_{-j}^{(i)}\right)
$$

for $j=0,1, \ldots, p, i=1, \ldots, n$ and $k=1, \ldots, m$, with the convention $\tilde{X}_{-0}^{(i)}=X^{(i)}$. By assumption, there are independent random elements $\left(Z_{j}^{(i, k)}\right)$ such that

$$
\begin{equation*}
Y_{j}^{(i, k)}=f\left(\tilde{X}_{-j}^{(i)}, Z_{j}^{(i, k)}\right) \tag{2.10}
\end{equation*}
$$

The estimators of the sensitivity indices are built by substituting empirical averages for expectations in (2.8) and (2.9), that is,

$$
\begin{equation*}
\widehat{S}_{j ; n, m}^{\prime}=\frac{\frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k)} \frac{1}{m} \sum_{k^{\prime}=1}^{m} Y_{j}^{\left(i, k^{\prime}\right)}-\left(\frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k)}\right)^{2}}{\frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k) 2}-\left(\frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k)}\right)^{2}} \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{S}_{j ; n, m}^{\prime \prime}=\frac{\frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k)} \frac{1}{m} \sum_{k^{\prime}=1}^{m} Y_{j}^{\left(i, k^{\prime}\right)}-\left(\frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k)}\right)^{2}}{\frac{1}{n} \sum_{i=1}^{n}\left(\frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k)}\right)^{2}-\left(\frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k)}\right)^{2}} \tag{2.12}
\end{equation*}
$$

The estimation of total sensitivity indices of the second kind is not considered in this paper. However, the formula (2.7) suggests that estimators can be built similarly.

To our knowledge (personal communication), when faced with stochastic computer models, practitioners tend to use softwares for deterministic sensitivity analysis in which an average over repetitions is given to the program as a substitute for the value of the output. Thus, the second estimator is used in practice, albeit implicitly. The first estimator, to the best of our knowledge, was not formally defined. The second estimator appeared in $[7,8]$, where it was studied only in the case $m=n$ (to the best of our understanding).

In (2.11) and (2.12), if $m=1$ and the function $f$ does in fact not depend on $Z$, then the estimators reduce to Sobol estimators [20,21] for deterministic models. These are sometimes called pick-freeze estimators [4].
3. Choosing between Monte-Carlo designs. The estimators in Section 2 depend on the design $(n, m)$ of the Monte-Carlo sampling scheme. To estimate the sensitivity indices, the stochastic model has to be called $(p+1) m n$ times.

It is reasonable to think of a sensitivity analysis as done the following way. The total number of calls is set to a limit, say $T$. Then $n$ and $m$ are chosen so that $T=(p+1) m n$. For instance, suppose that one cannot afford more than 150 calls to a model with two inputs. Then $T=150, p=2$ and one can choose either one of the columns in the following table

$$
\begin{array}{rrrrrrr}
n & 50 & 25 & 10 & 5 & 2 & 1 \\
m & 1 & 2 & 5 & 10 & 25 & 50 .
\end{array}
$$

Denote by $\operatorname{div}_{p}(T)$ the set of all divisors of $T /(p+1)$ between 1 and $T /(p+1)$. In the example above, $\operatorname{div}_{2}(150)=\{1,2,5,10,25,50\}$. There are as many designs as there are elements in the set $\operatorname{div}_{p}(T)$. Each one of those elements corresponds to a possible combination for $n$ and $m$ which Algorithm 2.1 can be run with. The resulting estimators require the same number of calls but do not perform equally well. The goal of this section is to find the "best" way to estimate the sensitivity indices.
3.1. Introducing the miss-ranking error and its bound. To compare the estimators, a measure of performance has to be defined. We shall consider the missranking error (MRE), defined by

$$
\mathrm{MRE}=\mathrm{E} \sum_{j=1}^{p}\left|\widehat{R}_{j ; n, m}-R_{j}\right|
$$

where $R_{j}$ is the rank of $D_{j}$ among $D_{1}, \ldots, D_{p}$, that is, $R_{j}=\sum_{i=1}^{p} \mathbf{1}\left(D_{i} \leq D_{j}\right)$, and $\widehat{R}_{j ; n, m}$ is an estimator of $R_{j}$. Recall that $D_{1}, \ldots, D_{p}$ are the upper-left terms in (2.8) and (2.9). They determine the ranks of the sensitivity indices. Recall that the ranks of the sensitivity indices of the first kind coincide with the ranks of the sensitivity indices of the second kind. Thus, the MRE permits to find a unique solution for both kinds of sensitivity indices. The MRE is small when one succeeds in ranking the inputs from the most to the least important, a task which is called "factors prioritization" in [18, p. 52].

The MRE has a bound with interesting mathematical properties. Denote by $\operatorname{MRE}(T, m)$ the MRE based on $T$ number of calls and $m$ repetitions, so that the number of explorations is $T /(p+1) / m$. Remember the notation of Section 2: denote $\left(X^{(1)}, \widetilde{X}^{(1)}\right)=\mathbf{X}, f\left(X^{(1)}, Z_{0}^{(1,1)}\right)=Y_{0}$ and $f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)=Y_{j}$.

Proposition 3.1. Let $\widehat{D}_{j ; n, m}, j=1, \ldots, p$, be the upper-left term in (2.11) (or (2.12)) and put $\widehat{R}_{j ; n, m}=\sum_{i=1}^{p} \mathbf{1}\left(\widehat{D}_{i ; n, m} \leq \widehat{D}_{j ; n, m}\right)$. Then

$$
\begin{aligned}
\operatorname{MRE}(T, m) \leq \frac{L}{n m}( & m \sum_{j=1}^{p} \operatorname{Var}\left(\mathrm{E}\left[Y_{0} Y_{j} \mid \mathbf{X}\right]\right) \\
& +\sum_{j=1}^{p} \mathrm{E}\left(\operatorname{Var}\left[Y_{0} Y_{j} \mid \mathbf{X}\right]-\operatorname{Var}\left[Y_{0} \mid \mathbf{X}\right] \operatorname{Var}\left[Y_{j} \mid \mathbf{X}\right]\right) \\
& \left.+\frac{1}{m} \sum_{j=1}^{p} \mathrm{E}\left(\operatorname{Var}\left[Y_{0} \mid \mathbf{X}\right] \operatorname{Var}\left[Y_{j} \mid \mathbf{X}\right]\right)\right)
\end{aligned}
$$

where

$$
L=\frac{4(p-1)}{\min _{j<j^{\prime}}\left(\left|D_{j}-D_{j^{\prime}}\right|^{2}\right)} .
$$

The constant $L$ tells us that the bound is smaller when the indices are well separated. The bound goes to zero when the number of explorations goes to infinity. This is true even if the number of repetitions is fixed. Most interestingly, the bound separates $T$ and $m$ :

$$
\begin{equation*}
\operatorname{MRE}(T, m) \leq \frac{1}{T} v(m), \quad m \in \operatorname{div}_{p}(T) \tag{3.1}
\end{equation*}
$$

where the function $v$ is implicitly defined through Proposition 3.1. Denote by $m_{T}^{\dagger}$ the element $m$ in $\operatorname{div}_{p}(T)$ that minimizes $v(m)$. Taking $m=m_{T}^{\dagger}$ in (3.1), we get the bound

$$
\operatorname{MRE}\left(T, m_{T}^{\dagger}\right) \leq \frac{v\left(m_{T}^{\dagger}\right)}{T} \leq \frac{v(m)}{T}, \quad \text { for all } m \in \operatorname{div}_{p}(T)
$$

Thus the best guarantee coincides with $m=m_{T}^{\dagger}$ and $n=T /(p+1) / m_{T}^{\dagger}$ in Algorithm 2.1. However $m_{T}^{\dagger}$ is unknown.

Remark 3.2. The choice of $T$, through the specification of $\operatorname{div}_{p}(T)$, will influence the quality of the bound. It is clear that choosing $T /(p+1)$ a prime number may not be a good idea because $v\left(m_{T}^{\dagger}\right)$ will be either one of $v(1)$ or $v(T /(p+1))$. On the opposite, choosing $T /(p+1)$ a factorial number ensures many more choices (in fact, all).
3.2. A two-stage procedure to estimate the sensitivity indices. The results in Section 3.1 suggest a two-stage procedure to estimate the sensitivity indices. The procedure is given in Algorithm 3.1. The computational budget is split into two parts $K$ and $T-K$. The first $K$ calls to the model are used to estimate $m_{T-K}^{\dagger}$. The last $T-K$ calls to the model are used to estimate the sensitivity indices.

```
Algorithm 3.1 Estimate the sensitivity indices by a two-stage procedure
    Stage 1. Choose an integer \(K\) such that \(K /(p+1)\) and \((T-K) /(p+1)\) are integers
    also. Choose integers \(m_{0}\) and \(n_{0}\) such that \(K=m_{0} n_{0}(p+1)\). Run Algorithm 2.1
    with \(m=m_{0}\) and \(n=n_{0}\). Estimate \(m_{T-K}^{\dagger}\) by an estimator \(\widehat{m}_{T-K}^{\dagger}\) in \(\operatorname{div}_{p}(T-K)\).
```

Stage 2. Run Algorithm 2.1 with $m=\widehat{m}_{T-K}^{\dagger}$ and

$$
n=\frac{T-K}{(p+1) \widehat{m}_{T-K}^{\dagger}}
$$

Compute the sensitivity indices estimators (2.11) and (2.12).

The estimator of $m_{T-K}^{\dagger}$ is built as follows. Let $m^{*}$ be the minimizer of $v$ seen as a function on the positive reals. Since $v$ is convex, the minimizer is unique. It follows from (3.1) and Proposition 3.1 that

$$
\begin{equation*}
m^{*}:=\sqrt{\frac{\sum_{j=1}^{p} \mathrm{E} \operatorname{Var}\left[Y_{0} \mid \mathbf{X}\right] \operatorname{Var}\left[Y_{j} \mid \mathbf{X}\right]}{\sum_{j=1}^{p} \operatorname{Var} \mathrm{E}\left[Y_{0} Y_{j} \mid \mathbf{X}\right]}}=\sqrt{\frac{\sum_{j=1}^{p} \zeta_{3, j}}{\sum_{j=1}^{p} \zeta_{1, j}}}, \tag{3.2}
\end{equation*}
$$

where $\zeta_{3, j}=\mathrm{E} \operatorname{Var}\left[Y_{0} \mid \mathbf{X}\right] \operatorname{Var}\left[Y_{j} \mid \mathbf{X}\right]$ and $\zeta_{1, j}=\operatorname{Var} \mathrm{E}\left[Y_{0} Y_{j} \mid \mathbf{X}\right], j=1, \ldots, p$.
Let $\varphi_{T}:(0, \infty) \longrightarrow \operatorname{div}_{p}(T)$, be the function defined by $\varphi_{T}(x)=1$ if $0<x<1$, $\varphi_{T}(x)=T /(p+1)$ if $x>T /(p+1)$, and

$$
\varphi_{T}(x)= \begin{cases}\llcorner x\lrcorner_{T} & \text { if } \sqrt{\llcorner x\lrcorner T\ulcorner x\urcorner_{T}}>x \geq 1 \\ \ulcorner x\urcorner_{T} & \text { if } \sqrt{\llcorner x\lrcorner T\ulcorner x\urcorner_{T}} \leq x \leq \frac{T}{p+1}\end{cases}
$$

where

$$
\left\llcorner x^{*}\right\lrcorner_{T}=\max \left\{m \in \operatorname{div}_{p}(T), m \leq x\right\}, \quad\left\ulcorner x^{*} \neg_{T}=\min \left\{m \in \operatorname{div}_{p}(T), m \geq x\right\}\right.
$$

The function $\varphi_{T}$ is piecewise constant with discontinuity points at $\sqrt{i j}$, where $i$ and $j$ are two consecutive elements of $\operatorname{div}_{p}(T)$.

Proposition 3.3. If $m^{*}>0$ then $m_{T-K}^{\dagger}=\varphi_{T-K}\left(m^{*}\right)$. If, moreover, $\left\llcorner m^{*}\right\lrcorner_{T-K}\left\ulcorner m^{*}\right\urcorner_{T-K}$ is not equal to $m^{* 2}$ then the minimizer of $v(m), m \in \operatorname{div}_{p}(T-K)$, is unique.

Proposition 3.3 suggests that $m_{T-K}^{\dagger}$ can be estimated by applying the function $\varphi_{T-K}$ to an estimate of $m^{*}$. Remember that $K=m_{0} n_{0}(p+1)$ and put

$$
\begin{equation*}
\widehat{m}_{K}^{*}:=\sqrt{\frac{\sum_{j=1}^{p} \widehat{\zeta}_{3, j}}{\sum_{j=1}^{p} \widehat{\zeta}_{1, j}}} \tag{3.3}
\end{equation*}
$$

where

$$
\hat{\zeta}_{3, j}=
$$

and

$$
\begin{aligned}
& \hat{\zeta}_{1, j}= \\
& \frac{1}{n_{0}} \sum_{i=1}^{n}\left(\frac{1}{m_{0}} \sum_{k=1}^{m_{0}} f\left(X^{(i)}, Z_{0}^{(i, k)}\right) f\left(\widetilde{X}_{-j}^{(i)}, Z_{j}^{(i, k)}\right)\right)^{2} \\
& -\left(\frac{1}{n_{0}} \sum_{i=1}^{n} \frac{1}{m_{0}} \sum_{k=1}^{m_{0}} f\left(X^{(i)}, Z_{0}^{(i, k)}\right) f\left(\widetilde{X}_{-j}^{(i)}, Z_{j}^{(i, k)}\right)\right)^{2} .
\end{aligned}
$$

Notice that $\widehat{\zeta}_{1, j} \geq 0$ and $\widehat{\zeta}_{3, j} \geq 0$ so that $\widehat{m}_{K}^{*} \geq 0$. If $m_{0}=1$ then $\widehat{\zeta}_{3, j}=0$ and hence $\widehat{m}_{K}^{*}=0$.

The estimator $\widehat{m}_{K}^{*}$ is consistent and asymptotically normal on some conditions on the rates of $n_{0}$ and $m_{0}$.

Theorem 3.4. Assume (2.2) holds. Let $n_{0} \rightarrow \infty$. If $m_{0}$ is fixed then

$$
\sqrt{n_{0}}\left(\widehat{m}_{K}^{*}-\left[m^{*}+\frac{C}{m_{0}}+\epsilon_{m_{0}}\right]\right) \xrightarrow{d} N\left(0, \sigma_{m_{0}}^{2}\right)
$$

for some constant $C$, real $\epsilon_{m_{0}}$ depending on $m_{0}$ and variance $\sigma_{m_{0}}^{2}$ depending on $m_{0}$. If $m_{0} \rightarrow \infty$ then the above display with $\epsilon_{m_{0}}=o\left(1 / m_{0}\right)$ and $\sigma_{m_{0}}$ replaced by $\lim _{m_{0} \rightarrow \infty} \sigma_{m_{0}}$ is true.

Theorem 3.4 shows that $\widehat{m}_{K}^{*}$ is asymptotically biased. The bias is polynomial in $1 / m_{0}$. Corollary 3.5 shows that letting $m_{0} \rightarrow \infty$ suffices to get the consistency of $\widehat{m}_{K}^{*}$ but to get a central limit theorem centered around $m^{*}$, it is furthermore needed that $\sqrt{n_{0}} / m_{0} \rightarrow 0$.

Corollary 3.5. Assume (2.2) holds. Let $n_{0} \rightarrow \infty$ and $m_{0} \rightarrow \infty$. Then $\widehat{m}_{K}^{*} \xrightarrow{P}$ $m^{*}$. If, moreover, $\sqrt{n_{0}} / m_{0} \rightarrow 0$, then

$$
\sqrt{n_{0}}\left(\widehat{m}_{K}^{*}-m^{*}\right) \xrightarrow{d} N\left(0, \lim _{m_{0} \rightarrow \infty} \sigma_{m_{0}}^{2}\right) .
$$

To estimate $m_{T-K}^{\dagger}$, put $\widehat{m}_{T-K}^{\dagger}=\varphi_{T-K}\left(\widehat{m}_{K}^{*}\right)$. Proposition 3.6 states that $\widehat{m}_{T-K}^{\dagger}$ and $m_{T-K}^{\dagger}$ are equal with probability going to one.

Proposition 3.6. Assume (2.2) holds. Let $n_{0} \rightarrow \infty$ and $m_{0} \rightarrow \infty$. Then

$$
P\left(\widehat{m}_{T-K}^{\dagger}=m_{T-K}^{\dagger}\right) \rightarrow 1
$$

All the details of Algorithm 3.1 have been given.
3.3. Performance. To get some insight into the performance of the procedure given in Algorithm 3.1, we look at the performance of the sensitivity indices estimators produced in Stage 2. Since they are built with $T-K$ calls to the model with $\widehat{m}_{T-K}^{\dagger}$ repetitions, they satisfy

$$
\begin{equation*}
\operatorname{MRE}\left(T-K, \widehat{m}_{T-K}^{\dagger}\right) \leq \frac{1}{T-K} v\left(\widehat{m}_{T-K}^{\dagger}\right) \tag{3.10}
\end{equation*}
$$

where the left-hand side is the conditional expectation of the MRE, given the outputs produced in Stage 1. The estimator $\widehat{m}_{T-K}^{\dagger}$ is computed with $K$ calls only.

It is difficult to compare the guarantee above with that which got by choosing an arbitrary number of repetitions, say $m$. In the later case $K=0$ and hence the guarantee is (3.1). The denominator in (3.10) is smaller but we expect that the numerator $v\left(\widehat{m}_{T-K}^{\dagger}\right)$ will be less than $v(m)$ for many values of $m$. Indeed, the numerator should be close to $v\left(m_{T-K}^{\dagger}\right)$. If $T-K$ is well chosen then $v\left(m_{T-K}^{\dagger}\right)$ and $v\left(m_{T}^{\dagger}\right)$ should be close and since $v(m) \leq v\left(m_{T}^{\dagger}\right)$ for all $m$ in $\operatorname{div}_{p}(T)$, the numerator $v\left(\widehat{m}_{T-K}^{\dagger}\right)$ should be an approximate minimizer. For instance if $K$ and $T$ are large enough and $\operatorname{div}_{p}(T-K)=\{1,2, \ldots,(T-K) /(p+1)\}$ and $\operatorname{div}_{p}(T)=\{1,2, \ldots, T /(p+1)\}$ hold then $v\left(m_{T-K}^{\dagger}\right)$ and $v\left(m_{T}^{\dagger}\right)$ are equal. Note that the numerator and the denominator in (3.10) cannot be good at the same time and $K$ determines the balance.

Theorem 3.7. Assume that the conditions of Proposition 3.6 are fulfilled. Suppose furthermore that $K \rightarrow \infty$ such that $K / T \rightarrow 0$. Then

$$
\frac{1}{T-K} v\left(\widehat{m}_{T-K}^{\dagger}\right)=\frac{1}{T} v\left(m_{T-K}^{\dagger}\right)\left(1+o_{P}(1)\right) .
$$

The bound in Theorem 3.7 is the best possible guarantee inflated by a factor not much larger than one. This result is valid if $K$ is large but not too large with regard to $T$. In particular, if $\operatorname{div}_{p}(T) \cap \operatorname{div}_{p}(T-K)=\operatorname{div}_{p}(T-K)$ then for every fixed $m \neq m_{T}^{\dagger}$, it holds that $P\left(T^{-1} v\left(m_{T-K}^{\dagger}\right)\left(1+o_{P}(1)\right) \leq T^{-1} v(m)\right) \rightarrow 1$. In other words it is always better, in terms of obtainable guarantees, to use the procedure rather than to choose the number of repetitions arbitrarily, except for the lucky case $m=m_{T}^{\dagger}$.
4. Asymptotic normality of the sensitivity indices estimators. The sensitivity indices estimators of Section 2.4 depend on both $m$ and $n$. It is clear that $n$ should go to infinity to get central limit theorems. It may be less clear, however, whether or not $m$ should go to infinity as well. The answer depends on the kind of the sensitivity index we are looking at.

Two frameworks are considered:

- $n \rightarrow \infty$ and $m$ is fixed;
- $n \rightarrow \infty$ and $m \rightarrow \infty$.

In the second framework $m_{n}$ is a sequence indexed by $n$ that goes to infinity as $n$ goes to infinity. Denote by $\mathbf{S}^{\prime}$ (resp. $\mathbf{S}^{\prime \prime}$ ) the (column) vector with coordinates $S_{j}^{\prime}$ (resp. $\left.S_{j}^{\prime \prime}\right), j=1, \ldots, p$, and denote by $\widehat{\mathbf{S}}_{n, m}^{\prime}\left(\right.$ resp. $\left.\widehat{\mathbf{S}}_{n, m}^{\prime \prime}\right)$ the vector with coordinates $\widehat{S}_{j ; n, m}^{\prime}$ given in (2.11) (resp. $\widehat{S}_{j ; n, m}^{\prime \prime}$ given in (2.12)).

Theorem 4.1. Assume (2.2) holds. Let $n \rightarrow \infty$. If $m$ is fixed then

$$
\sqrt{n}\left(\widehat{\mathbf{S}}_{n, m}^{\prime \prime}-\mathbf{S}^{\prime \prime}\left[1-\frac{\widehat{\mathbf{S}}_{n, m}^{\prime}-\mathbf{S}^{\prime}}{\mathrm{E} \operatorname{Var}[f(X, Z) \mid X]}\left[\begin{array}{l}
\mathrm{Var}[f(X, Z) \mid X]+m \operatorname{Var} \mathrm{E}[f(X, Z) \mid X]
\end{array}\right] \stackrel{d}{\rightarrow} N\left(0, \Xi_{m}\right),\right.\right.
$$

for some nonnegative matrix $\Xi_{m}$ of size $2 p \times 2 p$. If $m \rightarrow \infty$ then, elementwise, $\lim _{m \rightarrow \infty} \Xi_{m}$ exists and the above display with $\Xi_{m}$ replaced by $\lim _{m \rightarrow \infty} \Xi_{m}$ is true.

Theorem 4.1 predicts the behavior of the joint vector $\left(\widehat{\mathbf{S}}_{n, m}^{\prime \top} \widehat{\mathbf{S}}_{n, m}^{\prime \prime \top}\right)$. However the behaviors of $\widehat{\mathbf{S}}_{n, m}^{\prime}$ and $\widehat{\mathbf{S}}_{n, m}^{\prime \prime}$ are different. The estimator $\widehat{\mathbf{S}}_{n, m}^{\prime \top}$ is asymptotically normal around $\mathbf{S}^{\prime}$, even if $m$ is kept fixed. The estimator $\widehat{\mathbf{S}}_{n, m}^{\prime \prime \top}$ is also asymptotically normal, but not around $\mathbf{S}^{\prime \prime}$.

The estimator $\widehat{\mathbf{S}}_{n, m}^{\prime \prime}$ under-estimates $\mathbf{S}^{\prime \prime}$. The bias, given by

$$
\mathbf{S}^{\prime \prime} \frac{\mathrm{E} \operatorname{Var}[f(X, Z) \mid X]}{\mathrm{E} \operatorname{Var}[f(X, Z) \mid X]+m \operatorname{Var} \mathrm{E}[f(X, Z) \mid X]},
$$

is null whenever $f$ actually does not depend on $Z$, and large whenever the computer model is highly stochastic. As Theorem 4.1 shows, the bias is still present even if $m$ goes to infinity. Corollary 4.2 shows that $m$ must go to infinity fast enough to avoid the estimator to be tightly concentrated around the wrong target.

Corollary 4.2. Assume (2.2) holds. Let $n \rightarrow \infty$. If $m \rightarrow \infty$ such that $\sqrt{n} / m \rightarrow$ 0 then

$$
\sqrt{n}\left(\widehat{\mathbf{S}}_{n, m}^{\prime \prime}-\mathbf{S}^{\prime \prime}\right) \xrightarrow{d} N\left(0, \Xi_{22}\right),
$$

where $\Xi_{22}$ is the lower-right block of the matrix $\lim _{m \rightarrow \infty} \Xi_{m}$ given in Theorem 4.1.
The difference between $\widehat{\mathbf{S}}_{n, m}^{\prime}$ and $\widehat{\mathbf{S}}_{n, m}^{\prime \prime}$ is due to the difference between the lowerleft terms in (2.11) and (2.12). While the lower-left term in (2.11) is unbiased for all $n$ and $m$, the lower-left term in (2.12) has a bias depending on $m$ which propagates to the estimator of the sensitivity indices. (The calculations are carried out in Appendix C.)

From a statistical perspective, it is more difficult to estimate the sensitivity indices of the second kind than to estimate the sensitivity indices of the first kind. To estimate the former, one needs to repeat the model many times. To estimate the later, this is not necessary.
5. Numerical tests. Section 5.1 illustrates how the MRE responds to a change in the Monte-Carlo design. In Section 5.1 the total budget $T$ is kept fixed. Section 5.2 illustrates how the sensitivity indices estimators behave asymptotically. In Section 5.2 the total budget $T$ increases.
5.1. Comparison of Monte-Carlo designs. The effect of the number of repetitions on the sensitivity indices estimators and the effect of the calibration in the two-stage procedure are examined in two kinds of experiments: the "direct" experiments and the "calibration" experiments.

In the direct experiments, the sensitivity indices are estimated directly with the given number of repetitions. Increasing numbers of repetitions $m$ are tested. (Since the budget is fixed, this goes with decreasing numbers of explorations.) For each $m$, the mean squared errors (MSEs), given by $\mathrm{E} \sum_{j=1}^{p}\left(\widehat{S}_{j ; n, m}^{\prime}-S_{j}^{\prime}\right)^{2}$ and $\mathrm{E} \sum_{j=1}^{p}\left(\widehat{S}_{j ; n, m}^{\prime \prime}-\right.$ $\left.S_{j}^{\prime \prime}\right)^{2}$, are estimated with replications. They are also split into the sum of the squared
biases and the sum of the variances to get further insight about the behavior of the estimators. The MREs are estimated as well. A normalized version is considered: it is the MRE divided by the number of variables. For models with two inputs, the normalized MRE is interpreted directly as the probability that the two inputs are ranked incorrectly.

In the calibration experiments, the sensitivity indices are estimated with the twostage procedure, the results of which depend on the calibration parameters $K$ and $m_{0}$. Various calibration parameters are tested to see their effect on the MRE. The budgets for the direct experiments and the calibration experiments are the same so that the numbers can be compared. In particular, the direct experiments correspond to the case $K=0$ in the calibration experiments.

A linear model of the form $Y=X_{1}+\beta X_{2}+\sigma Z$, where $X_{1}, X_{2}, Z$, are standard normal random variables and $\beta, \sigma$ are real coefficients, has been considered because the sensitivity indices are explicit and hence the performance of the estimators can be evaluated easily. The quantity $m^{*}$ is explicit: the formula is given in Appendix D.
5.1.1. High noise context. The coefficients are $\beta=1.2$ and $\sigma=4$. The sensitivity indices are $S_{1}^{\prime}=0.05, S_{2}^{\prime}=0.08, S_{1}^{\prime \prime}=0.41$ and $S_{2}^{\prime \prime}=0.59$. The real $m^{*}$ is about 5.8. The total budget is $T=3 \times 500=1500$ and hence $\operatorname{div}_{2}(1500)=$ $\{1,2,4,5,10,20,25,50,100,125,250,500\}$. The integer $m_{1500}^{\dagger}$ is equal to $\varphi_{1500}\left(m^{*}\right)=$ 5. Since the budget is kept fixed, the numbers of explorations are, respectively, $500,250,125,100,50,25,20,10,5,4,2,1$. The number of replications is 1500 .

The results of the direct experiment are given in Figure 1 for $m=1,2,4,5,10$, 20, 25. The MSE of first kind does not vary with the number of repetitions and is much lower than the MSE of second kind, see (c). The estimators of the second kind are highly biased for small numbers of repetitions (a) and they have a higher variance for larger numbers of repetitions (b). The fact that the bias is high for small numbers of repetitions agrees with the theory, according to which the bias should vanish as $m$ goes to infinity. Overall, the sensitivity indices of the second kind seem to be much harder to estimate than the indices of the first kind, the estimators of which have a negligible bias and a very small variance whatever the number of repetitions.

According to Figure 1(c), the normalized MRE curve has a banana shape with a minimum of about slightly less than $30 \%$ reached around $m \in\{5,10\}$ and endpoints with a value of about $35 \%$. A value of $30 \%$ means that the probability of ranking the inputs correctly is about $70 \%$. The region of observed optimal performance $m \in$ $\{5,10\}$ coincides with $m_{1500}^{\dagger}=5$, the point at which the bound is minimal.

The results of the calibration experiment is given in Table 1 for the normalized MRE. The lowest MREs are reached at the bottom right of the table, with values corresponding to $2 \leq m \leq 10$ in Figure 1 (c). Optimal performance is reached with very few explorations in the first stage of the two-stage procedure. In this case, the estimator $\widehat{m}_{K}^{*}$ has a small bias but a high variance. It seems to be better than an estimator with a small variance but a large bias. This might be explained by the low curvature of the MRE curve.
5.1.2. Low noise context. The coefficients are $\beta=1.2$ and $\sigma=0.9$. The sensitivity indices are $S_{1}^{\prime}=0.31, S_{2}^{\prime}=0.44, S_{1}^{\prime \prime}=0.41$ and $S_{2}^{\prime \prime}=0.59$. The real $m^{*}$ is about 0.30 and hence the integer $m_{1500}^{\dagger}$ is equal to 1 . As expected, these numbers are smaller than the ones found in the high noise context. The total budget is $T=3 \times 500=1500$. The number of replications is 500 .

The results for the direct experiment are given in Figure 2. The MSE of first kind increases with the number of repetitions, see (c): this is due to the increase


Fig. 1: Sum of squared biases (a), sum of variances (b) and errors (c) of the sensitivity indices estimators for the linear model in the high noise setting. Confidence intervals of level $95 \%$ are added in (c).

|  | $m_{0}$ |  |  |  | $n_{0}$ |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $K / 3$ | 2 | 5 | 10 | 20 | 20 | 10 | 5 | 2 |
| 400 | 0.43 | 0.42 | 0.42 | - | - | 0.42 | 0.39 | 0.40 |
| 200 | 0.38 | 0.39 | 0.37 | - | - | 0.35 | 0.35 | 0.34 |
| 100 | 0.36 | 0.37 | - | - | - | - | 0.32 | 0.30 |
| 50 | 0.39 | 0.33 | - | - | - | - | 0.33 | 0.31 |

Table 1: Normalized MRE in the linear model with high noise for various calibrations: $K /(p+1)=50,100,200,400$ and $m_{0}=2,5,10,20, \ldots$ For instance, for $K /(p+1)=$ $200=m_{0} n_{0}$, the normalized MRE is available for $m_{0}=2,5,10,20,40,100$.


Fig. 2: Sum of squared biases (a), sum of variances (b) and errors (c) of the sensitivity indices estimators for the linear model in the low noise context. Confidence intervals of level $95 \%$ are added in (c).
of the variance (b), while the bias is negligible (a). As in the high noise context, the estimators of the second kind have a decreasing bias and an increasing variance, although the decrease of the bias is of much less magnitude. This agrees with the theory, where we have seen that, for the sensitivity indices of the second kind, the biases of the estimators are small when the noise of the model is low.

In Figure 2 (c), the normalized MRE varies a lot. It increases from about $2 \%$ at $m=1$ to $30 \%$ at $m=25$. Thus, unlike in the high noise setting, choosing a good number of repetitions is important. The best performance is achieved at $m=1$, which coincides with the minimizer $m_{1500}^{\dagger}=1$ of the bound.

The results of the calibration experiment for the normalized MRE is given in

|  | $m_{0}$ |  |  |  | $n_{0}$ |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| $K / 3$ | 2 | 5 | 10 | 20 | 20 | 10 | 5 | 2 |  |
| 400 | 0.18 | 0.15 | 0.17 | - | - | 0.16 | 0.18 | 0.20 |  |
| 200 | 0.05 | 0.04 | 0.04 | - | - | 0.06 | 0.05 | 0.07 |  |
| 100 | 0.02 | 0.04 | - | - | - | - | 0.04 | 0.04 |  |
| 50 | 0.03 | 0.02 | - | - | - | - | 0.02 | 0.04 |  |

Table 2: Normalized MRE in the linear model with low noise for various calibrations: $K /(p+1)=50,100,200,400$ and $m_{0}=2,5,10,20, \ldots$ For instance, for $K /(p+1)=$ $200=m_{0} n_{0}$, the normalized MRE is available for $m_{0}=2,5,10,20,40,100$.

Table 2. The best performance is reached at the bottom left of the table with numbers that correspond to the optimal performance in Figure 2 (c). Moreover, notice that a large spectrum of calibration parameters $\left(K, m_{0}\right)$ yield low errors.
5.2. Asymptotic behavior of the sensitivity indices estimators. To illustrate the asymptotic behavior of the sensitivity indices estimators, Sobol's g-function, a benchmark in sensitivity analysis $[16,13]$, is considered. Sobol's g-function is given by

$$
g\left(U_{1}, \ldots, U_{p+1}\right)=\prod_{j=1}^{p+1} \frac{\left|4 U_{j}-2\right|+a_{j}}{1+a_{j}}
$$

where the $a_{j}$ are nonnegative and the $U_{j}$ are independent standard uniform random variables. The less $a_{j}$ the more $U_{j}$ is important. Elementary calculations show that the first-order Sobol index (2.5), associated with $U_{j}$, is given by

$$
S_{j}^{\left(a_{1}, \ldots, a_{p+1}\right)}=\frac{1}{3\left(1+a_{j}\right)^{2}}\left(-1+\prod_{j=1}^{p+1} \frac{\left(4 / 3+a_{j}^{2}+2 a_{j}\right)}{\left(1+a_{j}\right)^{2}}\right)^{-1}
$$

To build a stochastic model out of Sobol's g-function, we let one of the $U_{j}$ play the role of $Z$. For instance if $U_{i}, 1 \leq i \leq p+1$, were to play this role, then the stochastic model would be

$$
\begin{equation*}
Y=f\left(X_{1}, \ldots, X_{p}, Z\right)=g\left(X_{1}, \ldots, X_{i-1}, Z, X_{i}, \ldots, X_{p}\right) \tag{5.1}
\end{equation*}
$$

Of course $Y$ and $f$ above depend on $i$. In the rest of this section we choose arbitrarily $i=2$ and $p=4$.

The Sobol indices of the first and of the second kind (in the sense of Definition 2.1 and 2.2 ) are then easily seen to be

$$
S_{j}^{\prime}= \begin{cases}S_{j}^{\left(a_{1}, \ldots, a_{p+1}\right)} & \text { if } 1 \leq j \leq i-1 \\ S_{j+1}^{\left(a_{1}, \ldots, a_{p+1}\right)} & \text { if } i \leq j \leq p\end{cases}
$$

and $S_{j}^{\prime \prime}=S_{j}^{\left(b_{i 1}, \ldots, b_{i p}\right)}$, where

$$
b_{i j}=\left\{\begin{aligned}
a_{j} & \text { if } 1 \leq j \leq i-1 \\
a_{j+1} & \text { if } i \leq j \leq p
\end{aligned}\right.
$$

For each kind of Sobol index, we produced 500 estimates of the $p$ Sobol indices and computed the values of the mean squared error (MSE) by averaging over the 500 replications and summing over the $p$ indices. We tested $n=100,500,2500$ and $m=1,10,100$.


Fig. 3: MSEs for the Sobol index estimators of the first and second kind (logarithmic scale).


Fig. 4: Boxplots of the estimates for the Sobol index of the second kind associated with $X_{1}$. The red horizontal line is the truth.

The MSEs are shown in Figure 3. Let us look at 3a. As $n$ increases, the decrease is linear for each $m$. This indicates that the MSEs go to zero at a polynomial rate, even if $m$ is fixed (look at the line $m=1$ ). This agrees with the theoretical results
of Section 4. The picture is different for the estimator of Sobol indices of the second kind. In 3b, the curve for $m=1$ is not a straight line, indicating that the MSE may not go to zero. Indeed, the MSE for $m$ fixed is not expected to go to zero because of the bias depending on $m$. To make the MSE go to zero, one has to force $m$ go to infinity.

Figure 4, which shows the distribution of the estimates for the index associated to $X_{1}$, better explains this phenomenon. Here the bias is apparent for $m=1$ and vanishes as $m$ goes to infinity. The bias for the indices associated with the other inputs is not as large (not shown here).
6. Discussion. We have considered two kinds of sensitivity indices for stochastic models. Asymptotic normality of the estimators, which depend both on the number of explorations and the number of repetitions, has been established, and it was noticed that the second kind, that which arises from smoothing out the computer model, suffers from a bias term which vanishes only when the number of repetitions goes to infinity. Assuming a fixed computing budget, the performance of the sensitivity indices estimators, measured by the MRE, depends on the design of the Monte-Carlo sampling scheme. The optimal design corresponds to the minimal MRE. A bound on the MRE has been minimized and a two-stage procedure has been built to get estimators that asymptotically achieve the minimal bound. To test the procedure, simulation experiments were conducted, where the bias of the sensitivity estimator of the second kind was confirmed. Optimal compromises between repetitions and explorations have been identified and compared with the output of the two-stage procedure for different values of the tuning parameters.

This work opens many research directions. First, the sensitivity estimators of the two stages could be aggregated to build estimators with a lower variance. Second, other methods might be developed to optimize the Monte-Carlo sampling scheme. For instance the MSE might be approximated or asymptotic variance-covariance matrices might be minimized. Third, multilevel Monte-Carlo sampling schemes might be considered to alleviate the bias issue. Fourth, a finite-sample analysis could be conducted to get insight into the tradeoff $K$ is subjected to. Fifth, since the bias is known, it could be estimated to build bias-corrected sensitivity indices estimators. Sixth, the problem of choosing a number of calls with many divisors must be addressed. It may be worth to call the model a bit less if this permits to have a better set $\operatorname{div}_{p}(T)$. Seventh, the assumption that $X$ and $Z$ are independent might be relaxed.

## Appendix A. Proofs.

Proof of Proposition 3.1. Assume without loss of generality that $D_{1}<\cdots<$ $D_{p}$. We first prove the following Lemma. For convenience, the subscripts $n$ and $m$ are left out.

Lemma A.1. Let $i<j$. Then

$$
P\left(\widehat{D}_{i}-\widehat{D}_{j} \geq 0\right) \leq \frac{\operatorname{Var} \widehat{D}_{i}+\operatorname{Var} \widehat{D}_{j}}{\frac{1}{2}\left|D_{i}-D_{j}\right|^{2}}
$$

Proof. We have

$$
\begin{aligned}
P\left(\widehat{D}_{i}-\widehat{D}_{j} \geq 0\right) & \leq P\left(\left|\widehat{D}_{i}-D_{i}\right|+\left|\widehat{D}_{j}-D_{j}\right| \geq D_{j}-D_{i}\right) \\
& \leq P\left(\left|\widehat{D}_{i}-D_{i}\right|^{2}+\left|\widehat{D}_{j}-D_{j}\right|^{2} \geq \frac{1}{2}\left|D_{j}-D_{i}\right|^{2}\right)
\end{aligned}
$$

and the claim follows from Markov's inequality.
We now prove Proposition 3.1. Recall that $D_{1}<\cdots<D_{p}$. We have

$$
\begin{aligned}
\sum_{i=1}^{p} \mathrm{E}\left|\widehat{R}_{i}-R_{i}\right| & \leq \sum_{i=1}^{p} \sum_{j=1}^{p} \mathrm{E}\left|\mathbf{1}\left(\widehat{D}_{j} \leq \widehat{D}_{i}\right)-\mathbf{1}\left(D_{j} \leq D_{i}\right)\right| \\
& \leq \sum_{i=1}^{p} \sum_{j \neq i} \frac{\operatorname{Var} \widehat{D}_{i}+\operatorname{Var} \widehat{D}_{j}}{\frac{1}{2}\left|D_{i}-D_{j}\right|^{2}} \\
& \leq \frac{4(p-1)}{\min _{j<j^{\prime}}\left|D_{j}-D_{j^{\prime}}\right|^{2}} \sum_{i=1}^{p} \operatorname{Var} \widehat{D}_{i}
\end{aligned}
$$

where the second inequality holds by Lemma A. 1 and because

$$
\mathrm{E}\left|\mathbf{1}\left(\widehat{D}_{j} \leq \widehat{D}_{i}\right)-\mathbf{1}\left(D_{j} \leq D_{i}\right)\right|=\left\{\begin{aligned}
\mathrm{E}\left|\mathbf{1}\left(\widehat{D}_{j}>\widehat{D}_{i}\right)\right| & \text { if } j<i \\
0 & \text { if } j=i \\
\mathrm{E}\left|\mathbf{1}\left(\widehat{D}_{j} \leq \widehat{D}_{i}\right)\right| & \text { if } j>i
\end{aligned}\right.
$$

It remains to calculate the variances. But this is done in Lemma C. 3 in Appendix C, where it is found that

$$
\begin{aligned}
\operatorname{Var} \widehat{D}_{j}= & \frac{1}{n}\left\{\operatorname{Var} \mathrm{E}\left[Y_{0} Y_{j} \mid \mathbf{X}\right]+\frac{1}{m}\left(\mathrm{E} \operatorname{Var}\left[Y_{0} Y_{j} \mid \mathbf{X}\right]-\operatorname{Var}\left[Y_{0} \mid \mathbf{X}\right] \operatorname{Var}\left[Y_{j} \mid \mathbf{X}\right]\right)\right. \\
& \left.+\frac{1}{m^{2}} \mathrm{E} \operatorname{Var}\left[Y_{0} \mid \mathbf{X}\right] \operatorname{Var}\left[Y_{j} \mid \mathbf{X}\right]\right\}
\end{aligned}
$$

Proof of Proposition 3.3. We distinguish between three cases: $0<m^{*}<1$, $m^{*}>(T-K) /(p+1)$ and $1 \leq m^{*} \leq(T-K) /(p+1)$. Recall that $m_{T-K}^{\dagger}$ is the minimizer of $v(m), m$ in $\operatorname{div}_{p}(T-K)$.

If $0<m^{*}<1$ then by definition $\varphi_{T-K}\left(m^{*}\right)=1$ and by convexity $v\left(m^{*}\right) \leq$ $v(1) \leq v(m)$ for all $m$ in $\operatorname{div}_{p}(T-K)$. Therefore $m_{T-K}^{\dagger}=1$.

If $m^{*}>(T-K) /(p+1)$ then by definition $\varphi_{T-K}\left(m^{*}\right)=(T-K) /(p+1)$ and by convexity $v\left(m^{*}\right) \leq v((T-K) /(p+1)) \leq v(m)$ for all $m$ in $\operatorname{div}_{p}(T-K)$. Therefore $m_{T-K}^{\dagger}=(T-K) /(p+1)$.

If $1 \leq m^{*} \leq(T-K) /(p+1)$ then by definition

$$
\varphi_{T-K}\left(m^{*}\right)= \begin{cases}\left\llcorner m^{*}\right\lrcorner_{T-K} & \text { if } \sqrt{\left\llcorner m^{*}\right\lrcorner_{T-K}\left\ulcorner m^{*}\right\urcorner_{T-K}}>m^{*} \\ \left\ulcorner m^{*}\right\urcorner_{T-K} & \text { if } \sqrt{\left\llcorner m^{*}\right\lrcorner_{T-K}\left\ulcorner m^{*}\right\urcorner_{T-K}} \leq m^{*}\end{cases}
$$

By convexity $m_{T-K}^{\dagger}$ must be $\left\llcorner m^{*}\right\lrcorner_{T-K}$ or $\left\ulcorner m^{*}\right\urcorner_{T-K}$. If $\left\llcorner m^{*}\right\lrcorner_{T-K}=\left\ulcorner m^{*}\right\urcorner_{T-K}$ then $m_{T-K}^{\dagger}=\left\ulcorner m^{*}\right\urcorner_{T-K}=\varphi_{T-K}\left(m^{*}\right)$. Otherwise, since $v(x)=\zeta_{1} x+\zeta_{2}+\zeta_{3} / x, x>0$, for some constants $\zeta_{1}, \zeta_{2}$ and $\zeta_{3}$ such that $\zeta_{3} / \zeta_{1}=m^{*}$, we have

$$
v\left(\left\llcorner m^{*}\right\lrcorner_{T-K}\right)<v\left(\left\ulcorner m^{*}\right\urcorner_{T-K}\right) \text { iff } \sqrt{\left\llcorner m^{*}\right\lrcorner_{T-K}\left\ulcorner m^{*}\right\urcorner_{T-K}}>\frac{\zeta_{3}}{\zeta_{1}}=m^{*} .
$$

Therefore $\varphi_{T-K}\left(m^{*}\right)=m_{T-K}^{\dagger}$.
Let us prove that the minimizer of $v(m), m \in \operatorname{div}_{p}(T-K)$, is unique if $m^{*} \neq$ $\sqrt{\left\llcorner m^{*}\right\lrcorner_{T-K}\left\ulcorner m^{*}\right\urcorner T-K}$. If it were not, then we would have $v\left(\left\llcorner m^{*}\right\lrcorner_{T-K}\right)$ $=v\left(\left\ulcorner m^{*}\right\urcorner_{T-K}\right)$. Bus this implies $m^{*}=\sqrt{\left\llcorner m^{*}\right\lrcorner T-K\left\ulcorner m^{*}\right\urcorner_{T-K}}$, which is a contradiction.

Proof of Theorem 3.4. In this proof $m_{0}$ and $n_{0}$ are denoted by $m$ and $n$, respectively. In view of (3.3) and (3.4)-(3.9), we have

$$
\widehat{m}_{K}^{*}=\sqrt{\frac{\sum_{j=1}^{p} \widehat{\zeta}_{3, j}}{\sum_{j=1}^{p} \widehat{\zeta}_{1, j}}}=\sqrt{\frac{\sum_{j=1}^{p} \frac{1}{n} \sum_{i=1}^{n} \xi_{j ; m, i}^{(3.4)}+\xi_{j ; m, i}^{(3.5)}-\xi_{j ; m, i}^{(3.6)}-\xi_{j ; m, i}^{(3.7)}}{\sum_{j=1}^{p} \frac{1}{n} \sum_{i=1}^{n} \xi_{j ; m, i}^{(3.8)}-\left(\frac{1}{n} \sum_{i=1}^{n} \xi_{j ; m, i}^{(3.9)}\right)^{2}}},
$$

where the $\xi_{j ; m, i}^{(e)}, i=1, \ldots, n, j=1, \ldots, p, e=3.4, \ldots, 3.9$, are implicitly defined through (3.4)-(3.9). Let

$$
\begin{aligned}
& \overline{\boldsymbol{\xi}}=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\xi}_{m, i}, \\
& \boldsymbol{\xi}_{m, i}=\left(\boldsymbol{\xi}_{1 ; m, i}^{\top}, \ldots, \boldsymbol{\xi}_{p ; m, i}^{\top}\right)^{\top}, \quad i=1, \ldots, n, \\
& \boldsymbol{\xi}_{j ; m, i}=\left(\xi_{j ; m, i}^{(3.4)}, \ldots, \xi_{j ; m, i}^{(3.9)}\right)^{\top}, \quad j=1, \ldots, p, \quad i=1, \ldots, n .
\end{aligned}
$$

Let $s$ be the function defined by

$$
s(\mathbf{x})=\sqrt{\frac{\sum_{j=1}^{p} x_{j}^{(3.4)}+x_{j}^{(3.5)}-x_{j}^{(3.6)}-x_{j}^{(3.7)}}{\sum_{j=1}^{p} x_{j}^{(3.8)}-x_{j}^{(3.9) 2}}}
$$

where $\mathbf{x}=\left(\mathbf{x}_{1}^{\top}, \ldots, \mathbf{x}_{p}^{\top}\right)^{\top}, \mathbf{x}_{j}=\left(x_{j}^{(3.4)}, \ldots, x_{j}^{(3.9)}\right)^{\top}, j=1, \ldots, p$. With the above notation we have $\widehat{m}_{K}^{*}=s(\overline{\boldsymbol{\xi}})$. Moreover, elementary calculations show that

$$
\begin{equation*}
\mathrm{E} \boldsymbol{\xi}_{m, 1}=\boldsymbol{\theta}+\sum_{\nu=1}^{4} \frac{\mathbf{C}_{\nu}}{m^{\nu}}, \tag{A.1}
\end{equation*}
$$

where the $\mathbf{C}_{\nu}$ are vectors of constants, $\boldsymbol{\theta}=\left(\boldsymbol{\theta}_{1}^{\top}, \ldots, \boldsymbol{\theta}_{p}^{\top}\right)^{\top}$ and

$$
\boldsymbol{\theta}_{j}=\mathrm{E}\left(\begin{array}{c}
Y_{0}^{(1,1) 2} Y_{j}^{(1,1) 2} \\
Y_{0}^{(1,1)} Y_{0}^{(1,2)} Y_{j}^{(1,1)} Y_{j}^{(1,2)} \\
Y_{0}^{(1,1)} Y_{0}^{(1,2)} Y_{j}^{(1,1) 2} \\
Y_{j}^{(1,1)} Y_{j}^{(1,2)} Y_{0}^{(1,1) 2} \\
Y_{0}^{(1,1)} Y_{0}^{(1,2)} Y_{j}^{(1,1)} Y_{j}^{(1,2)} \\
Y_{j}^{(1,1)} Y_{0}^{(1,1)}
\end{array}\right)
$$

Check that $m^{*}=s(\boldsymbol{\theta})$. A concatenation of two Taylor expansions yield

$$
\begin{align*}
& \sqrt{n}\left(\overline{\boldsymbol{\xi}}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)^{\top} \dot{s}\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)+\frac{1}{2}\left(\overline{\boldsymbol{\xi}}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)^{\top} \ddot{s}_{n, m}\left(\overline{\boldsymbol{\xi}}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right) \\
= & \sqrt{n}\left(s(\overline{\boldsymbol{\xi}})-s\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)\right)  \tag{A.2}\\
= & \sqrt{n}\left(s(\overline{\boldsymbol{\xi}})-s(\boldsymbol{\theta})-\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}-\boldsymbol{\theta}\right)^{\top} \dot{s}(\boldsymbol{\theta})-\frac{1}{2}\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}-\boldsymbol{\theta}\right)^{\top} \ddot{s}_{m}\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}-\boldsymbol{\theta}\right)\right)
\end{align*}
$$

where $\dot{s}$ is the gradient of $s, \ddot{s}_{n, m}$ is the Hessian matrix of $s$ at a point between $\overline{\boldsymbol{\xi}}$ and $\boldsymbol{\theta}_{m}$, and, $\ddot{s}_{m}$ is the Hessian matrix of $s$ at a point between $\mathrm{E} \boldsymbol{\xi}_{m, 1}$ and $\boldsymbol{\theta}$. It
follows from (A.1) that $\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}-\boldsymbol{\theta}\right)^{\top} \dot{s}(\boldsymbol{\theta})$ is clearly of the form $\sum_{\nu=1}^{4} C_{\nu} / m^{\nu}$ for some constants $C_{\nu}$. Putting

$$
\left.\epsilon_{m}=\frac{1}{2}\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}-\boldsymbol{\theta}\right)^{\top} \ddot{s}_{m}\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}-\boldsymbol{\theta}\right)\right)+\sum_{\nu=2}^{4} \frac{C_{\nu}}{m^{\nu}},
$$

it follows from (A.2) that

$$
\begin{align*}
& \sqrt{n}\left(\overline{\boldsymbol{\xi}}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)^{\top} \dot{s}\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)+\frac{1}{2}\left(\overline{\boldsymbol{\xi}}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)^{\top} \ddot{s}_{n, m}\left(\overline{\boldsymbol{\xi}}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)  \tag{A.3}\\
&=\sqrt{n}\left(\widehat{m}_{K}^{*}-m^{*}-\frac{C_{1}}{m}-\epsilon_{m}\right) .
\end{align*}
$$

If $m$ is fixed then Lemma B. 2 in Appendix B yields

$$
\sqrt{n}\left(\overline{\boldsymbol{\xi}}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right) \rightarrow N\left(0, \Sigma_{m}\right),
$$

for some variance-covariance matrix $\Sigma_{m}$ of size $6 p \times 6 p$. Moreover, the second term in the left-hand side of (A.3) is $o_{P}(1)$ by Cauchy-Schwartz's inequality and the continuity of the second derivatives of $s$. The first term goes to $N\left(0, \dot{s}\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)^{\top} \Sigma_{m} \dot{s}\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)\right)$ and hence the claim follows with $\sigma_{m}^{2}=\dot{s}\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)^{\top} \Sigma_{m} \dot{s}\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)$ and $C=C_{1}$.

If $m \rightarrow \infty$ then again Lemma B. 2 in Appendix B applies: we have

$$
\sqrt{n}\left(\overline{\boldsymbol{\xi}}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right) \rightarrow N\left(0, \lim _{m \rightarrow \infty} \Sigma_{m}\right) .
$$

Since $\epsilon_{m}-\sum_{\nu=2}^{4} C_{\nu} / m^{\nu}=o\left(m^{-1}\right), \dot{s}$ is continuous and $\mathrm{E} \boldsymbol{\xi}_{m, 1} \rightarrow \boldsymbol{\theta}$, the claim follows. The proof is complete.

Proof of Proposition 3.6. By definition, $\widehat{m}_{T-K}^{\dagger}=\varphi_{T-K}\left(\widehat{m}_{K}^{*}\right)$ and $m_{T-K}^{\dagger}=$ $\varphi_{T-K}\left(m^{*}\right)$. The function $\varphi_{T-K}$ is piecewise constant and has $\left|\operatorname{div}_{p}(T-K)\right|-1$ points of discontinuity of the form $\sqrt{i j}$, where $i$ and $j$ are two consecutive members of

$$
\operatorname{div}_{p}(T-K) \backslash\left\{1, \frac{T-K}{p+1}\right\}
$$

Denote the set of discontinuity points by $\mathcal{D}_{T-K}$. Clearly,

$$
\mathcal{D}_{T-K} \subset\{\sqrt{i j}: i \text { and } j \text { are two consecutive integers }\}=\mathcal{E}
$$

There exists an open interval that contains $m^{*}$ but does not contain any points of $\mathcal{E}$ and hence does not contain any points of $\mathcal{D}_{T-K}$, whatever $T$ and $K$. If $\widehat{m}_{K}^{*}$ is in this interval then there are no discontinuity points between $m^{*}$ and $\widehat{m}_{K}^{*}$ and hence $\widehat{m}_{T-K}^{\dagger}=\varphi_{T-K}\left(\widehat{m}_{K}^{*}\right)=\varphi_{T-K}\left(m^{*}\right)=m_{T-K}^{\dagger}$. By Corollary 3.5, the probability of that event goes to one as $m_{0}$ and $n_{0}$ go to infinity.

Proof of Theorem 3.7. Let $\varepsilon>0$. An obvious algebraic manipulation and Taylor's expansion yield

$$
\begin{aligned}
& P\left(\left|\frac{\frac{1}{T-K} v\left(\widehat{m}_{T-K}^{\dagger}\right)-\frac{1}{T} v\left(m_{T-K}^{\dagger}\right)}{\frac{1}{T} v\left(m_{T-K}^{\dagger}\right)}>\varepsilon\right|\right) \\
& \leq P\left(\left|\frac{T}{T-K}\left(\widehat{m}_{T-K}^{\dagger}-m_{T-K}^{\dagger}\right) v^{\prime}(\widetilde{m})+\frac{K}{T-K} v\left(m_{T-K}^{\dagger}\right)\right|>v\left(m_{T-K}^{\dagger}\right) \varepsilon\right),
\end{aligned}
$$

where $\widetilde{m}$ denotes a real between $\widehat{m}_{T-K}^{\dagger}$ and $m_{T-K}^{\dagger}$. A decomposition of the probability above according to whether $\widehat{m}_{T-K}^{\dagger}-m_{T-K}^{\dagger} \neq 0$ or $\widehat{m}_{T-K}^{\dagger}-m_{T-K}^{\dagger}=0$ yields the bound

$$
P\left(\widehat{m}_{T-K}^{\dagger}-m_{T-K}^{\dagger} \neq 0\right)+P\left(\frac{K}{T-K}>\varepsilon\right) .
$$

The first term goes to zero by Proposition 3.6. The second term goes to zero because $K / T \rightarrow 0$.

Proof of Theorem 4.1. The proof is based on the results in Appendix B. The Sobol estimators in (2.11) and (2.12) are of the form

$$
\widehat{S}_{j ; n, m}^{\prime}=\frac{\frac{1}{n} \sum_{i=1}^{n} \xi_{j ; m, i}^{\mathrm{UL}}-\left(\frac{1}{n} \sum_{i=1}^{n} \xi_{m, i}^{\mathrm{UR}}\right)^{2}}{\frac{1}{n} \sum_{i=1}^{n} \xi_{m, i}^{\mathrm{LL}}-\left(\frac{1}{n} \sum_{i=1}^{n} \xi_{m, i}^{\mathrm{UR}}\right)^{2}}, \quad j=1, \ldots, p,
$$

and

$$
\widehat{S}_{j ; n, m}^{\prime \prime}=\frac{\frac{1}{n} \sum_{i=1}^{n} \xi_{j ; m, i}^{\mathrm{UL}}-\left(\frac{1}{n} \sum_{i=1}^{n} \xi_{m, i}^{\mathrm{UR}}\right)^{2}}{\frac{1}{n} \sum_{i=1}^{n} \xi_{m, i}^{\prime \prime \mathrm{LL}}-\left(\frac{1}{n} \sum_{i=1}^{n} \xi_{m, i}^{\mathrm{UR}}\right)^{2}}, \quad j=1, \ldots, p,
$$

where the notation is obvious. Denote $\boldsymbol{\xi}_{m, i}:=\left(\xi_{1 ; m, i}^{\mathrm{UL}}, \ldots, \xi_{p ; m, i}^{\mathrm{UL}}, \xi_{m, i}^{\mathrm{UR}}, \xi_{m, i}^{\prime \mathrm{LL}}, \xi_{m, i}^{\prime \prime \mathrm{LL}}\right)^{\top}$. Elementary but burdensome calculations show that

$$
\mathrm{E} \boldsymbol{\xi}_{m, 1}=\left(\begin{array}{c}
\mathrm{E}[f(X, Z) \mid X] \mathrm{E}\left[f\left(\tilde{X}_{-1}, Z\right) \mid \tilde{X}_{-1}\right] \\
\vdots \\
\mathrm{E} \mathrm{E}[f(X, Z) \mid X] \mathrm{E}\left[f\left(\tilde{X}_{-p}, Z\right) \mid \tilde{X}_{-p}\right] \\
\mathrm{E} f(X, Z) \\
\mathrm{E} f(X, Z)^{2} \\
\mathrm{E}[f(X, Z) \mid X]^{2}+\frac{\mathrm{E} \operatorname{Var}[f(X, Z) \mid X]}{m}
\end{array}\right) .
$$

(Some calculations are carried out in Appendix C.) Define the function

$$
\begin{aligned}
& s\left(x_{1}, \ldots, x_{p}, x_{p+1}, x_{p+2}, x_{p+3}\right) \\
& \\
& =\left(\frac{x_{1}-x_{p+1}^{2}}{x_{p+2}-x_{p+1}^{2}}, \ldots, \frac{x_{p}-x_{p+1}^{2}}{x_{p+2}-x_{p+1}^{2}}, \frac{x_{1}-x_{p+1}^{2}}{x_{p+3}-x_{p+1}^{2}}, \ldots, \frac{x_{p}-x_{p+1}^{2}}{x_{p+3}-x_{p+1}^{2}}\right)
\end{aligned}
$$

Clearly, we have

$$
s\left(\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\xi}_{m, i}\right)=\binom{\widehat{\mathbf{S}}_{n, m}^{\prime}}{\widehat{\mathbf{S}}_{n, m}^{\prime \prime}}
$$

and

$$
s\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)=\binom{\mathbf{S}^{\prime}}{\mathbf{S}^{\prime \prime}\left[1-\frac{\mathrm{EVar}[f(X, Z) \mid X]}{\mathrm{E} \operatorname{Var}[f(X, Z) \mid X]+m \operatorname{Var} \mathrm{E}[f(X, Z) \mid X]}\right]} .
$$

If $m$ is fixed then Lemma B. 2 in Appendix B yields

$$
\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\xi}_{m, i}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right) \stackrel{d}{\rightarrow} N\left(0, \Sigma_{m}\right)
$$

for some nonnegative matrix $\Sigma_{m}$ of size $(p+3) \times(p+3)$ and the result follows by the delta-method.

If $m \rightarrow \infty$, Lemma B. 2 still holds with the variance-covariance matrix replaced by its limit. Taylor's expansion yields

$$
\begin{aligned}
& \sqrt{n}\left(s\left(\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\xi}_{m, i}\right)-s\left(\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)\right) \\
& =\sqrt{n}\left(\left(\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\xi}_{m, i}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right) \dot{s}_{m}\right. \\
& \left.\quad+\frac{1}{2}\left(\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\xi}_{m, i}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)^{\top} \ddot{s}_{n, m}\left(\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\xi}_{m, i}-\mathrm{E} \boldsymbol{\xi}_{m, 1}\right)\right)
\end{aligned}
$$

where $\dot{s}_{m}$ is the gradient of $s$ at $\mathrm{E} \boldsymbol{\xi}_{m, 1}$ and $\ddot{s}_{n, m}$ is the Hessian matrix of $s$ at a point between $n^{-1} \sum_{i} \boldsymbol{\xi}_{m, i}$ and $\mathrm{E} \boldsymbol{\xi}_{m, 1}$. Since that point goes to a constant and $s$ has continuous second derivatives, it holds that $\ddot{s}_{n, m}$ goes to a constant as well. So does $\dot{s}_{m}$ and the claim follows by Slutsky's lemma.

Appendix B. A unified treatment of the asymptotics. All estimators in this paper have a common form, given by

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \xi_{m, i} \tag{B.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\xi_{m, i}=\prod_{l=1}^{L} \frac{1}{m} \sum_{k=1}^{m} \prod_{j=0}^{p} Y_{j}^{(i, k) b_{j ; l}} \tag{B.2}
\end{equation*}
$$

where $Y_{0}^{(i, k)}=Y^{(i, k)}=f\left(X^{(i)}, Z_{0}^{(i, k)}\right), Y_{j}^{(i, k)}=f\left(\widetilde{X}_{-j}^{(i)}, Z_{j}^{(i, k)}\right)$ for $j=1, \ldots, p$, and $b_{j ; l}, j=0, \ldots, p, l=1, \ldots, L$, are nonnegative coefficients. The coefficients are arranged in a matrix $\left(b_{j ; l}\right)$ with $L$ rows and $p+1$ columns, where $b_{j ; l}$ is the element in the $l$ th row and $(j+1)$ th column. This way, all estimators of the form (B.1) and (B.2), or, equivalently, all summands (B.2), can be represented by a matrix. We sometimes write $\xi_{m, i} \simeq\left(b_{j ; l}\right)$, where $\left(b_{j ; l}\right)$ is the matrix of size $L \times(p+1)$ with coefficients $b_{j ; l}$, $j=0, \ldots, p, l=1, \ldots, L$.
B.1. Examples. The estimator

$$
\frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k)} \frac{1}{m} \sum_{k^{\prime}=1}^{m} Y_{j}^{\left(i, k^{\prime}\right)}
$$

is of the form (B.1) and (B.2) with $L=2$ and coefficients

$$
\left(\begin{array}{llllllll}
1 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0
\end{array}\right),
$$
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where the non-null columns are the first and the $(j+1)$ th ones. The estimators

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k)}, \quad \frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k) 2}, \\
& \frac{1}{n} \sum_{i=1}^{n}\left(\frac{1}{m} \sum_{k=1}^{m} Y_{0}^{(i, k)}\right)^{2}
\end{aligned}
$$

are of the form (B.1) and (B.2) with $L=2$ and coefficients

$$
\begin{aligned}
& \left(\begin{array}{llllllll}
1 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0
\end{array}\right), \quad\left(\begin{array}{lllllllll}
2 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0
\end{array}\right), \\
& \left(\begin{array}{llllllll}
1 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\
1 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0
\end{array}\right),
\end{aligned}
$$

respectively.
The estimators of Section 3. In view of (3.4)-(3.9), the estimators $\widehat{\zeta}_{3, j}$ and $\widehat{\zeta}_{1, j}$ can be expressed in terms of estimators of the form (B.1) and (B.2): we have
where
are all of the form (B.2) with $L=4$ and coefficients
$731 \quad\left(\begin{array}{llllllll}2 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 2 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0\end{array}\right), \quad\left(\begin{array}{cccccccc}1 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\ 1 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0\end{array}\right)$,
$732 \quad\left(\begin{array}{llllllll}1 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\ 1 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 2 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0\end{array}\right), \quad\left(\begin{array}{cccccccc}2 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0\end{array}\right)$,
$733 \quad\left(\begin{array}{llllllll}1 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\ 1 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0\end{array}\right), \quad\left(\begin{array}{cccccccc}1 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0\end{array}\right)$,
respectively. In the matrices above, the first and $j+1$ th columns are nonnull.

The estimators of Section 4. The Sobol estimators in (2.11) and (2.12) are of the form (B.1) and (B.2) with $L=2$ and coefficients

$$
\xi_{1 ; m, i}^{\mathrm{UL}} \simeq\left(\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0
\end{array}\right), \cdots, \xi_{p ; m, i}^{\mathrm{UL}} \simeq\left(\begin{array}{ccccc}
1 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 1
\end{array}\right)
$$

for the upper left (UL) terms,

$$
\xi_{m, i}^{\mathrm{UR}} \simeq\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{array}\right)
$$

for the upper right (UR) term,

$$
\xi_{m, i}^{\prime \mathrm{LL}} \simeq\left(\begin{array}{llll}
2 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{array}\right)
$$

for the lower left (LL) term of $\widehat{S}_{j ; n, m}^{\prime}$ and

$$
\xi_{m, i}^{\prime \prime \mathrm{LL}} \simeq\left(\begin{array}{llll}
1 & 0 & \cdots & 0 \\
1 & 0 & \cdots & 0
\end{array}\right)
$$

for the lower left (LL) term of $\widehat{S}_{j ; n, m}^{\prime \prime}$.
B.2. A central limit theorem. For each $n$, the random variables $\xi_{m, 1}, \ldots, \xi_{m, n}$ are independent and identically distributed. Denote by $\mathcal{E}_{m, i}(L)$ the set of all summands (B.2). In other words, $\mathcal{E}_{m, i}(L)$ is the set of all nonnegative matrices of size $L \times(p+1)$. This set has useful properties, gathered in Proposition B. 1 for subsequent use.

Proposition B.1. Let $\xi$ be an element of $\mathcal{E}_{m, i}(L)$ with coefficients $\left(b_{j ; l}\right)$. The following statements are true.
(i) If $\xi^{\prime}$ is an element of $\mathcal{E}_{m, i}(L)$ with coefficients $\left(b_{j ; l}^{\prime}\right)$ then $\xi \xi^{\prime}$ is an element of $\mathcal{E}_{m, i}(2 L)$ with coefficients

$$
\left(\begin{array}{ccc}
b_{0 ; 1} & \cdots & b_{p ; 1} \\
\vdots & & \vdots \\
b_{0 ; L} & \cdots & b_{p ; L} \\
b_{0 ; 1}^{\prime} & \cdots & b_{p ; 1}^{\prime} \\
\vdots & & \vdots \\
b_{0 ; L}^{\prime} & \cdots & b_{p ; L}^{\prime}
\end{array}\right) .
$$

(ii) The limit of $\mathrm{E} \xi$ exists as $m \rightarrow \infty$.
(iii) If there exists some function $F$ such that $|f(x, z)| \leq F(x)$ for all $x$ and $z$ in the domain of definition of $f$ then

$$
|\xi| \leq\left(\bigvee_{j=0}^{p} F_{j}\left(\mathbf{X}^{(i)}\right)\right)^{\sum_{j=0}^{p} \sum_{l=1}^{L} b_{j ; l}}
$$

where $F_{j}\left(\mathbf{X}^{(i)}\right)$ is $F\left(X^{(i)}\right) \vee 1$ if $j=0$ and $F\left(\widetilde{X}_{-j}^{(i)}\right) \vee 1$ if $j \geq 1$.

Proof. The proof of (i) is trivial. Let us prove (ii). We have

$$
\begin{align*}
\mathrm{E} \xi & =\frac{1}{m^{L}} \sum_{\left(k_{1}, \ldots, k_{L}\right) \in\{1, \ldots, m\}^{L}} \mathrm{E} \prod_{l=1}^{L} \prod_{j=0}^{p} Y_{j}^{\left(1, k_{l}\right) b_{j ; l}} \\
& =\frac{1}{m^{L}} \sum_{\left(k_{1}, \ldots, k_{L}\right) \in\{1, \ldots, m\}^{L}} \mathrm{E} \mathrm{E}\left(\prod_{l=1}^{L} \prod_{j=0}^{p} Y_{j}^{\left(1, k_{l}\right) b_{j, l}} \mid \mathbf{X}^{(1)}\right) \\
& =\frac{1}{m^{L}} \sum_{\left(k_{1}, \ldots, k_{L}\right) \in\{1, \ldots, m\}^{L}} \mathrm{E} \prod_{j=0}^{p} \mathrm{E}\left(\prod_{l=1}^{L} Y_{j}^{\left(1, k_{l}\right) b_{j ; l}} \mid \mathbf{X}^{(1)}\right) . \tag{B.3}
\end{align*}
$$

Since (i) $\mathbf{X}^{(1)}$ and $\left\{\mathbf{Z}^{(1, k)}, k=1, \ldots, m\right\}$ are independent and (ii) the law of

$$
\left(\mathbf{Z}^{\left(1, k_{1}\right)}, \ldots, \mathbf{Z}^{\left(1, k_{L}\right)}\right)
$$

is invariant through any permutation of distinct $k_{1}, \ldots, k_{L}$, all the inner expectations in (B.3) are equal to some others. For if $k_{1}, \ldots, k_{L}$ are distinct then

$$
\mathrm{E}\left(\prod_{l=1}^{L} Y_{j}^{\left(1, k_{l}\right) b_{j ; l}} \mid \mathbf{X}^{(1)}\right)=\mathrm{E}\left(\prod_{l=1}^{L} Y_{j}^{(1, l) b_{j ; l}} \mid \mathbf{X}^{(1)}\right)
$$

for all $j=0, \ldots, p$. The number of inner expectations equal to the one above is $m(m-1) \cdots(m-L+1)$, a polynomial in $m$ with degree $L$. If some components of the tuple $\left(k_{1}, \ldots, k_{L}\right)$ are equal, then we can always write

$$
\mathrm{E}\left(\prod_{l=1}^{L} Y_{j}^{\left(1, k_{l}\right) b_{j l}} \mid \mathbf{X}^{(1)}\right)=\mathrm{E}\left(\prod_{l=1}^{L^{\prime}} Y_{j}^{(1, l) \beta_{j ; l}} \mid \mathbf{X}^{(1)}\right)
$$

for some $L^{\prime} \leq L$ and coefficients $\beta_{j l}$ It is easy to see that the number of inner expectations equal to the one above is a polynomial in $m$ with degree at most $L$. (Looking at examples helps to see this; see e.g. the proof of Lemma C. 2 in Appendix C.) Therefore, the sum in (B.3) is also a polynomial in $m$ with degree at most $L$ and the claim follows ( $\mathrm{E} \xi$ can be zero). To prove (iii), simply remember that, by assumption, $\left|Y^{(1, k)}\right| \leq F\left(X^{(1)}\right)$ and $\left|Y_{j}^{(1, k)}\right| \leq F\left(\tilde{X}_{-j}^{(1)}\right)$ for all $k$ and all $j$.

Two frameworks are considered:

- $n \rightarrow \infty$ and $m$ is fixed;
- $n \rightarrow \infty$ and $m \rightarrow \infty$.

In the second framework $m_{n}$ is a sequence indexed by $n$ that goes to infinity as $n$ goes to infinity.

Lemma B.2. Let $\xi_{m, i}^{(I)}, I=1, \ldots, N$, be elements of $\mathcal{E}_{m, i}(L)$ with coefficients $\left(b_{j ; l}^{(I)}\right)$. Assume

$$
\operatorname{E} F\left(X^{(1)}\right)^{2 \sum_{j=0}^{p} \sum_{l=1}^{L} b_{j ; l}^{(I)}}<\infty
$$

for all $I=1, \ldots, N$. Let $n \rightarrow \infty$. If $m$ is fixed then

$$
\sqrt{n}\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{m, i}^{(1)}-\mathrm{E} \xi_{m, 1}^{(1)}, \ldots, \frac{1}{n} \sum_{i=1}^{n} \xi_{m, i}^{(N)}-\mathrm{E} \xi_{m, 1}^{(N)}\right]^{\top} \xrightarrow{d} N\left(0, \Sigma_{m}\right)
$$

where $\Sigma_{m}$ is the variance-covariance matrix of $\boldsymbol{\xi}_{m, i}=\left(\xi_{m, i}^{(1)}, \ldots, \xi_{m, i}^{(N)}\right)^{\top}$. If $m \rightarrow$ $\infty$ then $\lim _{m \rightarrow \infty} \Sigma_{m}$ exists elementwise and the above display with $\Sigma_{m}$ replaced by $\lim _{m \rightarrow \infty} \Sigma_{m}$ is true.

Proof. Let $m$ be fixed. By Proposition B. 1 (i), $\xi_{m, i}^{(I) 2}, I=1, \ldots, N$, belongs to $\mathcal{E}_{m, i}(2 L)$ and has coefficients

$$
\xi_{m, i}^{(I) 2} \simeq\left(\begin{array}{ccc}
b_{0 ; 1}^{(I)} & \cdots & b_{p ; 1}^{(I)} \\
\vdots & & \vdots \\
b_{0 ; L}^{(I)} & \cdots & b_{p, L}^{(I)} \\
b_{0 ; 1}^{(I)} & \cdots & b_{p ; 1}^{(I)} \\
\vdots & & \vdots \\
b_{0 ; L}^{(I)} & \cdots & b_{p ; L}^{(I)}
\end{array}\right) .
$$

Thus, denoting $\sum_{j=0}^{p} \sum_{l=1}^{L} b_{j ; l}^{(I)}$ by $\beta$, Proposition B. 1 (iii) yields

$$
\begin{equation*}
\xi_{m, i}^{(I) 2} \leq \bigvee_{j=0}^{p} F_{j}\left(\mathbf{X}^{(i)}\right)^{2 \beta} \tag{B.4}
\end{equation*}
$$

and hence

$$
\mathrm{E} \xi_{m, i}^{(I) 2} \leq \mathrm{E} \bigvee_{j=0}^{p} F_{j}\left(\mathbf{X}^{(1)}\right)^{2 \beta} \leq(p+1) \mathrm{E}\left(1 \vee F\left(X^{(1)}\right)\right)^{2 \beta}<\infty
$$

Therefore we can apply the central limit theorem to finish the proof for $m$ fixed.
Let $m \rightarrow \infty$. According to Lindeberg-Feller's central limit theorem (see e.g. [23]), it suffices to show
(i) for all $\epsilon>0$,

$$
\sum_{i=1}^{n} \mathrm{E}\left\|\frac{1}{\sqrt{n}} \boldsymbol{\xi}_{m, i}\right\|^{2} \mathbf{1}\left\{\left\|\frac{1}{\sqrt{n}} \boldsymbol{\xi}_{m, i}\right\|>\epsilon\right\} \rightarrow 0
$$

and
(ii) the limit $\sum_{i=1}^{n} \operatorname{Cov}\left(\boldsymbol{\xi}_{m, i} / \sqrt{n}\right)$ exists and is finite.

Let us show (i). Denoting $\mathbf{X}=\left(X^{(1)}, \widetilde{X}^{(1)}\right)$, we have

$$
\begin{aligned}
\sum_{i=1}^{n} \mathrm{E}\left\|\frac{\boldsymbol{\xi}_{m, i}}{\sqrt{n}}\right\|^{2} \mathbf{1}\left\{\left\|\boldsymbol{\xi}_{m, i}\right\|>\sqrt{n} \epsilon\right\} & =\mathrm{E}\left\|\boldsymbol{\xi}_{m, 1}\right\|^{2} \mathbf{1}\left\{\left\|\boldsymbol{\xi}_{m, 1}\right\|>\sqrt{n} \epsilon\right\} \\
& =\mathrm{E} \sum_{I=1}^{N} \xi_{m, 1}^{(I) 2} \mathbf{1}\left\{\left\|\boldsymbol{\xi}_{m, 1}\right\|>\sqrt{n} \epsilon\right\} \\
& =\sum_{I=1}^{N} \mathrm{E}\left[\mathrm{E}\left(\xi_{m, 1}^{(I) 2} \mathbf{1}\left\{\left\|\boldsymbol{\xi}_{m, 1}\right\|>\sqrt{n} \epsilon\right\} \mid \mathbf{X}\right)\right]
\end{aligned}
$$

By (B.4), we have

$$
\begin{aligned}
\mathrm{E}\left(\xi_{m, 1}^{(I) 2} \mathbf{1}\left\{\left\|\boldsymbol{\xi}_{m, 1}\right\|>\sqrt{n} \epsilon\right\} \mid \mathbf{X}\right) & \leq \bigvee_{j=0}^{p} F_{j}\left(\mathbf{X}^{(1)}\right)^{2 \beta} P\left(\left\|\boldsymbol{\xi}_{m, 1}\right\|>\sqrt{n} \epsilon \mid \mathbf{X}\right) \\
& \leq \bigvee_{j=0}^{p} F_{j}\left(\mathbf{X}^{(1)}\right)^{2 \beta} \frac{\sum_{I=1}^{N} \mathrm{E}\left(\xi_{m, 1}^{(I) 2} \mid \mathbf{X}\right)}{n \varepsilon^{2}} \\
& \leq \frac{N \bigvee_{j=0}^{p} F_{j}\left(\mathbf{X}^{(1)}\right)^{4 \beta}}{n \varepsilon^{2}},
\end{aligned}
$$

where the last inequality holds by using (B.4) once more. The upper bound goes to zero and is dominated by an integrable function. Thus, we can apply the dominated convergence theorem to complete the proof.

Let us show that (ii) holds. We have $\sum_{i=1}^{n} \operatorname{Cov}\left(\boldsymbol{\xi}_{m, i} / \sqrt{n}\right)=\operatorname{Cov}\left(\boldsymbol{\xi}_{m, 1}\right)$. The element $(I, J)$ in this matrix is given by $\mathrm{E} \xi_{m, 1}^{(I)} \xi_{m, 1}^{(J)}-\mathrm{E} \xi_{m, 1}^{(I)} \mathrm{E} \xi_{m, 1}^{(J)}$. Remember that $\mathrm{E} \xi_{m, 1}^{(I) 2}<\infty, I=1, \ldots, N$, and hence $\mathrm{E} \xi_{m, 1}^{(I)} \xi_{m, 1}^{(J)} \leq \mathrm{E} \xi_{m, 1}^{(I) 2} / 2+\xi_{m, 1}^{(J) 2} / 2<\infty$. Therefore the limit of $\operatorname{Cov} \boldsymbol{\xi}_{m, 1}$ exists and is finite. The proof is complete.

Appendix C. Explicit moment calculations. Explicit moment calculations are given for the summands in the proof of Theorem 4.1. In this section, E $f(X, Z)$ and $\mathrm{EE}[f(X, Z) \mid X]^{2}$ are denoted by $\mu$ and $D$, respectively. Recall that the upper-left term in (2.8) and (2.9) is denoted by $D_{j}$. The moments are given in Lemma C. 1 and Lemma C.2. The variances and covariances are given in Lemma C.3. Let $\mathbf{X}=$ $\left(X^{(1)}, \widetilde{X}^{(1)}\right)$. Whenever there is a superscript $\mathbf{X}$ added to the expectation symbol E or the variance symbol Var, this means that these operators are to be understood conditionally on $\mathbf{X}$. An integral with respect to $P(\mathrm{~d} \mathbf{x})$ means that we integrate with respect to the law of $\mathbf{X}$.

Lemma C. 1 (Moments of order 1). The moments of order 1 are given by

$$
\begin{aligned}
& \mathrm{E} \xi_{m 1}^{U L}=D_{j}, \\
& \mathrm{E} \xi_{m 1}^{U R}=\mu, \\
& \mathrm{E} \xi_{m 1}^{\prime \prime L}=\frac{1}{m} \mathrm{E} \operatorname{Var}^{X} f\left(X^{(1)}, Z^{(1,1)}\right)+D .
\end{aligned}
$$

Proof. One has

$$
\begin{aligned}
\mathrm{E} \xi_{m 1}^{\mathrm{UL}} & =\frac{1}{m^{2}} \sum_{k, k^{\prime}} \mathrm{E} f\left(X^{(1)}, Z^{(1, k)}\right) f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{\left(1, k^{\prime}\right)}\right) \\
& =\frac{1}{m^{2}} \sum_{k, k^{\prime}} \int \mathrm{E} f\left(x, Z^{(1, k)}\right) f\left(\tilde{x}_{-j}, Z_{j}^{\left(1, k^{\prime}\right)}\right) P(\mathrm{~d} \mathbf{x}) \\
& =\mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right) \\
& =D_{j},
\end{aligned}
$$

where the integral is taken with respect to the law of $\mathbf{x}=(x, \tilde{x})$, and,

$$
\begin{aligned}
\mathrm{E} \xi_{m 1}^{\prime \prime \mathrm{LL}} & =\frac{1}{m^{2}} \sum_{k, k^{\prime}} \mathrm{E} f\left(X^{(1)}, Z^{(1, k)}\right) f\left(X^{(1)}, Z^{\left(1, k^{\prime}\right)}\right) \\
& =\frac{1}{m}{\mathrm{E} \operatorname{Var}^{X}}(X, Z)+\mathrm{E}\left(\mathrm{E}^{X} f(X, Z)\right)^{2} \\
& =\frac{1}{m}{\mathrm{E} \operatorname{Var}^{X}} \quad f(X, Z)+D
\end{aligned}
$$

The proof for $\xi_{m 1}^{\mathrm{UR}}$ is similar.
Lemma C. 2 (Moments of order 2). The moments of order 2 are given by

$$
\begin{aligned}
& \mathrm{E} \xi_{m 1}^{(U L) 2}=\operatorname{Var} \mathrm{E}^{\mathbf{X}} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(\tilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)+D_{j}^{2} \\
& +\frac{1}{m}\left[\mathrm{E} \operatorname{Var}^{\mathbf{X}} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(\tilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)\right. \\
& \left.-\operatorname{Var}^{\mathbf{X}} f\left(X^{(1)}, Z^{(1,1)}\right) \operatorname{Var}^{\mathbf{X}} f\left(\tilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)\right] \\
& +\frac{1}{m^{2}}{\mathrm{E} \operatorname{Var}^{\mathbf{X}} f\left(X^{(1)}, Z^{(1,1)}\right) \operatorname{Var}^{\mathbf{X}} f\left(\tilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right), ~}_{\text {, }} \\
& \mathrm{E} \xi_{m 1}^{(U R) 2}=\frac{1}{m} \mathrm{E} \operatorname{Var}^{\mathbf{X}} f\left(X^{(1)}, Z^{(1,1)}\right)+\mathrm{E}\left(\mathrm{E}^{\mathbf{X}} f\left(X^{(1)}, Z^{(1,1)}\right)\right)^{2}, \\
& \mathrm{E} \xi_{m 1}^{\prime \prime(L L) 2}=\frac{m(m-1)(m-2)(m-3)}{m^{4}} \\
& \text { E } f\left(X^{(1)}, Z^{(1,1)}\right) f\left(X^{(1)}, Z^{(1,2)}\right) f\left(X^{(1)}, Z^{(1,3)}\right) f\left(X^{(1)}, Z^{(1,4)}\right) \\
& +\frac{\binom{4}{2} m(m-1)(m-2)}{m^{4}} \operatorname{E~} f\left(X^{(1)}, Z^{(1,1)}\right)^{2} f\left(X^{(1)}, Z^{(1,2)}\right) f\left(X^{(1)}, Z^{(1,3)}\right) \\
& +\frac{\binom{4}{3} m(m-1)}{m^{4}} \operatorname{E~} f\left(X^{(1)}, Z^{(1,1)}\right)^{3} f\left(X^{(1)}, Z^{(1,2)}\right) \\
& +\frac{m}{m^{4}} \mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{4} \\
& +\frac{\binom{4}{2} m(m-1) / 2}{m^{4}} \mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{2} f\left(X^{(1)}, Z^{(1,2)}\right)^{2}
\end{aligned}
$$

Proof. Let us first deal with $\xi_{m 1}^{\mathrm{UL}}$. We have

$$
\begin{aligned}
& \mathrm{E} \xi_{m 1}^{(\mathrm{UL}) 2}=\frac{1}{m^{4}} \sum_{k_{1}, k_{2}, k_{3}, k_{4}} \mathrm{E} f\left(X^{(1)}, Z^{\left(1, k_{1}\right)}\right) f\left(X^{(1)}, Z^{\left(1, k_{2}\right)}\right) \\
& f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{\left(1, k_{3}\right)}\right) f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{\left(1, k_{4}\right)}\right)
\end{aligned}
$$

where, in the sum, the indices run over $1, \ldots, m$. We split the sum into four parts. The first contains the $m^{2}(m-1)^{2}$ terms that satisfy $k_{1} \neq k_{3}$ and $k_{2} \neq k_{4}$. In this part, all the terms are equal to
(term 1)

$$
\mathrm{E}\left(\mathrm{E}^{\mathbf{X}} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(\tilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)\right)^{2}
$$

The second part contains the $m^{2}(m-1)$ terms that satisfy $k_{1} \neq k_{3}$ and $k_{2}=k_{4}$ and that are equal to
(term 2)
$\mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(X^{(1)}, Z^{(1,2)}\right) f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)^{2}$.

The third part contains the $m^{2}(m-1)$ terms that satisfy $k_{1}=k_{3}$ and $k_{2} \neq k_{4}$ and that are equal to $(\operatorname{term} 3) \quad \operatorname{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{2} f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right) f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{(1,2)}\right)$.

Finally, the fourth part contains the $m^{2}$ terms that satisfy $k_{1}=k_{4}$ and $k_{2}=k_{4}$ and are equal to
(term 4)

$$
\mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{2} f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)^{2}
$$

(One can see that the number of terms is $m^{4}$.) Thus,

$$
\begin{aligned}
\mathrm{E} \xi_{m 1}^{(\mathrm{UL}) 2}= & (\operatorname{term} 1) \\
& +\frac{1}{m}[(\text { term } 2)+(\text { term } 3)-2(\text { term } 1)] \\
& +\frac{1}{m^{2}}[(\text { term } 1)-(\text { term } 2)-(\text { term } 3)+(\text { term } 4)]
\end{aligned}
$$

Furthermore, $[($ term 1$)-($ term 2$)-($ term 3$)+($ term 4$)]$ is equal to

$$
\int\left(\mathrm{E}^{\mathbf{X}} f(x, Z) f\left(\tilde{x}_{-j}, Z_{j}\right)\right)^{2}
$$

$$
-\mathrm{E}^{\mathbf{X}} f\left(x, Z^{(1,1)}\right) f\left(x, Z^{(1,2)}\right) f\left(\tilde{x}_{-j}, Z_{j}^{(1,1)}\right)^{2}
$$

$$
-\mathrm{E}^{\mathbf{X}} f\left(x, Z^{(1,1)}\right)^{2} f\left(\tilde{x}_{-j}, Z_{j}^{(1,1)}\right) f\left(\tilde{x}_{-j}, Z_{j}^{(1,2)}\right)
$$

$$
+\mathrm{E}^{\mathbf{X}} f\left(x, Z^{(1,1)}\right)^{2} f\left(\tilde{x}_{-j}, Z_{j}^{(1,1)}\right)^{2} \mathrm{~d} P(\mathbf{x})
$$

$$
=\int\left(\mathrm{E}^{\mathbf{X}} f(x, Z)\right)^{2}\left(\mathrm{E}^{\mathbf{X}} f\left(\tilde{x}_{-j}, Z_{j}\right)\right)^{2}
$$

$$
-\left(\mathrm{E}^{\mathbf{X}} f(x, Z)\right)^{2} \mathrm{E}^{\mathbf{x}} f\left(\tilde{x}_{-j}, Z_{j}\right)^{2}
$$

$$
-\mathrm{E}^{\mathbf{X}} f(x, Z)^{2}\left(\mathrm{E}^{\mathbf{x}} f\left(\tilde{x}_{-j}, Z_{j}\right)\right)^{2}
$$

$$
+\mathrm{E}^{\mathbf{x}} f(x, Z)^{2} \mathrm{E}^{\mathbf{x}} f\left(\tilde{x}_{-j}, Z_{j}\right)^{2} \mathrm{~d} P(\mathbf{x})
$$

$$
=\int \operatorname{Var}^{\mathbf{x}} f(X, Z) \operatorname{Var}^{\mathbf{x}} f\left(\tilde{X}_{-j}, Z_{j}\right) \mathrm{d} P(\mathbf{x})
$$

Likewise, we find that $[($ term 2$)+($ term 3$)-2($ term 1$)]$ is equal to

$$
\mathrm{E} \operatorname{Var}^{\mathbf{X}} f(X, Z) f\left(\tilde{X}_{-j}, Z_{j}\right)-\operatorname{Var}^{\mathbf{X}} f(X, Z) \operatorname{Var}^{\mathbf{X}} f\left(\tilde{X}_{-j}, Z_{j}\right)
$$

and term 1 is $\operatorname{Var} \mathrm{E}^{\mathbf{X}} f(X, Z) f\left(\tilde{X}_{-j}, \tilde{Z}\right)+D_{j}^{2}$.
We now deal with $\xi_{m 1}^{\prime \prime L L}$. We have

$$
\begin{aligned}
& \mathrm{E} \xi_{m 1}^{\prime \prime(\mathrm{LL}) 2}=\frac{1}{m^{4}} \sum_{k_{1}, k_{2}, k_{3}, k_{4}} \operatorname{E~} f\left(X^{(1)}, Z^{\left(1, k_{1}\right)}\right) f\left(X^{(1)}, Z^{\left(1, k_{2}\right)}\right) \\
& f\left(X^{(1)}, Z^{\left(1, k_{3}\right)}\right) f\left(X^{(1)}, Z^{\left(1, k_{4}\right)}\right)
\end{aligned}
$$

The sum is split into five parts. The first part consists of the $m(m-1)(m-2)(m-3)$ terms with different indices; those terms are equal to

$$
\operatorname{E~} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(X^{(1)}, Z^{(1,2)}\right) f\left(X^{(1)}, Z^{(1,3)}\right) f\left(X^{(1)}, Z^{(1,4)}\right)
$$

The second part consists of the $\binom{4}{2} m(m-1)(m-2)$ terms with exactly two equal indices; those terms are equal to

$$
\mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{2} f\left(X^{(1)}, Z^{(1,2)}\right) f\left(X^{(1)}, Z^{(1,3)}\right)
$$

The third part consists of the $\binom{4}{3} m(m-1)$ terms with exactly three equal indices; those terms are equal to

$$
\mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{3} f\left(X^{(1)}, Z^{(1,2)}\right)
$$

The fourth part consists of the $m$ terms with exactly four equal indices; those terms are equal to

$$
\mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{4} .
$$

The fifth and last part consists of the $\binom{4}{2} m(m-1) / 2$ terms with exactly two pairs of equal indices; those terms are equal to

$$
\mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{2} f\left(X^{(1)}, Z^{(1,2)}\right)^{2}
$$

(One can check that the total number of terms is $m^{4}$.)

Lemma C. 3 (Variances and covariances).

$$
\begin{align*}
& \operatorname{Var} \xi_{m 1}^{U L}=\operatorname{Var} \mathrm{E}^{\mathbf{X}} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(\tilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)  \tag{i}\\
& +\frac{1}{m}\left[\operatorname{Ear}^{\mathbf{x}} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(\tilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)\right. \\
& \left.-\operatorname{Var}^{\mathbf{X}} f\left(X^{(1)}, Z^{(1,1)}\right) \operatorname{Var}^{\mathbf{X}} f\left(\tilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)\right] \\
& +\frac{1}{m^{2}} \operatorname{E~Var}^{\mathbf{X}} f\left(X^{(1)}, Z^{(1,1)}\right) \operatorname{Var}^{\mathbf{X}} f\left(\tilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right), \\
& \text { (ii) } \quad \operatorname{Cov}\left(\xi_{m 1}^{U L}, \xi_{m 1}^{U R}\right)=\frac{m-1}{m} \mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(X^{(1)}, Z^{(1,2)}\right) f\left(\tilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right) \\
& +\frac{1}{m} \mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{2} f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)-D_{j} \mu  \tag{iii}\\
& \text { (iv) } \quad \operatorname{Var} \xi_{m 1}^{U R}=\frac{1}{m} \operatorname{Var} f(X, Z)  \tag{iii}\\
& \text { (v) } \quad \operatorname{Cov}\left(\xi_{m 1}^{U R}, f(X, Z)^{2}\right)=\frac{1}{m} f(X, Z)^{3}
\end{align*}
$$

$$
+\frac{m-1}{m} \mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{2} f\left(X^{(1)}, Z^{(1,2)}\right)-\mu \kappa
$$

$$
\begin{align*}
& \operatorname{Cov}\left(\xi_{m_{n}}^{U L}, \xi_{m_{n}}^{\prime \prime L L}\right)=\frac{m}{m^{3}} \mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{3} f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right)  \tag{vi}\\
& \quad+\frac{3 m(m-1)}{m^{3}} \mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{2} f\left(X^{(1)}, Z^{(1,2)}\right) f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right) \\
& \quad+\frac{m(m-1)(m-2)}{m^{3}} \mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(X^{(1)}, Z^{(1,2)}\right) \\
& \quad f\left(X^{(1)}, Z^{(1,3)}\right) f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right) \\
& \quad-\mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(\widetilde{X}_{-j}^{(1)}, Z_{j}^{(1,1)}\right) \\
& \quad\left\{\frac{1}{m} \mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right)^{2}+\frac{m-1}{m} \mathrm{E} f\left(X^{(1)}, Z^{(1,1)}\right) f\left(X^{(1)}, Z^{(1,2)}\right)\right\}
\end{align*}
$$

Proof. The proof follows from direct calculations.

## Appendix D. Calculations for the linear model.

Lemma D.1. Suppose that $f(X, Z)=\beta_{0}+\beta_{p+1} Z+\sum_{j=1}^{p} \beta_{j} X_{j}$ where $X=$ $\left(X_{1}, \ldots, X_{p}\right), Z_{k}, \tilde{Z}_{i k}$ are independent, $\mathrm{E} X_{j}=\mathrm{E} Z=0, \mathrm{E} X_{j}^{2}=\mathrm{E} Z^{2}=1, \mathrm{E} X_{j}^{3}=0$, $\mathrm{E} X_{j}^{4}=3$. Then the squared optimal number of repetitions is given by

$$
\left(m_{i}^{*}\right)^{2}=\frac{\beta_{p+1}^{4}}{\left(\beta_{0}+\beta_{i}\right)^{2}-2 \beta_{0}^{4}+\left(\sum_{j=0}^{p} \beta_{j}^{2}\right)^{2}}
$$

and the discriminator (the upper-left term in (2.8) and (2.9)) is

$$
\beta_{0}^{2}+\beta_{i}^{2}
$$

Proof. We have

$$
m_{i}^{*}=\frac{A_{i}+B_{i}+C_{i}+D_{i}}{E_{i}}
$$

with

$$
\begin{aligned}
& A_{i}=\operatorname{E} f\left(X, Z_{1}\right)^{2} f\left(\tilde{X}_{-i}, \tilde{Z}_{i 1}\right)^{2} \\
& B_{i}=\operatorname{E} f\left(X, Z_{1}\right) f\left(\tilde{X}_{-i}, \tilde{Z}_{i 1}\right) f\left(X, Z_{2}\right) f\left(\tilde{X}_{-i}, \tilde{Z}_{i 2}\right) \\
& C_{i}=-\operatorname{E~} f\left(X, Z_{1}\right)^{2} f\left(\tilde{X}_{-i}, \tilde{Z}_{i 1}\right) f\left(\tilde{X}_{-i}, \tilde{Z}_{i 2}\right) \\
& D_{i}=-\operatorname{E~} f\left(\tilde{X}_{-i}, \tilde{Z}_{i 1}\right)^{2} f\left(X, Z_{1}\right) f\left(X, Z_{2}\right) \\
& E_{i}=B-\left[\operatorname{E} f\left(X, Z_{1}\right) f\left(\tilde{X}_{-i}, \tilde{Z}_{i 1}\right)\right]^{2}
\end{aligned}
$$

where $X=\left(X_{1}, \ldots, X_{p}\right), Z_{k}, \tilde{Z}_{i k}$ are independent, $\mathrm{E} X_{j}=\mathrm{E} Z=0, \mathrm{E} X_{j}^{2}=\mathrm{E} Z^{2}=1$, $\mathrm{E} X_{j}^{3}=0, \mathrm{E} X_{j}^{4}=3$. We deal with the case

$$
f(X, Z)=\beta_{0}+\beta_{p+1} Z+\sum_{j=1}^{p} \beta_{j} X_{j} .
$$

We calculate the terms one by one as follows. We have

$$
\begin{aligned}
A_{j}= & \mathrm{E}\left(\beta_{0}+\sum_{j=1}^{p} \beta_{j} X_{j}\right)^{2}\left(\beta_{0}+\beta_{i} X_{i}+\sum_{j: 1 \leq j \neq i} \beta_{j} \tilde{X}_{j}\right)^{2} \\
& +\left(\beta_{0}+\sum_{j=1}^{p} \beta_{j} X_{j}\right)^{2} \beta_{p+1}^{2} \tilde{Z}_{i 1}^{2}+\beta_{p+1}^{4} Z_{1}^{2} \tilde{Z}_{i 1}^{2} \\
& +\beta_{p+1}^{2} Z_{1}^{2}\left(\beta_{0}+\beta_{i} X_{i}+\sum_{j: 1 \leq j \neq i} \beta_{j} \tilde{X}_{j}\right)^{2} \\
=A_{j 1}+A_{j 2}+A_{j 3} &
\end{aligned}
$$

where $\mathrm{E}(\mathrm{A} 2)=\beta_{p+1}^{4}+\beta_{p+1}^{2} \sum_{j=0}^{p} \beta_{j}^{2}, \mathrm{E}(\mathrm{A} 3)=\beta_{p+1}^{2} \sum_{j=0}^{p} \beta_{j}^{2}$. Elementary but somewhat tedious calculations yield

$$
\mathrm{E}(\mathrm{~A} 1)=\beta_{0}^{4}+3 \beta_{i}^{4}+6 \beta_{0}^{2} \beta_{i}^{2}+2\left(\beta_{0}^{2}+\beta_{i}^{2}\right) \sum_{j: 1 \leq j \neq i} \beta_{j}^{2}+\left(\sum_{j: 1 \leq j \neq i} \beta_{j}^{2}\right)^{2} .
$$

Similar calculations show that $B_{j}=A_{j 1}, C_{j}=-A_{j 1}-A_{j 3}, D_{j}=-A_{j 1}-A_{j 3}$, $E_{j}=A_{j 1}-\left(\beta_{0}^{2}+\beta_{i}^{2}\right)^{2}$. Thus,

$$
\left(m_{i}^{*}\right)^{2}=\frac{\beta_{p+1}^{4}}{\left(\beta_{0}+\beta_{i}\right)^{2}-2 \beta_{0}^{4}+\left(\sum_{j=0}^{p} \beta_{j}^{2}\right)^{2}} .
$$
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