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Abstract

We construct rational solutions of order $N$ depending on $2N - 2$ parameters. They can be written as a quotient of 2 polynomials of degree $2N(N + 1)$ in $x$, $t$ and $4N(N + 1)$ in $y$ depending on $2N - 2$ parameters. We explicitly construct the expressions of the rational solutions of order 4 depending on 6 real parameters and we study the patterns of their modulus in the plane $(x,y)$ and their evolution according to time and parameters $a_1$, $a_2$, $a_3$, $b_1$, $b_2$, $b_3$.
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1 Introduction

Johnson introduced a new equation in a paper written in 1980, [1] to describe waves surfaces in shallow incompressible fluids [2, 3]. This equation was later derived for internal waves in a stratified medium [4]. The Johnson equation is a dissipative equation and there is no soliton-like solution with a linear front localized along straight lines in the $(x,y)$ plane. We consider the Johnson equation (J) in the following normalization

$$(u_t + 6uu_x + u_{xxx} + \frac{u}{2t})_x - 3\frac{u_{yy}}{t^2} = 0, \quad (1)$$

where as usual, subscripts $x$, $y$ and $t$ denote partial derivatives. Johnson constructed the first solutions in 1980 [1]. Golinko, Dryuma, and Stepanyants found other types of solutions in 1984 [5]. A new approach to solve this equation was given in 1986 [6] by giving a connection between solutions of the Kadomtsev-Petviashvili (KP) [9] and solutions of the Johnson equation. Another types of solutions were obtained by using the Darboux transformation [7]. More recently, in 2013, extension to the elliptic case has been considered [8].

In the following, we recall that the solutions can be expressed in terms of Fredholm determinants of order $2N$ depending on $2N - 1$ parameters. They can also be given in terms of wronskians of order $2N$ with $2N - 1$ parameters. These representations allow to obtain an infinite hierarchy of solutions to the Johnson equation, depending on $2N - 1$ real parameters. We use these results to build rational solutions to the equation, making go a parameter towards 0.

Here we construct rational solutions of order $N$ depending on $2N - 2$ parameters without the presence of a limit.

That provides an effective method to build an infinite hierarchy of rational solutions of order $N$ depending on $2N - 2$ real parameters. We present here only the explicit rational solutions of order 4, depending on 6 real parameters, and the representations of their modulus in the plane of the coordinates $(x,y)$ according to the real parameters $a_1$, $b_1$, $a_2$, $b_2$, $a_3$, $b_3$ and time $t$. 

1
2 Rational solutions to the Johnson equation of order $N$ depending on $2N-2$ parameters

2.1 Families of rational solutions of order $N$ depending on $2N-2$ parameters

We need to define some notations. First of all, we define real numbers $\lambda_j$ such that $-1 < \lambda_j < 1$, $\nu = 1, \ldots, 2N$ which depend on a parameter $\epsilon$ which will be intended to tend towards 0; they can be written as

$$\lambda_j = 1 - 2\epsilon_j^2, \quad \lambda_{N+j} = -\lambda_j, \quad 1 \leq j \leq N,$$

(2)

The terms $\kappa_{\nu}, \delta_{\nu}, \gamma_{\nu}$ and $x_{\nu,\nu}$ are functions of $\lambda_{\nu}, 1 \leq \nu \leq 2N$; they are defined by the formulas:

$$\kappa_j = 2\sqrt{1 - \lambda_j^2}, \quad \delta_j = \kappa_j \lambda_j, \quad \gamma_j = \sqrt{\frac{1 - \lambda_j^2}{1 + \lambda_j^2}};$$

$$x_{\nu,j} = (r - 1) \ln \frac{2\epsilon_j}{\nu + 1}, \quad r = 1, 3, \quad \tau_j = -12i\lambda_j^2 \sqrt{1 - \lambda_j^2} - 4i(1 - \lambda_j^2) \sqrt{1 - \lambda_j^2};$$

$$\kappa_{N+j} = \kappa_j, \quad \delta_{N+j} = -\delta_j, \quad \gamma_{N+j} = \gamma_j^{-1},$$

$$x_{\nu,N+j} = -x_{\nu,j}, \quad \tau_{N+j} = \tau_j \quad j = 1, \ldots, N.$$  

$\epsilon_{\nu}, 1 \leq \nu \leq 2N$ are defined in the following way:

$$\epsilon_j = 2i \left( \sum_{k=1}^{\Lambda} a_k (je)^2k+1 - i \sum_{k=1}^{\Lambda} b_k (je)^2k+1 \right),$$

$$\epsilon_{N+j} = 2i \left( \sum_{k=1}^{\Lambda} a_k (je)^2k+1 + i \sum_{k=1}^{\Lambda} b_k (je)^2k+1 \right), \quad 1 \leq j \leq N,$$

(4)

$$a_k, b_k \in \mathbb{R}, \quad 1 \leq k \leq N.$$

Let $I$ be the unit matrix and $D_r = (d_{jk})_{1 \leq j, k \leq 2N}$ the matrix defined by:

$$d_{\nu,\mu} = (-1)^{\nu} \prod_{\eta \neq \mu} \left( \frac{\gamma_\eta + \gamma_\nu}{\gamma_\eta - \gamma_\mu} \right) \exp(\kappa_\nu x + \left( \frac{\kappa_\nu y}{12} - 2\delta_\nu \right) yt + 4i\epsilon_\nu t + x_{\nu,\nu} + \epsilon_\nu).$$

(6)

Then we recall the following result$^1$:

**Theorem 2.1** The function $v$ defined by

$$v(x, y, t) = -2 \frac{|n(x, y, t)|^2}{d(x, y, t)^2}$$

(7)

where

$$n(x, y, t) = \det(I + D_3(x, y, t)),$$

$$d(x, y, t) = \det(I + D_1(x, y, t)),$$

(8)

(9)

and $D_r = (d_{jk})_{1 \leq j, k \leq 2N}$ the matrix

$$d_{\nu,\mu} = (-1)^{\nu} \prod_{\eta \neq \mu} \left( \frac{\gamma_\eta + \gamma_\nu}{\gamma_\eta - \gamma_\mu} \right) \exp(\kappa_\nu x + \left( \frac{\kappa_\nu y}{12} - 2\delta_\nu \right) yt + 4i\epsilon_\nu t + x_{\nu,\nu} + \epsilon_\nu).$$

(10)

is a solution to the Johnson equation (1), depending on $2N-1$ parameters $a_k, b_n, 1 \leq k \leq N-1$ and $\epsilon$.

---

$^1$The proof of this result is submitted to a review
We recall another result on the solutions to the Johnson equation obtained recently by the author in terms of wronskians. We need to define the following notations:

$$
\phi_{r,\nu} = \sin \Theta_{r,\nu}, \quad 1 \leq \nu \leq N, \quad \phi_{r,\nu} = \cos \Theta_{r,\nu}, \quad N + 1 \leq \nu \leq 2N, \quad r = 1, 3,
$$

(11)

with the arguments

$$
\Theta_{r,\nu} = \frac{-i \kappa_{\nu} X}{2} + i(\frac{-\kappa_{\nu} Y}{24} + \delta_{\nu})yt - i(\frac{x_{3,\nu}}{2} + 2\tau_{\nu}t + \gamma_{\nu}w - i\frac{e_{\nu}}{2}), \quad 1 \leq \nu \leq N,
$$

$$
\phi_{r,\nu} = \cos(\frac{-i \kappa_{\nu} X}{2} + i(\frac{-\kappa_{\nu} Y}{24} + \delta_{\nu})yt - i(\frac{x_{3,\nu}}{2} + 2\tau_{\nu}t + \gamma_{\nu}w - i\frac{e_{\nu}}{2}), \quad N + 1 \leq \nu \leq 2N, \quad r = 1, 3,
$$

(12)

We denote $W_{r}(w)$ the wronskian of the functions $\phi_{r,1}, \ldots, \phi_{r,2N}$ defined by

$$
W_{r}(w) = \det[(\partial_{w}^{r-1}\phi_{r,\nu})_{\nu,\mu\in[1,\ldots,2N]}].
$$

(13)

We consider the matrix $D_r = (d_{\nu,\mu})_{\nu,\mu\in[1,\ldots,2N]}$ defined in (10). Then we have the following statement:

**Theorem 2.2** The function $v$ defined by

$$
v(x, y, t) = -2\left|W_{3}(\phi_{3,1}, \ldots, \phi_{3,2N})(0)\right|^2
$$

is a solution to the Johnson equation depending on $2N - 1$ real parameters $a_k, b_k$ and $\epsilon$, with $\phi_{r,\nu}$ defined in (11)

$$
\phi_{r,\nu} = \sin(\frac{-i \kappa_{\nu} X}{2} + i(\frac{-\kappa_{\nu} Y}{24} + \delta_{\nu})yt - i(\frac{x_{3,\nu}}{2} + 2\tau_{\nu}t + \gamma_{\nu}w - i\frac{e_{\nu}}{2}), \quad 1 \leq \nu \leq N,
$$

$$
\phi_{r,\nu} = \cos(\frac{-i \kappa_{\nu} X}{2} + i(\frac{-\kappa_{\nu} Y}{24} + \delta_{\nu})yt - i(\frac{x_{3,\nu}}{2} + 2\tau_{\nu}t + \gamma_{\nu}w - i\frac{e_{\nu}}{2}), \quad N + 1 \leq \nu \leq 2N, \quad r = 1, 3,
$$

(14)

From those two preceding results, we can construct rational solutions to the Johnson equation as a quotient of two determinants. We use the following notations:

$$
X_{\nu} = \frac{-i \kappa_{\nu} X}{2} + i(\frac{-\kappa_{\nu} Y}{24} + \delta_{\nu})yt - i(\frac{x_{3,\nu}}{2} + 2\tau_{\nu}t + \gamma_{\nu}w - i\frac{e_{\nu}}{2}),
$$

$$
Y_{\nu} = \frac{-i \kappa_{\nu} X}{2} + i(\frac{-\kappa_{\nu} Y}{24} + \delta_{\nu})yt - i(\frac{x_{3,\nu}}{2} + 2\tau_{\nu}t + \gamma_{\nu}w - i\frac{e_{\nu}}{2}),
$$

for $1 \leq \nu \leq 2N$, with $\kappa_{\nu}, \delta_{\nu}, x_{r,\nu}$ defined in (3) and parameters $e_{\nu}$ defined by (4).

We define the following functions:

$$
\varphi_{4j+1,k} = \gamma_{k}^{4j-1} \sin X_{k}, \quad \varphi_{4j+2,k} = \gamma_{k}^{4j} \cos X_{k},
$$

$$
\varphi_{4j+3,k} = -\gamma_{k}^{4j+1} \sin X_{k}, \quad \varphi_{4j+4,k} = -\gamma_{k}^{4j+2} \cos X_{k},
$$

(15)

for $1 \leq k \leq N$, and

$$
\varphi_{4j+1,N+k} = \gamma_{k}^{2N-4j-2} \cos X_{N+k}, \quad \varphi_{4j+2,N+k} = -\gamma_{k}^{2N-4j-3} \sin X_{N+k},
$$

$$
\varphi_{4j+3,N+k} = -\gamma_{k}^{2N-4j-4} \cos X_{N+k}, \quad \varphi_{4j+4,N+k} = \gamma_{k}^{2N-4j-5} \sin X_{N+k},
$$

(16)

for $1 \leq k \leq N$.

We define the functions $\psi_{j,k}$ for $1 \leq j \leq 2N$, $1 \leq k \leq 2N$ in the same way, the term $X_{k}$ is only replaced by $Y_{k}$.

$$
\psi_{4j+1,k} = \gamma_{k}^{4j-1} \sin Y_{k}, \quad \psi_{4j+2,k} = \gamma_{k}^{4j} \cos Y_{k},
$$

$$
\psi_{4j+3,k} = -\gamma_{k}^{4j+1} \sin Y_{k}, \quad \psi_{4j+4,k} = -\gamma_{k}^{4j+2} \cos Y_{k},
$$

(17)

for $1 \leq k \leq N$, and

$$
\psi_{4j+1,N+k} = \gamma_{k}^{2N-4j-2} \cos Y_{N+k}, \quad \psi_{4j+2,N+k} = -\gamma_{k}^{2N-4j-3} \sin Y_{N+k},
$$

$$
\psi_{4j+3,N+k} = -\gamma_{k}^{2N-4j-4} \cos Y_{N+k}, \quad \psi_{4j+4,N+k} = \gamma_{k}^{2N-4j-5} \sin Y_{N+k},
$$

(18)
for $1 \leq k \leq N$.

The following ratio

$$q(x, t) := \frac{W_3(0)}{W_1(0)}$$

can be written as

$$q(x, t) = \frac{\Delta_3}{\Delta_1} = \frac{\det(\varphi_j, k, k \in [1, 2N])}{\det(\psi_j, k, k \in [1, 2N])}.$$  \hspace{1cm} (18)

The terms $\lambda_j$ depending on $\epsilon$ are defined by $\lambda_j = 1 - 2j \epsilon^2$. All the functions $\varphi_{j, k}$ and $\psi_{j, k}$ and their derivatives depend on $\epsilon$. They can all be prolonged by continuity when $\epsilon = 0$.

We use the following expansions

$$\varphi_{j, k}(x, y, t, \epsilon) = \sum_{l=0}^{N-1} \frac{1}{(2l)!} \varphi_{j, 1}[l] k^{2l} \epsilon^{2l} + O(\epsilon^{2N}), \quad \varphi_{j, 1}[l] = \frac{\partial^{2l} \varphi_{j, 1}}{\partial \epsilon^{2l}}(x, y, t, 0),$$

$$\varphi_{j, 1}[0] = \varphi_{j, 1}(x, y, t, 0), \quad 1 \leq j \leq 2N, \quad 1 \leq k \leq N, \quad 1 \leq l \leq N - 1,$n

$$\varphi_{j, N+k}(x, y, t, \epsilon) = \sum_{l=0}^{N-1} \frac{1}{(2l)!} \varphi_{j, N+k}[l] k^{2l} \epsilon^{2l} + O(\epsilon^{2N}), \quad \varphi_{j, N+k}[l] = \frac{\partial^{2l} \varphi_{j, N+k}}{\partial \epsilon^{2l}}(x, y, t, 0),$$

$$\varphi_{j, N+k}[0] = \varphi_{j, N+k}(x, y, t, 0), \quad 1 \leq j \leq 2N, \quad 1 \leq k \leq N, \quad 1 \leq l \leq N - 1.$$n

We have the same expansions for the functions $\psi_{j, k}$.

$$\psi_{j, k}(x, y, t, \epsilon) = \sum_{l=0}^{N-1} \frac{1}{(2l)!} \psi_{j, 1}[l] k^{2l} \epsilon^{2l} + O(\epsilon^{2N}), \quad \psi_{j, 1}[l] = \frac{\partial^{2l} \psi_{j, 1}}{\partial \epsilon^{2l}}(x, y, t, 0),$$

$$\psi_{j, 1}[0] = \psi_{j, 1}(x, y, t, 0), \quad 1 \leq j \leq 2N, \quad 1 \leq k \leq N, \quad 1 \leq l \leq N - 1,$n

$$\psi_{j, N+k}(x, y, t, \epsilon) = \sum_{l=0}^{N-1} \frac{1}{(2l)!} \psi_{j, N+k}[l] k^{2l} \epsilon^{2l} + O(\epsilon^{2N}), \quad \psi_{j, N+k}[l] = \frac{\partial^{2l} \psi_{j, N+k}}{\partial \epsilon^{2l}}(x, y, t, 0),$$

$$\psi_{j, N+k}[0] = \psi_{j, N+k}(x, y, t, 0), \quad 1 \leq j \leq 2N, \quad 1 \leq k \leq N, \quad N + 1 \leq k \leq 2N.$$n

Then we get the following result:

**Theorem 2.3** The function $v$ defined by

$$v(x, y, t) = -2 \left| \frac{\det((n_{jk}), k \in [1, 2N])}{\det((d_{jk}), k \in [1, 2N])} \right|^2$$  \hspace{1cm} (19)

is a rational solution to the Johnson equation (1), where

\begin{align*}
n_{j1} &= \varphi_{j, 1}(x, y, t, 0), \quad 1 \leq j \leq 2N, \\
n_{jN+1} &= \varphi_{j, N+1}(x, y, t, 0), \quad 1 \leq j \leq 2N, \\
n_{jN+k} &= \frac{\partial^{2k-2} \varphi_{j, N+k}}{\partial \epsilon^{2k-2}}(x, y, t, 0), \\
\end{align*}

\begin{align*}
d_{j1} &= \psi_{j, 1}(x, y, t, 0), \quad 1 \leq j \leq 2N, \\
d_{jN+1} &= \psi_{j, N+1}(x, y, t, 0), \quad 1 \leq j \leq 2N, \\
d_{jN+k} &= \frac{\partial^{2k-2} \psi_{j, N+k}}{\partial \epsilon^{2k-2}}(x, y, t, 0), \\
\end{align*}

\hspace{1cm} \hspace{1cm} (20)

The functions $\varphi$ and $\psi$ are defined in (14), (15), (16), (17).

**Proof:** In each column $k$ (and $N + k$) of the determinants appearing in $q(x, t)$, we can successively eliminate the powers of $\epsilon$ strictly inferior to $2(k-1)$; then each common term in the numerator and denominator is factorized and simplified; in the end, we take the limit when $\epsilon$ goes to 0.

First of all, the components $j$ of the columns 1 and $N + 1$ are respectively equal by definition to
φ_j[0] + 0(ε) for C_1, φ_{j+1}[0] + 0(ε) for C_{N+1} of ∆_3, and ψ_j[0] + 0(ε) for C'_1, ψ_{j+1}[0] + 0(ε) for C'_{N+1} of ∆_1.

So we can replace the columns C_k by C_k - C_1 and C_{N+k} by C_{N+k} - C_{N+1} for 2 ≤ k ≤ N, for ∆_3; the same changes for ∆_1 are made. Each component j of the column C_k of ∆_3 can be rewritten as \( \sum_{l=1}^{N-1} \left( \frac{1}{\l_j} \right) \varphi_j[l](k^{2l} - 1)\epsilon^{2l} \) and the column C_{N+k} replaced by \( \sum_{l=1}^{N-1} \left( \frac{1}{\l_j} \right) \varphi_j,N+1[l](k^{2l} - 1)\epsilon^{2l} \) for 2 ≤ k ≤ N. For ∆_1, we make the same reductions, each component j of the column C'_k can be rewritten as \( \sum_{l=1}^{N-1} \left( \frac{1}{\l_j} \right) \psi_j[l](k^{2l} - 1)\epsilon^{2l} \) and the column C'_{N+k} replaced by \( \sum_{l=1}^{N-1} \left( \frac{1}{\l_j} \right) \psi_j,N+1[l](k^{2l} - 1)\epsilon^{2l} \) for 2 ≤ k ≤ N.

The term \( k^{2l-1}\epsilon^2 \) for 2 ≤ k ≤ N can be factorized in ∆_3 and ∆_1 in each column k and N + k, and so those common terms can be simplified in the numerator and denominator.

If we restrict the developments at order 1 in columns 2 and N + 2, we respectively get \( \varphi_j[1] + 0(ε) \) for the component \( C_2, \varphi_{j+1}[1] + 0(ε) \) for the component \( j \) of \( C_{N+2} \) of ∆_3, and \( \psi_j[1] + 0(ε) \) for the component \( j \) of \( C'_2, \psi_{j+1}[1] + 0(ε) \) for the component \( j \) of \( C'_{N+2} \) of ∆_1. We can extend this algorithm up to the columns C_N, C_{2N} of ∆_3 and C'_N, C'_{2N} of ∆_1.

Then we take the limit when \( \epsilon \) tends to 0, and \( q(x, y, t) \) can be replaced by \( Q(x, y, t) \) defined by:

\[
Q(x, y, t) := \frac{\left| \begin{array}{cccccc}
\varphi_{1,1}[0] & \ldots & \varphi_{1,1}[N-1] & \varphi_{1,N+1}[0] & \ldots & \varphi_{1,N+1}[N-1] \\
\varphi_{2,1}[0] & \ldots & \varphi_{2,1}[N-1] & \varphi_{2,N+1}[0] & \ldots & \varphi_{2,N+1}[N-1] \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\varphi_{N,1}[0] & \ldots & \varphi_{N,1}[N-1] & \varphi_{N,N+1}[0] & \ldots & \varphi_{N,N+1}[N-1] \\
\psi_{1,1}[0] & \ldots & \psi_{1,1}[N-1] & \psi_{1,N+1}[0] & \ldots & \psi_{1,N+1}[N-1] \\
\psi_{2,1}[0] & \ldots & \psi_{2,1}[N-1] & \psi_{2,N+1}[0] & \ldots & \psi_{2,N+1}[N-1] \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\psi_{N,1}[0] & \ldots & \psi_{N,1}[N-1] & \psi_{N,N+1}[0] & \ldots & \psi_{N,N+1}[N-1] \\
\end{array} \right|}{2}
\]

So the solution to the Johnson equation takes the form:

\[
v(x, y, t) = -2Q(x, y, t)
\]
and we get the result. □

3 Explicit expression of rational solutions of order 4 depending on 6 parameters

We explicitly construct rational solutions to the Johnson equation of order 4 depending on 6 parameters.

Because of the length of the expression, we only give the expression without parameters in the appendix.

We give patterns of the modulus of the solutions in the plane \((x, y)\) of coordinates in function of the parameters \(a_1, a_2, a_3, b_1, b_2, b_3\), and time \(t\).
Figure 1. Solution of order 4 to (1), on the left for $t = 0$; in the center for $t = 0$, $a_2 = 10^4$; on the right for $t = 0$, $a_1 = 10^3$; all other parameters not mentioned equal to 0.

Figure 2. Solution of order 4 to (1), on the left for $t = 0.01$, $a_1 = 10^2$; in the center for $t = 0.01$, $a_2 = 10$; on the right for $t = 0.01$, $b_1 = 10$; all other parameters not mentioned equal to 0.

Figure 3. Solution of order 4 to (1), on the left for $t = 0, 1$, $a_1 = 10^2$; in the center for $t = 0, 1$, $b_1 = 10$; on the right for $t = 0, 1$, $a_2 = 10^2$; all the other parameters to equal to 0.
Figure 4. Solution of order 4 to (1), on the left for $t = 1$, $a_2 = 10^2$; in the center for $t = 10$, $a_1 = 10^2$; on the right for $t = 10$, $a_1 = 10^3$; all the other parameters to equal to 0.

In these constructions, we note that the initial rectilinear structure becomes deformed very quickly as time $t$ increases. The heights of the peaks also decrease very quickly according to time $t$ and of the various parameters. Because of the structure of the polynomials, one notices that the modulus of these solutions tend towards value 2 when time $t$ and variables $x$ and $y$ tend towards the infinite.

4 Conclusion

From the previous results giving the solutions to the Johnson equation in terms of Fredholm determinants and wronskians, we succeed in obtaining rational solutions to the Johnson equation depending on $2N - 2$ real parameters. These solutions can be expressed in terms of a ratio of two polynomials of degree $2N(N + 1)$ in $x$, $t$ and $4N(N + 1)$ in $y$. That gives a new approach to find explicit solutions for higher orders and try to describe the structure of those rational solutions.

In the $(x, y)$ plane of coordinates, different structures appear. It will be relevant to go on this study for higher orders to try to understand the structure of those rational solutions.
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Abstract:


Appendix: Because of the length of the complete expression, we only give in this appendix the explicit expression of the rational solutions of order 4 to the Johnson equation without parameters. They can be written as

\[ v(x,y,t) = -2n(x,y,t)^2 \quad \text{with} \quad n(x,y,t) = A(x,y,t) + iB(x,y,t), \quad d(x,y,t) = C(x,y,t) + iD(x,y,t) \]

with

\[ A(x,y,t) = \sum_{k=0}^{20} a_k(x,y,t)^k, \quad B(x,y,t) = \sum_{k=0}^{20} b_k(x,y,t)^k, \quad C(x,y,t) = \sum_{k=0}^{20} c_k(x,y,t)^k, \quad D(x,y,t) = 0. \]

\[ a_0 = 3.383359972474775212178, \quad a_1 = (0.054433233168193631760) + 2763071456120269479766720 + 4197463057812614832206064 + 2857719553145065063416320, \quad a_2 = (0.25292166164094676080) + 1955213176184221120390760 + 5630126709685134597703210400 + 664176136837477704141156573600, \quad a_3 = (0.432799103045995124840) + 17874114680743578081231796000 + 104600792351700401782880000 + 1269422576013226686664590280, \quad a_4 = 4.38762375307214353242980 + 1605972646138377561600000 + (238870462493209479242) + 27155994665024878000, \quad a_5 = 1.9324212206293414723320 + 4010174299233183908506160 + 64466042731692881288733600 + 47278347117866121883828841126, \quad a_6 = (1357799790731473016400) + 10494411501223840210120 + 414060792351700401782880000 + 57669059375628003350624000, \quad a_7 = (0.25292166164094676080) + 1955213176184221120390760 + 5630126709685134597703210400 + 664176136837477704141156573600, \quad a_8 = (0.432799103045995124840) + 17874114680743578081231796000 + 1046007923517004017828800000 + 1269422576013226686664590280, \quad a_9 = 4.38762375307214353242980 + 1605972646138377561600000 + (238870462493209479242) + 27155994665024878000, \quad a_{10} = 1.9324212206293414723320 + 4010174299233183908506160 + 64466042731692881288733600 + 47278347117866121883828841126, \quad a_{11} = (1357799790731473016400) + 10494411501223840210120 + 414060792351700401782880000 + 57669059375628003350624000, \quad a_{12} = (0.25292166164094676080) + 1955213176184221120390760 + 5630126709685134597703210400 + 664176136837477704141156573600, \quad a_{13} = (0.432799103045995124840) + 17874114680743578081231796000 + 1046007923517004017828800000 + 1269422576013226686664590280, \quad a_{14} = 4.38762375307214353242980 + 1605972646138377561600000 + (238870462493209479242) + 27155994665024878000, \quad a_{15} = 1.9324212206293414723320 + 4010174299233183908506160 + 64466042731692881288733600 + 47278347117866121883828841126, \quad a_{16} = (1357799790731473016400) + 10494411501223840210120 + 414060792351700401782880000 + 57669059375628003350624000, \quad a_{17} = (0.25292166164094676080) + 1955213176184221120390760 + 5630126709685134597703210400 + 664176136837477704141156573600, \quad a_{18} = (0.432799103045995124840) + 17874114680743578081231796000 + 1046007923517004017828800000 + 1269422576013226686664590280, \quad a_{19} = 4.38762375307214353242980 + 1605972646138377561600000 + (238870462493209479242) + 27155994665024878000, \quad a_{20} = 1.9324212206293414723320 + 4010174299233183908506160 + 64466042731692881288733600 + 47278347117866121883828841126.

\[ \sum_{d=0}^{20} \sum_{k=0}^{20} d(x,y,t)^k = 3.383359972474775212178. \]