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Abstract -Based on our previous work on the development of a
Wireless Sensor Network (WSN) simulation platform, we
present here its ability to run simulations on heterogeneous
nodes. This platform allows system-level simulations with low
level accurate models, with graphical inputs and outputs to
easly smulate such distributed systems. In the testbed we
consider, the well known |EEE 802.15.4 standard is used, and
different microcontrollers units (MCU) and radiofrequency
transceivers compose the heterogeneous nodes. It is also
possible to simulate complex networks or inter-acting
networks; that is a more realistic case, as more and more
hardware devices exist and standards permit their
interoperability. This simulation platform can be used to
explore design space in order to find the hardware devices and
IEEE 802.15.4 algorithm that best fit a given application.
Packet Delivery Rate (PDR) and packet latency can be
evaluated, as other network simulators do. Energy
consumption of sensor nodes is detailed with a very fine
granularity: partitioning over and into hardware devices that
composethenodeis studied.

Keywords — Wireless Sensor Network, WSN, heterogese
simulation, model, SystemC

l. INTRODUCTION

thus relegating these products to the border of W&N
field, often for high data rate applications. We dot
consider such systems, and we focus on severalhsarft
battery life systems.
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Figure 1. Typical node architectures in a Wireless Sensowiet
(heterogeneous network)

Wireless Sensor Networks design is a difficult task
because designer has to develop a network at systeh
with low level (at sensor node: hardware and saftyva
constraints. CAD tools are also required to makstesy-

Wireless Sensor Networks (WSN) are widespreadeVvel (hardware and software) simulations, takiog-level

sensory systems. They are used in a variety ofcapions,
such as environmental data collection, security itodng,
logistics or health [1]. Wireless Sensor Networks karge-
scale networks of resource-constrained sensor ribdesre
deployed at different locations. Limited resourcaee:
energy, memory and processing. The sensor
cooperatively monitor physical or environmental ditions,

such as temperature, sound, vibration or presBe@ause of

autonomy requirements, they have a specific arctite;
they are typically composed of one or more sensars3-bit
or 16-bit MCU, sometimes a non-volatile memory,
radiofrequency transceiver and an energy supplpicay
hardware structures are detailed in Figure 1, wkerecan
recognize two heterogeneous nodes. Manufacturevg3n
hardware include: ATMEL, Texas Instruments or Matrip

nodes

parameters into account. It is what our simulat@EA1-
permits. Moreover, we detail in this paper a neatuee of
our simulation platform, which supports heterogerseo
sensor nodes.

II.  WIRELESS SENSOR NETWORKS SIMULATORS

Many simulators have been developed last few yars
6]. Unfortunately, most of them are restricted pedfic
hardware or precisely focus on either network lerehode
level. Research on sensor network evaluation cavrdesdly

adivided in two categories: network simulators erdeghwith

node models, and node simulators enhanced withanketw

models. A thorough exploration of this field is givin [7].
Typical network simulators are general purpose oekw

simulator, such as Network Simulator NS-2 [5] and

MCU and Texas Instruments, ATMEL, Freescale, or STOMNeT++ [6] (and their declinations). The problesithiese

Microelectronics radiofrequency transceivers. Lisystems

composed of 32-bit RISC processors exist — like wiledl
known Crossbow's Stargate platform - but
consumption is prohibitive and autonomy is largafected,
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interesting network simulators are not sensor q@iatf
specific and they are also too high level for haadhv

energyconsiderations. Moreover, there is no separatioivden

computation and communication models. That modekng
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Sensing timer Wakeup tim
oxpires expires

also not suitable for hardware replacements antbeatfons. T N
Then, such simulators do not have accurate enepels roMed o orvegi-—" / T TS it
[8] &&%&i

Node simulators refer to precise hardware desoripti
with a synchronization strategy among the nodesh sas
Avrora [9], or SCNSL - SystemC Network Simulation

lenQueue<numPayload && noSLEEP

Library [10]. These simulators are better suitedr fo | C—FENS'”E—«?:‘ Ry ler gt g |
embedded system designers, requiring precise |l le | sssmsuropns R~ el \

c s && noSLEEP
models for top-down (network to node) approach. SCié | ey /55{5-\ IHQHSWJWM e |
a networked systems simulator, written in System€ @++. \.\ Tt ,Q\ﬁkb\ & noSLEEP
Because SystemC is a C++ class library, it hastlvantage e ~e L
to be able to model hardware, software, and network ™ hewd to forverd a recaved pid \,,\_,2,77
SystemC is a classical and widely used modelingdage in lonQuisue~=sisPayisad
electronic systems design and particularly in Sps@n- Figure 3. Generic FSM for MCU
Chip design where it enables hardware/software
communication and protocol exploration. Our siniokat Radiofrequency transceivers are modeled indiviguall
platform is also based on SystemC and C++, and $CNShecause of their complexity and wide differenchat(tvould
was the starting point of our work. make difficult a generic FSM). Below are drawn twSM

examples of two well known radiofrequency transeesy
IIl.  PPROPOSED SYSTEM.EVEL MODELS

Our models architecture is close to hardware archite,
as Figure 2 (compared to Figure 1) shows. Softwarkthe

outp ulRme:[l F0dBm; Qu nem[g]fg.‘t&'nt

outp utFowerf1]=-1dBm; Curent]
. . . Voltage=3.0v . y -
whole IEEE 802.15.4 standard with many configurstiare FoweCurenc\olage O Aol Sdbm: ClreriaL1s ama
Watfun: zgi‘c';le% ;rp;g‘ﬂ huesc\\mur mtpmmeru]ig:m; (éurenl[A]:}Z.;mA
mOdel ed too. m?aeMﬁsTAaE satus bit %mmﬁﬂa;mgm ctmlai?g e
Cunent=426 pA Time=1mS outp utPower{7]=-250B m; Current[7]=8.5 mA

Pl RE send
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Figure 2. Node model architecture
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Calb rate TX

Qur ent=Curentf];
Time =12 synbo Iper bds
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failed address recogni

TX FRAME
Curtent=Curr ent]] ;
Jime=(f rameLength+6)*8/dataRate,

A cho wedge request

Calibrate TX
Current=Currentf] ;
Time=12 symbol periods

The stimulus block generates analog sensor datartisw
the MCU. MCU and radiofrequency transceiver are ehexd
separately, so that designers can switch theser-inte
changeable devices. These two parts communicabeghr

TXACK
Curent=Curr entji];

\Mﬂ/dalal?a&e

SPI (Serial Peripheral Interface) interfaces. Figure 4. TI CC2420 non slotted CSMA-CA Finite State Machine
MCU is the central unit for processing and coningfl

purposes. In our typical case, MCU initializes the e
radiofrequency transceiver, then it reads (conyedta from L O W L
sensor, and communicates data to radiofrequency W%d
transceiver. Switch between such architecturesoise doy T s LR
changing some parameters. MCU model can for example " ™ < S
switch from ATMEL ATMegal28 to Microchip PIC16LF88. Nongzga%‘;&%%tﬁzﬁv‘wmm
Figure 3 shows the generic FSM (Finite State Maghime [ o s B e
have implemented for MCU. Parameters depend on the (T . T e
MCU itself and from the radiofrequency transceiver B i T N b e i
(according for example to its hardware support BEE I
802.15.4 or no). \ L[

\\"‘./ - ™ )

/ Channel free

Figure 5. MRF24J40 non slotted CSMA-CA Finite State Machine

As a whole, several MCU and several radiofrequency
transceivers can be selected; the current libsadetailed in
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table I. Each MCU can be mapped to each radiofrerjue
transceiver. Each radiofrequency transceiver iresuthe
whole IEEE 802.15.4 standard. As it has been pusiyo

composed of Microchip PIC16LF88 and ATMEL AVR
ATMegal28L MCU and Microchip MRF24J40 and Texas
Instruments CC2420 radiofrequency transceiverpasiied

published, all of these models have been validatét in table II.
experimental measurements on many testbeds [1d]aen
6% accurate. TABLE Il. NODES DEVICES FOR TESTBED
W SN device MCU RF Transceiver
TABLE I. MODELED DEVICES IN SIMULATOR LIBRARY Coordinator ATMegal28 CC2420
transceivers Nodes 4..7 ATMegal28 CC2420
ATMEL ATMegal28 Texas Instruments CC2420

Microchip 16LF88
Texas Instruments MSP 430

=

Texas Instruments CC100
Microchip MRJ24J40

IV. SIMULATOR

Nodes sense the environment periodically and transm
data over the network. Each transmission (packetydes 2
data bytes (payload). Sensor nodes enter sleep amhbmg

) as they can, coordinator doesn't enter sleep mikteE
The presented models can be used to simulatgp2.15.4 classical data-rate (theoretically 250sKi used.

heterogeneous network communications at systenh. [Ege
help non-specialists to use easily the simulatiool, twe
developed a graphical interface that is shown @ ftgure
below.

|deal
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Figure 6. Simulator graphical user interface

The user interface is composed of different subdaivs.
A graphical viewer shows spatial position of nodesl the
possible communications according to locations, groaf
transmission and sensitivity of receiver. Hardwar
parameters are some of selectable MCU and radigfrezy
transceivers. One of the many IEEE 802.15.4 cordiipns
and superframe parameters can be selected. Nodssrse
sampling rate and payload of packets can also beBge
clicking on the launch button in graphical intedaca
SystemC simulation is launched in background. Siborh
log is displayed in the bottom window of graphicgkrface,
and a timing trace (Value Change Dump format: VCD)
viewer is opened. Output log files are also gemeerat
Concrete examples are given in the following sectferom
these results, we can explore design space fosbkgton.

V.

Heterogeneous support in simulators with fine and
accurate hardware and software models is necebaafgw
simulators support this feature [12][13]. One reasd the
need of a complex organization of models. As teah®le,
we simulated a 9 nodes network: 1 coordinator andd:s

HETEROGENEOUSSIMULATION RESULTS

Copyright (c) IARIA, 2012.  ISBN: 978-1-61208-207-3

A non beacon CSMA-CA with no acknowledge is used, b
all of the IEEE 802.15.4 can be chosen for more pgiern
applications and wider exploration. Previous wooksnon
heterogeneous (homogeneous) WSN with this simulatio
platform have already been published [14] to vadéida
accuracy of the models by experimental measurements

By clicking on the launch button in graphical ifitee,

Signals

Time

CooMcustate[7:0]=

Cooradicstate[7:0]
mcustaten[7:
radiostaten[7:

mcustate5[7:0] =
radiostates[7:0]=l

Waves -

SystemC batch command is launched in background, an
simulation log is displayed in the bottom windowheh, a
e trace (VCD) viewer is opened. A part of VCD traneshown
in Figure 7.

T
& X

N — )@ i

R )@

X R I &
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3

Figure 7. Extract of the output VCD file, focus on coordinaémd nodes
0 and 5 (MCU and radiofrequency transceiver states)

Energy (1)
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PIC16LF88+MRF24J40

We can observe the coordinator's and nodes’ MCU and
radiofrequency transceiver states. It is possiblenbnitor
more signals in order to see the channel usagedatal
transfers from sensor to radiofrequency transceiveugh
eMCU on each node, and data from radiofrequency
transceiver to MCU on coordinator. It is then pblsito
monitor latency and packet delivery rate (PDR) frirase
curves. From log file, PDR and latency can be pedyi
displayed; energy can be read to draw graphs sittieae in
the following figures.

AVR ATMegal28+CC2420

uRF
MCuU

Figure 8. Heterogeneous nodes energy consumption
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Figure 8 shows energy partitioning between MCU and

radiofrequency transceiver for 2 heterogeneous s1¢aede VI. CONCLUSION

0 and node 5). We can also see the (relative) fopact of Heterogeneous support of our system-level simuliator
MCU energy compared to energy consumed bywireless Sensor Networks has been presented. This
radiofrequency transceiver. simulator is written in SystemC, which combinesattages

It is moreover possible to have finer granularind@o  of being a widely used language in electronic systdesign
detail energy consumption of each block within &k  flow, and permitting hardware and software modelifige
devices. Figure 9 shows energy spent during SPdimulator graphical interface permits to easily fiqure a
communications, active (CPU), and sleep statés.ti note  network and the sensor nodes characteristics, tairobasy
that radiofrequency transceiver impacts active tthmaof  to read waveforms and easy to process output kggshe
MCU. Indeed, in that example, CC2420 transceivest ju whole IEEE 802.15.4 and many hardware devices are
modulates the packet, MCU has all in charge. It tuis modeled, it is possible to simulate and compareEIEE
example to check for free channel, to use delaybdokoffs, 802.15.4 algorithms on many interchangeable (and
to generate IEEE 802.15.4 compliant packets, tce takparameterized) hardware devices (even by mixingnthe
acknowledge in charge if activated, etc. More SPlithin a network) in order to run design space esqtion.
communications are also required. On the other handlassical network simulators outputs - Packet RejivRate
MRF24J40 is a more autonomous circuit, as it suppalt  (PDR) and packet latency - are accessible; as wall
the aspects above in hardware, MCU is also lesgeact accurate timing, accurate and detailed power copiamof
hardware devices.

e
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