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Abstract—In this paper, we consider the provision of primary With regard to this general control structure Weintroduce
frequency control by using battery energy storage systems two forecasting methods to predict the energy needed for
(BESSs). In particular, we use a standard droop-based frequency yoq 1ation over subsequent periods by using AR models of
control for a BESS where the.cor!trol action (i.e. j[he BESS power diff t ordersii te th ) ibl |ati
output) consists in the contribution of two additive terms: the ' ere_n or ersl_l) compu e_ € maX|mu_m possiie _regu a_lng_
regu|ating powetr, proportiona| to the frequency deviationsy and CapaCIty aCCOI‘dIng to teChr“Cal constraints a.nd deSIred re“ab”'
an offset term computed to manage the BESS State-of-Energy ity requirementsjii) examine how the duration of the period
(SOE). In the context of such a control scheme, we propose afor the computation of both the droop coef cient and the power
method to forecast the BESS energy for regulation needs and we offset affect the performance of such control scheme ighd

show that the inclusion of such a forecast can increase the regu- lidate th thod by simulati d - t ith
lating power provision. Finally, we demonstrate the performance validate the method by Simulations and experiments with a

of the proposed approach by means of a real-scale experimental 9rid-connected BESS.
setup composed by a grid-connected 720 kVA/560 kwWh BESS An extensive comparison between the two forecasting meth-

installed at the EPFL campus in Lausanne, Switzerland. ods is carried out to assess the benets of incorporating
Index Terms—Battery energy storage systems, primary fre- the forecast of the regulating energy need in the proposed
guency regulation, control, forecast. control. The performance of the proposed control framework

is validated by simulations in Matlab/Simulink and experimen-
tally tested using a grid-connected 7RUA /560 kWh BESS
installed at the EPFL campus in Lausanne, Switzerland [7].
There is a general technical consensus that the progressiv@he contributions of this paper are twofold. First, we intro-
displacement of conventional generation in favour of praluce a method to forecast the BESS energy need due to PFR
duction from renewable sources requires distributed geneead we demonstrate that it allows to increase the provision
tion (DG) and storage to provide grid ancillary services. lof regulating power. Second, we perform an extensive experi-
this context, grid-connected battery energy storage systemental campaign td) evaluate the reliability and success rate
(BESSs) are gaining increasing focus thanks to their fastthe control frameworkii) evaluate the ability of the BESS
ramping compared to conventional generation units [1]-[3b follow the regulation signal, with performance metrics as
Several authors have proposed different methods to provide[8]; iii) infer the long-term performance of the proposed
primary frequency regulation (PFR) with BESSSs, e.g. by usingethod using the above mentioned simulation environment.
adaptive droop control [4], offset frequency control signals The rest of the paper is structured as follows. In Section I,
[5] and model predictive control (MPC) exploiting shortwe describe the methods to forecast the energy need of a BESS
term predictions of the grud frequency [6]. In this paper, weerforming PFR. In Section Ill, we describe the implemented
consider the problem of the provision of PFR with BESSsontrol algorithms. In Section 1V, the main simulation and
using a droop-based control strategy. The control is compos&perimental results are presented. Section V summarizes the
by three consecutive phaseg:the a-priori computation of main contributions and perspectives of this paper.
the droop coefcient with an optimisation probleni) the
periodical (with a period of lengtf, ranging from 1 to 24 !l FORECAST OF ENERGY REQUIRED FOR REGULATION
hours), computation of an offset power to maintain continuous Since BESSs can store a limited amount of energy, in
operation, based on the BESS state of energy (SOE) ader to provide a given amount of regulating power for a
forecast of the energy needed for regulation via autoregressiredetermined duration, a BESS needs to continuously adopt
(AR) models;iii) the real-time control, which implements aits reservoir level. Therefore, in order to maximise the capacity
power setpoint consisting in the sum of the regulating aral providing regulating power, it is important to quantify the
offset power. energy that the BESS needs to make available to accomplish

I. INTRODUCTION



the PFR service provision over a future period of durati
period T. Since regulating powePy, is proportional to
frequency deviations f from the nominal frequency, the
regulating energy s, is proportional to the integral of such
deviationi over the c%sidered inter%al:

Eprr = Pptr dt = fdt = fdt = Wys; (1)
T T T

where W; is the integral over a time windowl of the
deviations of frequency from its nominal value, andis
the droop coefcient inkWHz 1. It is worth noting that
(1) assumes that the regulating power is also deployed
response to frequency deviations withilO mHz Typically,
European grld_ codes do not require activation \.Nlthm this bar}g ure 1. Q-Q plot of the residuals &¥; (red) versus the normal standard
[9]. However, it can be demonstrated that the disregard of SUgfiie) built using a)r = 1h, data from the NGET database andTby 6 h,
practice has a negligible effect on the resultivg values and data from EPFL database.
on the subsequent control.

The quantity W;, over a long enough time horizon is
equal to zero (considering a power grid with a sufcien
amount of secondary frequency control reserve). Howevd
this is not generally true for shorter intervals, and we sho
that it is possible to forecast the value ®¥; and use
it to achieve efcient PFR strategies. The analysis detaild
in these paragraphs has been carried out on two sepa
datasets, respectively composed by two years (2014-2015
frequency measurements collected by National Grid Electricijgs
Transmission (NGET) and by one year (2016) of on-site_ _ _ _
fequency measurements at EPFL [10]. From the frequerffis & Auseariiston i o e escuas 0L (0) o
timeseries, we have computed sevevd] timeseries, with
integration interval§ of increasing length from 1 to 24 hours.

The objective is to verify the possibility to use autoregressiyRe |owest order that successfully captures all the relevant
models (AR) in order to forecass . _ ) dynamics for all the period lengthE), hereafter referred as
The usage of AR models requires the analysis of t)gz(g) it can be seen that the residual autocorrelation does not
probability density function of the variabl&/s and its au- gpo in this case, any value outside the band identifying white
tocorrelation [11]. Figure 1 shows in red the quantile-quantilgsise - Similar results are obtained for all valuesToand for
plots obtained for twdN; timeseries (respectively from thep g, gatasets considered (not reported here for sake of space).
NGET and EPFL databases and with differ@)tand in blue 136 | compares the standard deviation of the residuals of
the same plot for the quantiles of a normal distribution. Su¢h,qels AR(0) and AR(8) obtained for integration perigbls

plots demonstrate that the data of such timeseries are closgdq,creasing duration. It can be observed that this value is
normally distributed and suggest the use of AR models.  |,\ver for the AR(8) model for allr.

Figure 2-a shows the autocorrelation of the timeseries
composed by subsequeWt values computed for the NGET

datab d with=1h le. Modelli h ti TABLE |

ag ase an W'. =ihasan ex?‘mp e. 0. elling Such IMe- peg pyaL STANDARD DEVIATION FORAR(0) AND AR(8), DATA FROM
series as a persistent process (i.e. assuming that there are not NGET DATABASE.

relevant dynamics that can be captured), at every timestep we —_— . 3 . s 2 o
predict the valudV; (k) = ¢ = 0. For such model (hereafter [h

AR(0)), the model residual corresponds the valug\gfitself, AR(0) | 96 154 201 243 312 428 575
beingry = Ws (k) W (k) = Ws . We see that the residuals AR(8) | 92 150 197 239 307 408 516

for such model present an autocorrelation that is, for the lower

lags, higher than for white noise (indicated by the blue lines in gjng such a prediction model provides two relevant results
the plOt)'"Th'S _Slrj]gges:? thhwf contains (Tyna}mms that (;]anfor the PFR control strategy. First, a model with lower variance
bhe modelled \IN't anf 'ﬁ er o(;dler m%dei F|%ur§ 2c—jbfs OHlows to use a higher droop coef cient and therefore provide
tsaemzu(tj%iggeetawitnh c;nt aitr(;]rz ?esrsei\slle urﬁ (fdgl toa}moerd,erofz t(rﬁ?gher regulating power (as detailed in Section llI-A). Second,
' 9 tfe predicted valu®/; , recomputed periodically, can be used
1Dataset downloaded from http://www2.nati0nalgrid.com/Enhance&Q Improve the state of eqergy management associated to such
Frequency-Response.aspx on Apriff22017. droop coef cient (as detailed in Section IlI-B).



[Il. CONTROL STRATEGY Pt Pgess SOE
The BESS control consists in a standard droop-based frbo =) max — BESS {
guency regulation strategy where the BESS's active power |
output is given by the sum of the regulating powgr and f Psoe :SOE(T)
the offset termPsoe , computed periodically to keep the SOE SOE-Ml< - - ---- !
within its technical bounds. For each period, the control is

designed to re_Store the reference condition of Sta‘te_Of_EnergyFigure 3. Block diagram of the proposed method to operate the PFR.
SOEy. It acts in three stages:
1) a-priori computation of the droop coef cient given by
the solution of an optimization problem. The latter takeds de ned in section Il, the optimization problem can be
into account the statistical propertieswf to determine expressed as:
the maximum value of (hereafter . ) that can be

used for periods of the given duratidn The resulting max = arg max g )
max 1S then xed for all considered period§ or, in subject to:
the context of ancillary service markets, xed within the
time horizon for the bidding of the frequency regulation SOE(Tis1) = Wr | SOE(T)) (6)
service (e.g. one week). En
2) the period-ahead operation where, on the basis of the =~ Pr(jSOE(Ti+1) SOE(T;)j SOEy) (7)

forecast of the energy required for one period of OPherePr () denote the probability that the argument occurs.

ation T and the knowledge of the SOE of the BESS ., . ; . .
the offset termPsoe for such period is computed. Thisi- Qésbpg*:ﬁg nh:z an analytical solution. By applying (4), (7)

task is de ned hereafter &8tate-of-Energy Management

(SOE-M) and is repeated for each i-th peridd ProjWij SOEoEn ®)
3) the real-time control, where the regulating action is
actuated with 1 second resolution. Since W; is a normally distributed stochastic process with
Figure 3 shows the control diagram. variance ; (as shown in Section Il), Eq. 8 is satis ed by:
A. Droop coef cient computation SOEy Ej )
The BESS SOE is de ned as the integral over the time of k¢
the power output of the battéty where the value ok is related to that of the selected e.g.
1 Z 14t k=1:96for =0:95 k=2:58for =0:99, etc..
SOE(Mi+ )= = P()d +SOE(Ti)) (2)  Since the objective in 5 is to maximise the regulating power
" ZT'T,H provided with the BESS, the maximum droop coef cient and
= ' f()d + SOE (T;); (3) solution of the problem 5-7 is:
En _ En SOEp.
where E,, is the BESS nominal energy capacity. The value max T T (10)

of the droop coefcient is determined by solving the op- o _
timisation problem detailed below, aiming at maximizing thd N€ value of the standard deviation of the residualslepends
droop coef cient while respecting the constraints on the ener§y? the autoregressive model used and length of the périod

that can be stored in the battery. The optimization constraints autoregressive model of higher order, such as AR(8) has a

are built to ensure a continuous operation of the battefgWer variance of the residuals obtained with an AR(0) model.

Starting from an initial condition 0BOE(T;) = SOE,, the herefore, its_ use is conv_enient as_it leads to a higher value
maximum deviation during one periol must be equal to 0F and a higher regulating capacity.

SOEy, thus,0  SOE(Ti+1)  2SOE,. Therefore, since B, State-of-Energy Management

SOE(Ti+1) 2 f 0; 1g, the reference conditioBOE, has to be
chosen in the rang; 0:5]. From equation (3)SOE (Tj+1)
can be expressed as function\tf :

The SOE-M uses a power offset prole to restore the
initial condition, SOE, at the beginning of each consecutive
operation period in order to ensure a reliable and continuous

Wi + SOE(T): ) regulation. At the beginning of the period, the SOE-M mea-
En V sures the SOE of the battery, forecasts the evolution of the SOE
Therefore, considering a con dence level and the value in the next period and, on the basis of this result, computes the
distribution of the residuals of the energy need forecastiffset power pro le. The offset power is computed to avoid
hitting the SOE limits in the upcoming period of operation.
2At this stage we are neglecting the battery losses. In Section IV-B we wiflo achieve this goal, the prediction of the SOE variation due

show that these have a negligible impact on the computation ahd that lati h d of th . iod hich i
the SOE due to the battery losses can be absorbed by the offset povsgr regulation at the end of the upcoming period, which is

computed for the subsequent perigd; . provided by the forecasting methods detailed in section II,

SOE (Tis1) =



is exploited. When using the AR(0) model, the predicted SOE When the offset pro le is implemented, the space of the
at the end of the upcoming period of operatiﬁ)E(THl ), expected trajectories is modi ed. The offset power is constant
is equal to the current onéSbE(Ti). An autoregressive over all the period, so the energy injected or extracted form
model of higher order, such as AR(8), allows for a morthe battery during such period follows a linear increasing or
precise prediction anfOE(T;.1 ) will differ, in general, from decreasing shape,

SbE(Ti). The energy to be exchanged by the BESS in the Z, ,
following period will be therefore: i SOELoe (1) = Ei Pioe ()d = PISEOE t  (15)
n 0 n
Bsoe = SOE; SDE(Tis1) En; (11)
therefore, the expression of the evolution of the state of energy
where: during the time can be written as:
SDE(Ti;1 ) = SOE(T)) for AR(O);,  (12) 1 L ,
X - = i :
SOE(Ti.) = SOE(T)+ SOE,  for AR@®): (13) SOE(T+0= & T Psoe ()+ Pr() d + SOE(T)
The offset power to satisfy such energy need is set to be =+ Psoe. t+ Wi (1) + SOE(T): (16)
constant over the periofi,1  T;, and equal to: En En
, [SOE; SDE(Ti+1)] En The addition of the power offset pro le impacts the evolution
Psoe = T T, : (14)  of the state of energy by aligning the con dence interval on

SOE (Ti+1) with the BESS capability. From the graphical
point of view, these relationships can be interpreted as in
gure 4-b. Applying a constant power offset, the impact on

a) ‘ ‘ ‘ ‘ the evolution of the SOE consist in a ramp added to the state
- of energy trajectory. The space of the possible trajectories is
T s S et o, therefore shifted and the con dence level, at the end of the

following period, results to be centered within the capability

SOE(T;1)
SOE(T)/ of the BESS.

kog,

C. Real-time control

T ‘ Tin In real-time, the frequency deviationf is measured with
b) ‘ ‘ ‘ ‘ 1 second resolution and every second the BESS power set-
point is refreshed as:
SOEpg m———=—————mmmm e -

Peess = f  + Psoe: (17)

kaEf

“*}sOE(Tm) Where the value of h4« is determined a priori as in subsec-
| tion IlI-A and the value ofPsoe is computed as described in
Section 1lI-B and updated once every peribd

ko,

SOE, . . o L

min
T; Tin

] ) ) ) ) IV. RESULTS
Figure 4. Expected trajectories of the energy stored in the BESS over a period

T a) without and b) with the action of the SOE-M. . . . . .
In this Section, the main results obtained by applying

The impact of the offset prole is shown graphically inthe proposed methods are shown. Notably, Subsection IV-A
Figure 4. At the beginning of the period the state of energshows the values of droop coefcients determined for the
is in principle different fromSOEgy. Moreover, the expectedtwo datasets, the two forecasting models and for various
SOE at the end of the period will vary of a quantit)SbEi, values of T. Subsection IV-B shows the simulation results
predicted via the models proposed in Section Il. The spaceaitained for such values and compares the performances of
the expected trajectories for the upcoming period thereforetige control based on AR(0) and on AR(8). Finally, Subsection
tiited by a quantity which depends on the valueS®DE(T;) IV-C shows results obtained applying the proposed methods
and SDE;. At the end of the period, the state of energy it the control of a 72&VA /560 kWh grid-connected BESS.
expected to be in the rang[SbE(Ti+1) k g,)]. Such These are with the objective of validating experimentally
interval may exceed the range of capaBI®E, and so the the proposed methods, evaluating the BESS performances in
reliability of the PFR provision can not be ensured (see Figuperforming PFR and validating the simulation environment
4-a). used in Subsection IV-B.



A. Droop coef cient computation TABLE Il

. . . DROOP COEFFICIENT VALUESKW=Hz ], EPFLDATABASE ( =95%).

The algorithm for the computation of the droop coef cient

max has been used for each of the considered periods. Tablt#s TIh] ‘ 1 2 3 4 6 12 24
Il and Il show such results. Notably, Table Il refers to the
droop coef cient values computed from the frequency dataset
provided by NGET. Table IIl, refers to the data collected in | max | 14807 8524 6278 4959 3623 2270 1270
one year at the EPFL campus and that have been used in the § .. 2200 2900 3133 3250 3366 3483 3541
experiments described in Section IV-C.

The method presented in Section Ill-A determines the valu
of max on the basis of the energy capability of the BESS. In mex | 17216 9751 7337 5895 4302 2633 1346
the case of the EPFL 720VA /560 kWh BESS, since both fax | 2200 2900 3133 3250 3366 3483 3541
energy and power ratings are given, also the latter should
be used to determine themax . The theoretical value of

max corresponds to the minimum value betweéh,, (i.e. input and the BESS state of energy as output. It presents two
the maximum droop coef cient based on the BESS energljfferent models of BESS. In thieleal model the losses are
capability, found as in Section Ill-A) and?,, (i.e. the nottaken into account, whereas in treal one the losses are
maximum droop coef cient compatible with the BESS powefnodeled as in [7]. Speci cally the battery is considered as the
ratings). The latter term can be computed as follows: series of a voltage sources and a resistance and the values of

both depend on the battery state of charge (SOC). The SOE-M
max _ SOEg En . X X : .
PsoE = T T (18) performancg in the S|mu]at|on environment has been evaluated
max i+1 ma)'( . for three periodg, two different con dences levels (95 and
P = Po  Psog (19)  99%%), and for the two different autoregressive mod@iR (0)

o _ P (20) and AR (8)). The results of these simulations are evaluated

max "~ by quantifying the failure rate t. The SOE-M fails in its

f max ’
wherePE% is the maximum possible value of the power ofr_control when the BESS reaches its capability limits and cannot

. ax ~ provide power for frequency regulation. The control failure
isnifjriorSgtSIZt:?;egowge;ﬁft;h:vzilzuseiiiﬁﬁgblelfllt hhea\r/gaéeeéate T corresponds to the duration of the period in which the
computed considering a grid-connected 740 /560 kWh ESS is not able to perform its tasks, expressed in percentage

BESS and the activation of full reserve power for frequen of the simulation duration. From the de nition of the droop

. . i . coef cient given in Section IlI-A, over one period of operation
deviation beyond 200 mHz, as dictated by ENTSO-E grid the expected failure rate is related to the con dencen the

AR(0) model

AR(8) model

codes [12]. )
[12] control action as follows:
TABLE II T =1 (21)
DROOP COEFFICIENT VALUESKW=Hz ], NGET DATABASE.
’ T [h] \ \ 1 2 3 4 6 12 24 TABLE IV
AR(0) model SIMULATION RESULTS, NGET DATABASE
Cax | 95% | 5325 3321 2555 2115 1646 1201 893 AR (0) AR (8)
Cax | 99% | 4046 2523 1941 1607 1251 913 679 | BESS model T max T max T
AR(8) model [%] [h] | [kW=Hz] [%] | [kW=Hz] [%]
e.x | 95% | 5567 3415 2607 2144 1674 1259 995 Ideal 95% 24 893 3.631 995 4.723
€ax | 99% | 4230 2595 1981 1629 1272 957 736 Real 95% 24 893 4.423 995 6.410
Real 99% 24 679 0.358 755 0.358
Table Il shows that for the EPFL 720/A kwh BE
able 1l shows that for t c 40/ /569 .SS Ideal 95% 12 1201 4.087| 1259 4.609
and for theT  6h, the theoretical value of 5 is determined
by the BESS power ratings rather than its energy capability. Rea! %% 121 1200 4779 1259  5.223
In Section IV-C, details are given about the valuesToand Real 99% 12 912 0.616 957 0.799
~max Used to experimentally validate the methods proposgd ey 95% 1 5325 2992 5567 2479
in this paper with the speci c ratings of the EPFL BESS.
Real 95% 1 5325 5.086| 5567 2.452
B. Simulations Real 99% 1 4045  0.408| 4229  0.350

The performance of the proposed control framework is val-
idated by simulations in Matlab/Simulink. The simulator uses Table IV presents the results of the simulations. The failure
one year of frequency measurements for the NGET databaseas 1 is on average equal to 3@for the simulation based



on a =95% and a BESS with unitary ef ciency and to 4« experiments with duratiotd of 23 periods and 30 periods,
for the simulation based on &95% and a BESS with non- respectively. The observed failure rakysfor each experiment
unitary ef ciency. In both cases the average failure rate for there in the neighbourhood of the expected valye = 5%
simulation is close to the expected value @h.5Moreover, with the experiment based @R (0) andT=6h being the one
it can be observed that the introduction of a more accurate which bT is the more distant from this value, having a
BESS ef ciency model does not provide results considerabB; = 2:86%
different from those obtained for an ideal BESS.

TABLE V

C. Experiments EXPERIMENTAL RESULTS RELIABILITY AND FAILURE RATE .

The algorithm has been tested experimentally using a dedi-

o2 . N Model T H b.

cated setup consisting in a grid-connected K28 /560 kWh ame | Mode _ e T
BESS installed at the EPFL campus in Lausanne [7]. Fre- [h] [periods] [kW=Hz]  [%]
guency measurements are from an on-site PMU-based meter- | EXP3 | AR8  3h 23 7337 5.9871
ing system [10]. Three sets of experiments have been carried | cyps | aro  3n 23 6278 5 7596
out.

The purpose of the rst group of experiments is the eval- EXPS | ARO  6h 30 4302 2.8563
uation of the ability of the algorithm to ensure the rated EXP6 | AR8  6h 30 3623 5.5144

reliability. Such series of experiments has been carried out
for T=3h and T=6h and with the nax de ned as in section  The second group of experiments aims to asses the ability
I1I-A, based on the BESS energy capability. The choicef the BESS to follow the regulating signal. With regard to
of T=3h and T=6h, although in contrast with the resultsthis purpose, the performance metrics chosen are the ones
presented in Table I, is justied by two observations. Oradopted by PJM Interconnect [8]. Such parameters evaluate
one hand, experiments basedDnal2h or T=24h would need the regulating action for each hour of service giving a general
a considerably long run-time to achieve statistically relevastore which is the mean of three parameters delay correlation
results. On the other side, for smalleran max computed as and precision. Figure 6 shows the performance scores for the
in Section IlI-A would generate an ineffective regulation, since6kWh BESS object of this study, obtained on an experiment
even for deviations of relatively small magnitude, the BES®ith period T=1h and a droop coef cient =2200kW Hz *
power would be limited by its power rating and the regulatioand with overall duration of about 40 hours. Similar values
signal would not be tracked accurately. FHor3h andT=6h, has been registered in all the experiments presented and are
the power rating of the battery would limit the BESS powedligned with the expectations for the battery which are usually
from tracking the regulating signal only in the occurrence cfround 96-9% [13].
large and infrequent frequency deviationsf(> 100mHz).
These values oflf are therefore suited to the purpose of
validating the proposed method, although the consideration of
the power ratings should be taken into account in the sizing
phase of a BESS designed to perform PFR.

Figure 5 shows the result of EXP5. The control fails every
time the SOC is near to the limits and the battery is not able
to implement the set points received from the control logic.
The results of this rst set of experiments are summarised in

Figure 6. Performance assessment in providing frequency regulation services.
Experimental results obtained fdr=1h and =220kW Hz

The objective of the third group of experiments is gathering
experimental data to playback in the simulator in order to
validate its output and support the proposed simulation results.
To quantify this, data from the experiments presented in
Section IV-C has been fed as input for the simulator and the
power and SOE pro les generated by the simulations have

Figure 5. Evaluation of the reliability. Results from EXP5. Top: power outpupeen. compared t(;) the experimental data'. The .accuracy of

middle: absolute error between setpoint and measurement, bottom: SOE.te simulation environment has been quanti ed via the RMS
value of the difference between the measured and simulated

Table V and consist of almost 500f PFR divided in four SOE, SOERMS | Table VI shows therms value of the



EXPERIMENTAL RESULTS VALIDATION OF SIMULATION ENVIRONMENT .

TABLE VI

The proposed method is both validated via simula-
tions and implemented in the control of a grid-connected
720 kVA /560 kWh Lithium titanate BESS. The experiments
carried out in the present work demonstrate the effectiveness
as well as the practical deployability of the proposed control
framework. Moreover, we exploit experimental data to assess
the performances of the BESS in providing primary frequency
regulation, which prove to be extremely high.

Future works concern the improvement of the forecasting
tools performance, the introduction of a period-based com-
putation of the droop coefcient (e.g. de nition of on a
weekly basis) and the coupling of the proposed optimal control
scheme with an upper-level optimization problem to determine

Name | Model T H max SOERMS
[h]  [periods] [kW/HZz] [-]
EXP1 | ARO 1 39 2200 0.007
EXP2.1 | ARS8 1 24 2200 0.009
EXP2.2 | ARS8 1 42 2200 0.006
EXP2.3 | ARS8 1 30 2200 0.005
EXP3 | ARS8 3 23 7337 0.028
EXP4 | ARS8 3 23 6278 0.107
EXP5 | ARO 6 30 4302 0.076 the

difference between measured and simulated SOE for variogg
experiments. This value is on average of 0.034, indicating

satisfactory simulation performances. Figure 7 shows the SOE
proles for one of such experiments. The simulated SOBy
matches closely the measured one, except for the moments
when the control fails due to a SOE approaching its Iowe{:3
bound. This difference at extreme SOE values is due the fa 9
that the BESS internal controller imposes SOE limits that arg]
dynamic and not always corresponding to the static bounds
used in the simulation tool. Nonetheless, good simulation

performances are achieved for a wide SOE range. [5]

(6l

(7]

(8]

[9]
Figure 7. Performance assessment of the simulation tool, scenario from EXP3.

(20]
V. CONCLUSIONS

We present a droop-based control framework to perform pri-
mary frequency regulation by using a BESS. The computatiti]
of the droop coef cient and the state of energy managemens,
rely on the forecast of the energy needed for regulation over
a multi-hour horizon, performed by means of autoregressive
models. We show that, by exploiting the information provide 3
by such forecasts, the BESS control can exploit a higher
droop coef cient value (and thus the provide more regulatiﬁ
power), while ensuring the same level of reliability of a ba
case, AR(0), in which such information is not exploited. This
constitutes an improvement over typical offset-based controls
for BESSs providing frequency regulation (e.g. [5], [14]),
although it requires large datasets of historical data (not always
easily accessible) to train the autoregressive models.

optimal battery capacity.
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