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Abstract The turbulent processes in the Cape Basin, the southeasternmost gate of the Atlantic Ocean,
play a key role in the transport and mixing of upper to intermediate water masses entering the area
from the Indian Ocean, making them especially relevant for the Indo-Atlantic transfer of heat and salt.
In this paper, two numerical simulations at different horizontal resolutions are used to study mesoscale
and submesoscale dynamics, their phenomenology, their evolution, and their impact on the local water
masses. Submesoscale processes seasonally affect both, the upper and intermediate layers, but there are
clear dynamical differences between the two layers. Several types of instabilities underline this spatial
and temporal variability. Near the surface, mixed layer instabilities occur during winter, while mesoscale-
driven instabilities, as the symmetric type, prevail in summer. The connection between these two sea-
sonal regimes is ensured, in anticyclonic eddies and within the mixed layers, by Charney baroclinic insta-
bilities, involved in the local formation and subduction of mode water, that we have dubbed as Agulhas
Rings mode water. Intermediate depths are instead characterized by mesoscale mechanisms of density
compensation and lateral stirring of the tracer variance, triggering a significant filamentogenesis whose
vertical scales are comparable to those mentioned in previous studies. This leads to a particularly
efficient mixing of Antarctic Intermediate Waters of Indian and Atlantic origins. Lagrangian estimates
highlight the new and significant role of fine scale structures in setting the water masses properties of
upper and lower thermocline waters materializing the Indo-Atlantic exchange and therefore potentially
affecting the global ocean circulation.

1. Introduction

1.1. The Indo-Atlantic Interocean Exchange
The Agulhas Current (AC) is the western boundary current of the southern Indian Ocean subtropical gyre
and is primarily driven by the large-scale pattern of wind stress curl between the southeast trade winds and
the Southern Hemisphere westerlies (Beal et al., 2011). South of the Agulhas Bank, at the outer edge of the
continental shelf, the AC retroflects sharply, and continues eastward as the Agulhas Return Current (ARC;
Lutjeharms et al., 1992). At the Agulhas Retroflection (AR), the current regularly loops back upon itself, and
large anticyclonic eddies (known as ‘‘Agulhas rings’’) are shed in the Cape Basin, and, from there, they move
into the South-Atlantic Ocean (Lutjeharms & Gordon, 1987; Ou & de Ruijter, 1986).

The transport of water from the South-Indian to the South-Atlantic oceans has substantial implications for
the convective circulation of the Atlantic Ocean as a whole (Gordon, 1985). Weijer et al. (1999) and Biastoch
et al. (2008) have demonstrated that these interbasin fluxes of heat and salt are important for maintaining
the strength and operation of the Atlantic Meridional Overturning Circulation (AMOC). Past descriptions of
the Indo-Atlantic exchange suggested that this transport is mainly dominated by the migration of Agulhas
rings from the AR through the Cape Basin into the western South-Atlantic (see Lutjeharms, 1996 for a sum-
mary of observational studies). Other numerical experiments have focused on the turbulent activity of this
oceanic basin (Biastoch et al., 2008; Drijfhout et al., 2001; Matano & Beier, 2003; Reason, 2001; Treguier et al.,
2003; You et al., 2003), underlining how Agulhas eddies influence not only the transient transports but
also fluxes associated with the mean circulation (eddy fluxes, for example, supply most of the energy of the
Benguela Current; Veitch et al., 2009).
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In particular, the work of Matano and Beier (2003) indicated that a distinctive characteristic of the eddy vari-
ability within the Cape Basin is the coexistence of cyclonic and anticyclonic vortices in dipole structures that
resemble the Heton model (Hogg & Stommel, 1985). The same authors pointed out that the momentum
fluxes, essential to the kinetic energy balance of the Cape Basin, are primarily driven by baroclinic and baro-
tropic eddies, with negligible contributions from the mean circulation. In support to the latter, Lagrangian
studies suggested that the transfer of properties and their mixing, rather than being uniformly distributed
across the entire subtropical gyre, appears to be concentrated in some small regions (Boebel et al., 1998).
The Cape Basin is one of them, characterized as the highest world ocean spot of eddy kinetic energy
(Boebel et al., 2003). This implies that the mesoscale details of the interbasin exchanges are extremely
important and cannot be simply represented by some constant mixing coefficient in diagnostic, large-scale,
model simulations (Gordon et al., 1992).

In summary, the Indo-Atlantic interocean exchange is currently thought to consist of three major parts (De
Ruijter et al., 1999; Lutjeharms, 1996): (1) the advection of Agulhas filaments, (2) the shedding of Agulhas
rings (Lutjeharms et al., 1992), and (3) the transport and mixing of intermediate water between the two
Southern Hemisphere subtropical gyres of the Indian and Atlantic Ocean (Rusciano et al., 2012; Speich &
Arhan, 2007; Speich et al., 2007). Since the contribution of Agulhas filaments is thought to be significantly
smaller than that of Agulhas rings (Schmid et al., 2003), this paper will mainly focus on the last two compo-
nents of this exchange. Eddies of both signs are indeed fundamental for the advection of the local water
masses and the transfer of the related T-S anomalies in the Cape Basin, as already suggested in earlier
observational studies (Arhan et al., 2011; Boebel et al., 2003; Giulivi & Gordon, 2006; Lutjeharms et al., 2003).
In this context, we will mainly focus on the analysis of anticyclones since they have a much longer lifetime
than cyclones (Dencausse et al., 2010; Laxenaire et al., 2018) and also because the targeted instabilities at
mesoscale are better resolved within the largest Agulhas rings detected in our simulated domain.

1.2. The Role of Agulhas Rings
Several studies, based on satellite-altimetry data, have led to a general agreement on the way Agulhas rings
cross the South-Atlantic Ocean (Byrne et al., 1995; Gordon & Haxby, 1990; Laxenaire et al., 2018; Schouten
et al., 2000). They showed that once these eddies have escaped the southeastern Cape Basin, they propa-
gate north-westward as isolated structures at latitudes of 208S–358S, generally slowing down at the
approach of bathymetric ridges. The Agulhas rings move partly due to b-induced motion and partly due to
advection by the background currents (De Ruijter et al., 1999). Their speed and tracks are influenced by bot-
tom topography and interaction with other eddies (Byrne et al., 1995; Laxenaire et al., 2018; Schouten et al.,
2000). Ring translation speeds have been reported to vary between 3 and 16 km/d (Goni et al., 1997;
McDonagh et al., 1999) and within 10 months after their formation most rings have reached the Walvis
Ridge (Schouten et al., 2000). However, the behavior of Agulhas rings in the southeastern Cape Basin, closer
to their formation region, is more complex, and was at times presented in contrasted manners.

Garzoli and Gordon (1996), Garzoli et al. (1996), and Goni et al. (1997), emphasizing the net north-westward
translation of the rings in the Cape Basin, defined a relatively narrow ring corridor in which they would
propagate and where Atlantic water from the west and Indian water from the east would mix. Boebel et al.
(2003), on the other hand, stressed the attention on the turbulent character of the southeastern Cape Basin
and the ensuing intense water mass mixing. Schouten et al. (2000) have pointed out that shear diffusion,
due to small-scale dispersion and large-scale deformation of the rings, may be an important decay mecha-
nism in the Cape Basin, together with convective modification and double diffusive interleaving. Overall,
the shedding of large Agulhas eddies and rings certainly play a key role for the entrainment of Indian Ocean
waters into the South Atlantic, even if it still remains unclear how these transient fluxes are ultimately driven
into the North Atlantic basin (Treguier et al., 2003).

1.3. Cape Basin Water Masses
Hydrographic and tracer data show that the westward transfer of Indian Ocean water into the Southeast
Atlantic is limited to waters with potential densities, with respect to the sea surface, lower than the 27.5
rtheta isopycnal surface and shallower than 1,500–2,000 m (Gordon et al., 1992). The Indian water masses
involved in this exchange are those advected by the Agulhas Current: South Indian Central Water, Subtropi-
cal mode water, Indian Antarctic Intermediate Water and, eventually, Red Sea Water. These waters meet
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and partially mix with Central and Intermediate waters of the South Atlantic as well as Subantarctic Surface
Waters (Giulivi & Gordon, 2006; Gordon et al., 1992; Rusciano et al., 2012).

Recent studies have pointed out that the Cape Basin is a key region for the global MOC but also in terms of
water masses modifications. This is partly due to the intense air-sea interactions that transform the upper Indian
Ocean water core of Agulhas Rings, made of South Indian Central Waters and Subtropical mode waters, in dif-
ferent varieties of what we can call Agulhas Rings ’’Mode Water’’ (ARMW). The latter are characterized by homo-
geneous layers 200–600 m thick and potential densities varying from 26.0 to 26.8 rtheta (Arhan et al., 1999,
2011; Gladyshev et al., 2008). While ARMW has been accounted from in situ data, ocean models are unable to
represent it: modeled Agulhas Rings are characterized by a stably stratified structure (Rimaud et al., 2012).

Another important water mass that takes part in the Indo-Atlantic exchange and is modified in the Cape
Basin is Antarctic Intermediate Water (AAIW). In this region, the fresh South Atlantic AAIW (A-AAIW) con-
verges with the saltier and older Indian AAIW (I-AAIW; Jacobs & Georgi, 1977). Their mixing gives rise to the
Indo-Atlantic AAIW (IA-AAIW) having an intermediate minimum value of salinity (Rusciano et al., 2012), and
this happens isopycnally as I-AAIW and A-AAIW have comparable densities (27.2 rtheta). It has been
observed that I-AAIW advected in the Cape Basin within Agulhas Rings undergoes to modifications (fresh-
ening by mixing with A-AAIW) rapidly after the rings have entered our study region (Schmid et al., 2003).
Again, numerical models are currently not able to realistically reproduce the physical processes driving this
regional transformation of AAIW in the ocean interior (Rimaud et al., 2012). Hence, they do not simulate cor-
rectly the transport and properties fluxes into the South Atlantic associated with these water masses
(Rimaud et al., 2012).

1.4. Objectives and Outline of the Study
In the present work, we will mainly focus on the 3-D structure, variability, and dynamical characteristics of
the Cape Basin mesoscale eddies, with a particular emphasis on anticyclones. In parallel, we will numerically
explore the nature and origin of submesoscale processes and diagnose the different types of instabilities
that may derive from them. An additional goal of this study will be to assess the impact of these mesoscale
and submesoscale processes on the dynamics and on the formation and transformation of the upper
1,500 m water masses, in order to better understand their role in the Indo-Atlantic interocean exchange.

In light of the above mentioned objectives, the paper is organized as follows. In section 2, the numerical
framework is described: the model setup is briefly presented and some technical characteristics of the two
analyzed configurations are provided. In this section, we also introduce the diagnostics used to investigate
the different types of instabilities that could characterize the interactions between the mesoscales and sub-
mesoscales. The principal differences between the horizontal resolutions of the two simulations are pre-
sented in section 3, principally in terms of energetics. This section closes up with a discussion on the
emerging evidence of a separation, in distinct dynamical regimes, between the upper layers and those at
intermediate depths, at the base of the thermocline. Section 4 focuses on the turbulent activity within the
upper layers: the instabilities at play, the energy transfers associated with them and the seasonality of the
interactions between the mesoscale and submesoscale. An assessment of the impact of these turbulent
structures on the thermohaline properties of the local mode waters is also presented at the end of this sec-
tion, where we address the possible occurrence of Charney baroclinic instabilities (C-BCIs) within the mixed
layer and their implication in the formation and subduction of a local variety of mode waters (ARMW), as
we have previously defined them. In section 5, we first provide some general remarks on the effects of the
density-compensation mechanism on AAIW dynamics and then discuss the plausibility that the mesoscale
stirring of tracers is responsible for mixing different types of AAIWs within the Cape Basin. Lastly, in section
6 we present preliminary Lagrangian results on the role played by small-scale processes in the Indo-Atlantic
exchange of thermocline waters, before offering a summary of the main results, together with some pro-
spectives and conclusions of this work, in section 7.

2. Methods

2.1. The Numerical Model
The study is carried out using the IRD-UCLA version of the Regional Ocean Modeling System (ROMS;
Shchepetkin & McWilliams, 2003, 2005), which has been extensively and successfully tested in the Cape

Journal of Geophysical Research: Oceans 10.1002/2017JC013396

CAPUANO ET AL. 1939



Basin region (Rimaud et al., 2012; Rubio et al., 2009; Speich et al., 2006; Veitch et al., 2009). This circulation
model is a split-explicit and free-surface model that makes the Boussinesq and hydrostatic assumptions
when solving the primitive equations. The code uses a third-order upstream biased scheme for advection,
which provides lateral diffusivity/viscosity (Shchepetkin & McWilliams, 2009).

In the vertical, the model is discretized on a sigma, or topography-following, stretched coordinate system.
The grid is isotropic and does not introduce any asymmetry in the horizontal dissipation of turbulence, allow-
ing a fair representation of mesoscale dynamics (Penven et al., 2006). The bottom topography is derived
from the ETOPO2 (2 arc-min resolution) database (Smith & Sandwell, 1997). Although the latest version of
the model includes a pressure gradient scheme associated with a specific equation of state to limit errors
in the computation of the pressure gradient (Shchepetkin & McWilliams, 2009), the bathymetry has been
filtered in order to keep the ‘‘slope parameter’’ r< 0.25. The model has 100 vertical levels and the vertical
sigma-coordinate is homogeneously distributed along the water column. In our configurations, we also
activated the optimizing function of the vertical coordinate system that ensures an increased resolution
in the subsurface and a fair smoothing of the tracer fields (Lemarie et al., 2012). This numerical choice has
shown to be very influential for a ‘‘realistic’’ representation of the water masses characteristics of our
study region.

All the model external forcing functions are derived from climatologies. At the surface, the model heat and
fresh water fluxes are extracted from the COADS climatology (Da Silva et al., 1994). The initial condition of
the model is an ocean at rest with temperature and salinities from the World Ocean Atlas (WOA) for the
month of January. For the wind stress, a monthly mean climatology is computed from QuikSCAT scatterom-
eter data (Ayina et al., 2006; Bentamy et al., 2003). The deliberate choice of using a climatological wind forc-
ing for a simulation that is forced for multiple years is in accordance with the focus on equilibrium
dynamics. Moreover, it allows for an investigation of intrinsic, or unforced, system variability. At the four lat-
eral boundaries an active, implicit, upstream-biased, radiation condition (Marchesiello et al., 2001) connects
the model solution to the monthly means of forcings extracted from the WOA climatology. The vertical mix-
ing scheme is based on the K-profile parametrization (KPP) of Large et al. (1994), while the horizontal mixing
is parametrized as a linear combination of Laplacian and biharmonic mixing, scaled with the grid size
(Lemarie et al., 2012).

Our model is integrated for 5 years and the output fields are stored and daily averaged every day. Two hori-
zontal resolutions are set: a high-resolution simulation (AGU12_36_108) at 1/128 horizontal resolution
nested with a 1/368 and 1/1088, that is fully mesoscale and submesoscale resolving; and a medium-
resolution simulation (AGU24_100_H) at 1/248 horizontal resolution, that partly permits submesoscale
dynamics, but completely resolves mesoscale features. Results presented in this paper come from the analy-
sis of the last 4 years of each simulation. The first year is discarded as a spin-up period required to reach sta-
tistical equilibrium and for eddy kinetic energy (EKE 5 1/2 ((ustd)2 1 (vstd)2), where u and v are the zonal and
meridional velocity components, and ‘‘std’’ designates the standard deviation of their instantaneous values)
to reach a plateau. In these two simulations, we also make use of the tracking methodology of Chaigneau
et al. (2008) to detect eddies for: discriminating between anticyclones (ACes) and cyclones (Ces); tracing
their contours over horizontal maps; and localizing their centers for computing specific diagnostics.

2.2. The Two Model Configurations
Analysis of the high-resolution simulation and comparison between the two simulations allow us to isolate
processes that are directly linked to submesoscales. But before proceeding in this direction, we briefly pre-
sent each of the two simulations. Our lowest resolution simulation, AGU24_100_H, is a fully mesoscale-
resolving, submesoscale-permitting configuration, characterized by a horizontal grid-spacing, Dx, equal to
�3.6 km and 100 sigma-levels, homogeneously distributed, in the vertical. Our highest resolution solution,
AGU12_36_108, consists of a double-way nested configuration with two child grids embedded within a par-
ent domain (Figure 1a). The latter represents a 1/128 (Dx ’ 8 km) run with 100, homogeneously distributed,
vertical levels, forcing a first child domain at 1/368 (Dx ’ 2.7 km), placed just after the Agulhas Retroflection
and, embedded into it, a second child domain at 1/1088 (Dx ’ 0.8 km), centered on the area of the Cape
Basin. Figure 1a shows the geographical extensions of the three domains of our nested solution. This simu-
lation employs the two-way AGRIF embedding capability of ROMS (Debreu & Mazauric, 2006), which is
designed such that the output from the lower resolution parent domain provides boundary conditions for
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the higher resolution child domains nested within it and the child domains in turn feed the parent domain.
This technique allows for more consistent boundary conditions and is far less costly than running the parent
domain at the resolution of either one of the two child domains. The parent domain has exactly the same
extension of the one covered by AGU24_100_H (Figure 1b), going from 108W to 348E and from 228S to
458S; the one of the first child is placed just after that the AC curls back eastward, spawning its rings west-
ward (268S–388S, 38W–158E). The second child is then centered on the Cape Basin (308S–378S, 58E–128E), in
an area intentionally chosen to be weakly affected by the complex topography of this region, in order to
better isolate those physical processes directly related to the intrinsic ocean dynamics. As previously men-
tioned, all the simulations presented here are based on the same depth data set, parameters, and forcing.
Hereafter we will refer to the nested and higher resolution simulation (AGU12_36_108) as HR (for high reso-
lution), and to the lower resolution one (AGU24_100_H) as LR.

2.3. Diagnostics for the Instabilities Analysis
The submesoscale regime is characterized by the ability to transfer energy from the available potential
energy (APE) and the KE of the mesoscale to smaller scales, opening the road toward the dissipative scales
(McWilliams, 2008; Molemaker et al., 2010). Thus, we will primarily focus on the EKE release from different
types of instabilities that can occur once ocean fronts intensify (Haine & Marshall, 1998). The first type we
will consider is the general class of baroclinic MLIs, and we propose to quantify them through their direct
expression, i.e., the conversion rate of APE to EKE (Boccaletti et al., 2007; Capet et al., 2008b; Fox-Kemper
et al., 2008). This conversion is common to all baroclinic instabilities and can be evaluated in terms of eddy
vertical buoyancy flux (VBF):

VBF5 < W 0b0 > (1)

where W is the vertical velocity and b the buoyancy anomaly (b 5 –(g/q0)q), while brackets denote a time
average and the prime denotes fluctuations relative to this average. Then we quantify the conversion from
mean KE (MKE) to EKE due the horizontal and vertical shear (HRS and VRS), calculated following the mathe-
matical expressions given in Gula et al. (2015):

HRS52 < u0u0 >
@ < u >
@x

2 < u0v0 >
@ < u >
@y

1
@ < v >
@x

� �
2 < v0v0 >

@ < v >
@y

(2)

VRS52 < u0w0 >
@ < u >
@z

2 < v0w0 >
@ < v >
@z

(3)

These diagnostics quantify the horizontal and vertical exchange of KE between the MKE and EKE compo-
nents. In particular, a conversion of MKE to EKE (HRS> 0) may be interpreted as representing barotropic

Figure 1. Instantaneous maps of Sea Surface Temperature (SST [8C]) showing the geographical extensions of the two numerical simulations analyzed in this paper:
(a) the three domains of the nested, HR solution and (b) the one of the mesoscale-resolving, LR simulation. Black contours are for the 25,000, 24,000, 23,000,
22,000, 21,000, 2500, 2200, and 2100 m isobaths from the Etopo2 data set (Smith & Sandwell, 1997).
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instability. Conversely, if there is a nonlinear exchange from EKE to MKE (HRS< 0), the eddies act to
strengthen the mean flow (Wells et al., 2000). Positive values of VRS could instead indicate the presence of
Kelvin-Helmholtz instabilities. The predominance of one of the two source terms, VBF or HRS> 0, indicates
that the eddy generation mechanism is primarily a baroclinic instability (VBF> 0) or a barotropic instability
(HRS> 0).

The Okubo-Weiss (OW) is a metric used to identify elliptic (vorticity-dominated) and hyperbolic (strain-domi-
nated) regions, which has been often applied to 2-D or quasi-geostrophic, quasi-non-divergent flows (Okubo,
1970; Weiss, 1991). For the general case of a nonnull horizontal divergence field, OW can be written as

OW5r22x2 (4)

where r 5 (r2
n1r2

s )1=2 is the strain rate of the horizontal (u, v) velocity field, with its normal, rn 5 @u
@x – @v

@y, and
shear, rs 5 @u

@y 1 @v
@x, components, and where x 5 @v

@x – @u
@y is the vertical component of relative vorticity (RV).

For positive values of OW, the strain prevails, whereas negative values correspond to a dominant vorticity-
based dynamics, usually associated with vortex cores. This parameter can be used to characterize regions of
concentrated vorticity, and thus of coherent eddies, in a given two-dimensional velocity field.

The structure and evolution of the Ertel potential vorticity (Q; Ertel, 1942) can be used as a means to help
interpreting submesoscale physics, since their dynamics are intimately linked with processes that modify
the potential vorticity (PV) field, such as the forcing by wind stress, the buoyancy fluxes and the advection
of PV by eddies (Thomas, 2005). The mathematical form we have used here comes from Peliz et al. (2014):

Q52
1
q
ðf 1xÞ @q

@z
2

@v
@z
@q
@x

� �
1

@u
@z
@q
@y

� �� �
(5)

When Q is multiplied by the Coriolis parameter (f 5 2X sin /), we theoretically expect negative values to
appear in regions where symmetric instabilities could be at play, corresponding as well to areas where the
gradient Richardson number (Ri) is <1. Ri can be defined as follows (Thomas et al., 2016):

Ri5
N2

S2
(6)

where N2 5 @b
@z and S2 5 @u

@z
2

1 @v
@z

2
. N2 is the stratification and S2 is the squared shear. According to theory, a

stratified, actively mixing boundary layer (i.e., here in summer) with Ri close to 1 is consistent with fronts
that are symmetrically unstable (Thomas et al., 2013), whereas for values less than 0.25 Kelvin-Helmholtz
instabilities could be expected (Bruggemann & Eden, 2015). In section 4.2, we will verify the first possibility
by analyzing surface maps and vertical sections of these three diagnostics for the two model resolutions.

A last diagnostic used to quantify the turbulence due to submesoscales and hence discriminate the capabil-
ity of our two numerical resolutions to resolve them consists in estimating the frontogenetic tendency.
Frontogenetic activity mostly develops near the ocean surface, where the absence of vertical velocities
allows straining from mesoscale eddies to increase density variance, thus leading to an effective sharpening
of existing density fronts (Lapeyre et al., 2006; McWilliams & Molemaker, 2011). Frontogenesis is commonly
studied in terms of the frontal tendency function Fsh and we make use of its definition by Giordani and
Caniaux (2001):

Fsh52<
@q
@x

� �2 @u
@x

1
@q
@y

� �2 @v
@y

1
@q
@x
@q
@y

@u
@y

1
@v
@x

� �
> (7)

where potential density q is related to buoyancy b, as seen in the VBF definition (equation 1). A positive
sign of Fsh represents an increase in the magnitude of the density gradient (i.e., frontogenesis), while a neg-
ative sign indicates frontolysis or weakening of this density gradient.

In section 5.1, devoted to the processes of AAIW density compensation, we calculated the spiciness, here
defined as in Smith and Ferrari (2009):

c5btðT2T0Þ1bsðS2S0Þ (8)

where bt and bs respectively represent the coefficients of thermal expansion and haline contraction and T0

and S0 are reference values of temperature and salinity. Being spiceness a measure of the passive spatial
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variations of water mass properties in density units, the net discrepancy between its spatial variability in HR
and LR will highlight how the two resolutions reproduce a very dissimilar type of lateral mixing.

3. Energetics

3.1. Horizontal and Vertical Submesoscale Signature
Before proceeding to the analysis of the diagnostics presented above, we will examine the differences
between the two numerical experiments and the impacts that the small-scale features present in the high-
resolution solution have on the simulated energetics. We first calculated the total KE spectra within the sec-
ond child domain of HR, at different depths (near surface 25, 2100, 500, and 800 m), by taking the instan-
taneous values of horizontal velocities and averaging them by season. In Figure 2, we show the spectra
extracted for the summer (model year 5, month 1; i.e., Y5M1, Figure 2a) and winter (Y5M8, Figure 2b)
seasons.

For both seasons, the spectral curves of HR (continuous line in all the curves of Figure 2) exhibit, at all
depths, very energetic small-scales. In winter the spectral curve has, near the surface, a typical slope of k22,
in agreement with previous findings on the submesoscales cascade of energy (Capet et al., 2008a; Klein
et al., 2008). The curves at intermediate depths (500 and 800 m, cyan and magenta, continuous lines in
Figure 2) present a slope close to 23 and show a weaker seasonal variability compared to the upper layers
curves (red and blue, continuous lines in Figure 2), indicating how the dynamics of these intermediate
layers are less affected by the seasonality of the surface forcing. The spectral curves of LR (dashed line in all
the curves of Figure 2) have a slope close to 23 both in summer and winter, showing a negligible, seasonal
difference at all depths, and a lack of submesoscale processes.

We use the vertical profiles of the root-mean-square (rms) of W for each resolution as a diagnostic to further
discriminate the two simulations analyzed in this manuscript. Following the methodology detailed in Capet
et al. (2008a), we decompose the total field into the temporal mean (Wmean), mesoscale (WME) and submeso-
scale (WSME) components: WTotal 5 Wmean 1 WME 1 WSME, in order to highlight the vertical contribution of
the simulated, different spatial structures.

The horizontal spatial rms metrics were computed at each sigma-level, and then temporally averaged over
the summer (Figure 3a) and winter (Figure 3b). Given our focus on the water mass dynamics of the upper to
intermediate depth layers, without considering the impact of topographic effects, results are plotted here

Figure 2. Kinetic Energy (KE) spectra computed at different depths from instantaneous values of horizontal velocities for
the HR (continuous lines) and the LR (dashed) and averaged over (a) summer and (b) winter.
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from the surface down to 1,500 m. The HR rms profiles of W present the most elevated magnitudes, where
the total Wrms (i.e., Wrms 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
<W2 >
p

) is 4-fold higher than the LR profile in summer and up to 20-fold higher
in its winter maximum peaks. This increase in magnitude is particularly significant in the submesoscale com-
ponent of the velocity field, which is strongly enhanced close to the surface at both seasons. The surface
signature is dominated by submesoscale activity, while mesoscale-induced vertical velocities are almost
independent of depth. On the other hand, the submesoscale component in LR shows only minimal surface
enhancement in winter, even if it intensifies in summer. At both resolutions the mesoscale and the subme-
soscale velocities are similar in structure, although the magnitudes are larger at HR, as it will be further
investigated looking at vertical sections of VRS and VBF in section 4.1. Another important difference
between the two simulations is the marked seasonal variability of all the Wrms components of HR, showing
a dramatic change with seasons. In particular, the submesoscales winter values for HR are almost one order
of magnitude higher than the summer ones, while only a negligible variation can be perceived for LR. We
have observed, in experiments preparatory to this study (results not shown), that our model captures a sea-
sonal cycle at increasing horizontal resolution. This seasonality will be explored in more details in section
4.3, by analyzing the seasonal behavior of the mixed layer depth (MLD) as reproduced in each of the two
simulations.

3.2. Vertical Distinction of Dynamical Regimes
In Figure 4, we present zonal sections of temperature (T, Figure 4a), salinity (S, Figure 4b), potential density
(rtheta, Figure 4c), and meridional velocity (v, Figure 4d) of HR at Y5M1. They show the presence of an Agul-
has ring between 7.58E and 118E, and also a layering of very different water masses between the surface
and the intermediate depths. At the surface, a shallow mixed layer caps, within the Agulhas ring, a homoge-
neous layer of ARMW 300 m thick. At greater depth, we note an intense stratification above the AAIW layer,
characterized by a salinity minimum, and a quasi-homogeneous layer, centered between 700 and 1,200 m
and extending between the 27 and 27.4 isopycnals, with higher values of salinity (i.e., compared to the envi-
ronment) found at the vertical of the eddy core.

Given the differences seen in the vertical distributions of W and v (respectively Figures 3b and 4d) between
the upper layers (i.e., from the surface to the base of the mixed layer) and the AAIW depths of our study

Figure 3. Root-mean-square (rms) profiles of the different components (total, mesoscale and submesoscale) of vertical
velocity (W [m/d]), extracted in (a) summer and (b) winter along the first 1,500 m of the water column, for the HR (continu-
ous lines) and the LR (dashed lines) simulations.
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region, confirmed by the spectral results of Figure 2, we further investigate this vertical distinction in
dynamical regimes. The meridional velocity exhibits, for instance, higher magnitudes in the upper layers
than at greater depth, which could be due to the influence of the surface forcing more efficient in the near
surface than at depth.

In this regard, the diagnostics presented in the following sections will support the hypothesis initially pro-
posed by Boebel et al. (2003) on the coexistence of two dynamical regimes between the upper and the
intermediate layers of the Cape Basin, describing a ‘‘stirring’’ regime near the surface and a ‘‘blender’’ regime
at greater depth. This was proven to be true by the observational work of Rusciano et al. (2012) and the
numerical study of Rimaud et al. (2012), where Lagrangian integration of particles showed how both the
vertical mixing and lateral stirring of AAIWs within the Cape Basin lead to the formation of new varieties of
this water mass. Our results will confirm their findings investigating the different instabilities and the meso-
submesoscales interactions that play a key role as triggering mechanisms of these processes.

To do so, we first focus on the energetic signature discriminating the upper and intermediate layers of our
study region, looking at vertical profiles of EKE, VBF (equation (1)) and frontogenetic tendency (Fsh, equation
(6)), extracted by spatially and temporally averaging their seasonal values for the two simulations and sea-
sons contrasted in this paper (Figures 5a–5c).

Looking at the profiles of Figure 5, LR (blue lines) exhibits, in comparison to the HR curves (red lines), minor
seasonal fluctuations in terms of the VBF depth distribution (Figure 5b), and even smaller for Fsh (Figure 5c),
while it shows greater seasonal variability in the EKE distributions (Figure 5a). The latter is indeed character-
ized at LR by higher values in summer than in winter, suggesting a predominance of mesoscale dynamics
in our region of study during the former season, as visible also at HR. At certain depths (�50 m in summer
and �250 m in winter), the EKE at LR is more important in magnitude than at HR (e.g., at the surface in win-
ter and below, at about 250 m, in summer), probably due to the lack of finer scales instabilities able to mod-
ify and eventually drain the EKE reservoir of the flow as it occurs in HR.

Concerning the VBF vertical distribution, the two resolutions show a similar patterns for both seasons, even
though the amplitude of HR values is considerably larger than for LR (respectively red and blue lines in
Figure 5b), and this is particularly true in winter. During this season, we observe, for both resolutions, an
enhancement in VBF just below the surface and a decrease just below the mean MLD and again an increase
coincident with the MLD maximum. At greater depths, VBF decreases at both resolutions and in HR it

Figure 4. Zonal, instantaneous sections of (a) temperature [8C], (b) salinity [psu], (c) potential density anomaly (rtheta), and (d) meridional velocity (v [m/s]) plotted
at 348S along a summer anticyclone detected in the HR simulation. In Figure 4d, red contours are for positive values of velocity and blue for negative.
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becomes negative below 1,000 m. On the other hand, in summer at HR, the vertical maximum of VBF is
reached at the level of the AAIW layer. Hence, this vertical distribution of VBF clearly underlines the separa-
tion between the dynamical regimes of the upper and intermediate layers.

The LR limits in resolving the presence of submesoscales and their seasonal intensification clearly emerge
in the profiles of Fsh (Figure 5c), characterized by very low values, barely oscillating around the zero-
baseline, for both seasons. The HR simulation shows, instead, considerable values of Fsh within the upper
300 m of the water column and they are particularly high in winter, being about one order of magnitude
larger than in summer. This suggests that near-surface frontogenesis, likely resulting from the stirring of
mean buoyancy gradients by the mesoscales, is in our region of study more active in winter, within a depth
extending from the surface down to the ML base. We find that this layer could be also affected by C-BCIs
and this possibility is more extensively discussed in the next section, where we separately present, for the
upper and AAIW layers, specific diagnostics on the instabilities at play in each layer. For this analysis, we will
restrict our discussion on the results obtained for two ACes, one for summer and one for winter, detected at
HR and chosen as representative of the average, dynamical behavior of Agulhas Rings in the Cape Basin.

4. Upper Layers Dynamics

4.1. Mixed Layer Instabilities
Figures 3 and 5 have shown that the upper ocean dynamics at HR is dominated by an important submeso-
scale activity. We seek to understand its origin. First, we look for the occurrence of baroclinic MLIs, consist-
ing of thermocline shear-driven instabilities that play a crucial part in the submesoscale dynamics of the
surface ML (Boccaletti et al., 2007). To verify that our chosen ACes are generated through barotropic rather
than baroclinic instabilities, we analyze the surface and vertical distributions of HRS (equation (2)), VRS
(equation (3)), and VBF (equation (1)) for the summer and winter seasons (Figures 6a–6n). Positive and neg-
ative values are present at the two sides of the front localized along the eddy main axis, extending from 88E
to 9.58E. Larger values of VBF are found in winter due to the more intense vertical velocities found in this
season (Figure 3b), responsible for driving larger buoyancy fluxes. For the summer ACe, being geometrically
close to an elliptic eddy with a Gaussian shape, we observe a quadripolar structure of HRS (Hua et al., 2013;
Figure 6a), where the alternation of opposite sign values is related to the eddy deformation. The analyzed
ACe is surrounded by two smaller Ces, exerting a shear on it and visible also in the HRS section (Figure 6g),

Figure 5. Vertical profiles of (a) Eddy Kinetic Energy (EKE), (b) vertical buoyancy flux (VBF), and (c) frontogenetic tendency
(Fsh) for the HR (in red) and LR (in blue) simulations for summer (dashed lines) and winter (continuous).
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where the isopycnals doming and diving characterize the interacting eddies of opposite signs and mainly
happen in summer.

In winter instead, the HRS surface map (Figure 6d) presents the highest positive values at the centers of the
multiple, smaller vortices and filaments making up the ACe center (between 9.58E and 10.58E). Its spatial dis-
tribution is however much smoother than those of VRS and VBF (Figures 6e and 6f), strongly dominated by
the occurrence of very fine scales, both within the contours of the ACe and at its surroundings. This sug-
gests that weaker energy transfers due to the horizontal shear take place in winter, when submesoscales
prevail, and that shear instabilities, like the barotropic ones, are mainly confined at the periphery of the
summer eddies. Moreover, in the winter section of VBF (Figure 6n) the subduction of filaments, laterally
generated by the shear between the ACe and the nearby Ces, indicates how the fine structures are mainly
marked in VBF at depth, while more in HRS and VRS at the surface (Figures 6l and 6m).

Overall, VRS is more intense in winter than in summer, while HRS remains pronounced also in summer,
even though more enhanced in winter, especially in terms of its vertical extension. VBF, in particular, shows
a net contrast between the upper 300 m and the intermediate levels, being clearly separated by a layer in
which VBF 5 0, corresponding to the AAIW layer of low salinity (Figure 4b). This underlines the transition
between the two different dynamical regimes (i.e., highly ageostrophic at the surface versus quasi-
geostrophic at depth) introduced in section 3.3. We conclude this analysis by mentioning that the vertical
separation between these two regimes is completely absent in the LR sections (not shown), where all the
variables have a barotropic behavior at depth, confirming for LR a more diffusive dynamics.

4.2. Symmetric Instabilities
To assess if symmetric instabilities (Thomas et al., 2013, 2016) play a role in the simulated dynamics of the
Cape Basin, we computed the OW parameter (equation (3)), the Ertel PV (Q, equation (4)) multiplied by the
Coriolis parameter (f 3 Q) and the gradient Richardson number (Ri, equation (5)). Figures 7a and 7d show
two typical snapshots of OW extracted near the surface at both seasons for HR. The r2 term appears to be
dominant in winter (positive OW), indicating a direct connection with the submesoscale field, since it

Figure 6. (left) Snapshots of horizontal and vertical shear (HRS and VRS [m22 s23]) and vertical buoyancy flux (VBF [m22 s23]) plotted along an ACe detected
within the HR simulation in (left) summer and (right) winter. Black contours define the outer limits of the detected eddy. (right) Meridional sections of the same
metrics, extracted at 9.28E with black contours for isopycnals ranging from 26 to 28 rtheta. Note that the maps of the left figure (a–f) share the colorbars on the left,
while the ones on the right are for the sections of the right figure (g–n).
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represents a signature not only of strain but also of divergence/convergence. The latter is strongly increased
when frontogenesis and MLIs are more active (Mensa et al., 2013), as it happens during winter in our study
region. The surface map of f 3 Q over the summer HR ACe (Figure 7b) shows filaments of negative values
around the center of the eddy and at the periphery of it, corresponding to the same locations where Ri< 1
(Figure 7c). In LR (not shown here), filaments remain positive even when Ri< 1 (a necessary but not
sufficient condition), confirming that LR is not able to capture the development of symmetric
instabilities. As expected, at both resolutions the cores of the eddies are characterized by negative values of
OW (Figures 7a and 7d).

In the summer sections of OW and f 3 Q (Figures 7d and 7e), we observe winter water isolation below the
ML and the seasonal thermocline, identified by a core of negative values for these two variables. Here the
eddy core is surrounded by filamentary structures, indicative of subduction (see section 4.4), as shown in an
animation of PV and W sections, extracted at each time step from spring Y4M10- to the next summer-
Y5M1- of our HR simulation (supporting information 1). These filaments are not well resolved by LR, neither
are any of the other fine scales visible in the OW and f 3 Q maps of HR. Smaller vortices and filaments
emerge in the winter maps of LR (not shown), even though they do not attain the HR fine scales (Figures
7d–7f), where the surface maps of the three quantities seem to be definitively dominated by the so-called
‘‘soup of submesoscales’’ (Capet et al., 2008a). The latter extends vertically down to 500 m of depth, and pro-
duces a thick, homogeneous band between the 26 and 26.5 isopycnals (Figures 7l–7n), creating a typical
layer of mode waters within the Cape Basin, the ARMW. During winter, we observe in the upper layers fewer
filaments where f 3 Q <0 and Ri< 1, suggesting that symmetric instabilities take place mostly in summer,
in the HR simulation.

4.3. Seasonality of the Meso-Submesoscale Interactions
Overall, the regional dynamics in the Cape Basin is governed by mesoscale structures, triggering submeso-
scale instabilities in the shallow mixer layer, in summer, at the frontal edge of the mesoscale eddies. In win-
ter smaller submesoscales, driven by the stronger atmospheric forcing, prevail and affect the entire region,

Figure 7. (left) Same as Figure 7 but showing the instantaneous maps of the Okubo-Weiss parameter (OW [s22]), the Ertel potential vorticity multiplied by the Cori-
olis parameter (f 3 Q [rad s22 m21]) and the Richardson number (Ri). (right) Meridional sections of the same metrics, extracted at 9.28E with black contours for iso-
pycnals (26–28 rtheta). Note that the maps of the left figure (a–f) share the colorbars on the left, while the ones on the right are for the sections of the right figure
(g–n).
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and, in particular the interior of mesoscale eddies, extending from the surface to the deepest eddy layers.
This is in agreement with the results initially shown in the KE spectra of Figure 2. In summer, the local
dynamics is essentially characterized by mesoscale barotropic instabilities, leading to surface structures (fila-
ments, fronts, and smaller vortices), whose interaction can trigger submesoscale shear instabilities, as the
symmetric type. Instead, in winter, shallower baroclinic instabilities, like MLIs, forced by the action of the
wind and the passage of seasonal storms, or induced by strong lateral gradients of density, dominate the
upper layers. Below the thermocline, frontal instabilities develop during both seasons, due to the interaction
between adjacent eddies of opposite signs, as observable in the animation of the PV and W sections (sup-
porting information 1).

This indicates how the portion of submesoscales captured by HR is marked by a strong seasonality, as
documented in previous numerical studies at comparable resolutions (Brannigan, 2016; Brannigan et al.,
2015; Callies et al., 2015) and explained by the two main mechanisms identified by Callies et al. (2015). In
summer, with a prevailing presence of mesoscale structures, submesoscale flows are energized by
mesoscale-driven frontogenesis, where strain fields, at the edge of mesoscale eddies, sharpen surface
buoyancy gradients. This clearly appears in the summer map of the OW surface distribution (Figure 7a),
where the highest positive values, indicative of a strain predominance, can be found along submesoscale
filaments and around the centers of the smaller vortices. Additionally, in the summer OW section (Figure
7g), we observe the density gradient sharpening at the edges of the core of the subsurface-intensified
ACe, above which a thin layer of much finer scales develops close to the surface. These submesoscale
flows are confined in the shallow surface layer, as shown in the VRS and VBF summer sections (Figures 6h
and 6i), where very small scales are visible only in the first 50 m of the water column and correspond to
the HR surface spectra of KE (Figure 2). From the same figure note also that the degree of geostrophic bal-
ance changes as the resolution increases with evidence for stronger, nonlinear processes becoming more
important during the winter season, when the ML deepens (Brannigan et al., 2015). This is consistent with
stronger instabilities developing within the ML as it thickens. They energize the submesoscales via baro-
clinic instability (the second mechanism of Callies et al. (2015), as was shown in the VBF surface map and
vertical section for the winter ACe (Figures 6f and 6i). That is why HR, which reproduces a seasonal cycle,
with a much thicker ML in winter than in summer and very pronounced compared to LR (see Table 1), cap-
tures the formation of such ML instabilities, as shown in the winter sections of OW and f 3 Q (Figures 7g
and 7h). The MLD is here computed as the depth at which the density difference with respect to the sur-
face is equivalent to a 0.03 density change.

Concerning its seasonal cycle, given that lateral buoyancy gradients are fairly constant throughout the year,
the KE generated by fine-scale instabilities peaks in winter, when the ML is the deepest. In summer, with
shallower ML, these instabilities are damped, as it appears from the HR horizontal and vertical distributions
of energy transfers (Figure 6). Hence HR, resolving a portion of submesoscale processes, captures the non-
linear processes affecting the mixing layer and inducing a large seasonal variation that is not represented in
LR (Table 1). This aspect will be further detailed in the next section.

4.4. Charney Baroclinic Instability and Mode Waters Subduction
Charney baroclinic instability (C-BCI; Charney, 1947) arises from the coexistence of a surface buoyancy gradi-
ent and an interior PV gradient, of opposite signs, and is able to couple the unstable evolutions of the ocean
surface and interior, at mesoscale and submesoscale (Capet et al., 2016). A necessary and most frequently

sufficient condition for C-BCI is that the vertical gradient of buoyancy
frequency (dN2/dz) changes sign (Charney, 1947). This can be
achieved in layers of mode water (Capet et al., 2016), as those present
in Agulhas rings (ARMW) and observed from in situ data to be located
between the 26 and 26.8 isopycnals (Arhan et al., 1999, 2011; Glady-
shev et al., 2008). Figure 4 shows that the lighter variety of ARMW
(occupying the 25.8–26.2 isopycnals range) is well represented in HR
(despite it experiences only a smooth winter forcing). The vertical sea-
sonal distribution of dN2/dz at HR reaches values of about 23, 24 3

1027 s22 m21 and in some locations even lower than 25 3 1027

s22 m21 (Figure 8), both in winter and summer ACes (Figures 9a and
9b, respectively).

Table 1
Table Listing the Mean Values of Mixed Layer Depth (MLD), Averaged Over the
Summer and Winter Seasons Within All the Anticyclones, and Cyclones Detected
in the HR Simulation and in the LR Solution

Mean MLD (m) Summer Winter

Aces HR 5 30
LR 5 36

HR 5 105
LR 5 54

Ces HR 5 30
LR 5 35

HR 5 107
LR 5 45
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At places and times where mode waters are actively formed through convection, we expect more energetic
instabilities (such as convective, symmetric, or MLIs) to dominate the upper ocean dynamics over a depth
range comparable to that of negative dN2/dz (Capet et al., 2016). The same authors hypothesize that C-BCI
may impact mode water dynamics either through wintertime convection/subduction or due to calm
weather conditions that render the surface mixed layer relatively shallow. Our case would rather be the first
one since we observe hints of the ML subduction in the animation of the PV and W (supporting information
1). Meridionally and seasonally averaged profiles of W skewness also show in winter downward velocities
greater than upward velocities in the near surface (supporting information 2).

Figure 8. Meridional sections of the vertical gradient of stratification (dN2/dz) plotted (a) at 108E along a winter anticy-
clone and (b) at 9.28E along a summer anticyclone for the first 500 m of the water column. Black contours are for
isopycnals ranging from 25 to 26.8 rtheta.

Figure 9. (top) Snapshots of temperature (T), salinity (S), relative vorticity (RV), and spice extracted along the 27.2 isopycnal over a summer ACe of (a–d) the HR
and (e–h) the same for the LR. (bottom) Theta-S diagrams showing the same thermohaline distributions of the top figures, for HR (i) and the LR (l).
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In our study region, the primary mechanism triggering subduction is likely frontogenesis, highly enhanced
during winter in the upper 300 m of the water column (see the results for HR in Figure 6c). Subduction at
upper ocean fronts is often driven by internal instabilities (mostly baroclinic, see Spall (1995)), where fronto-
genesis forces the water parcels below and across the front. Intense ageostrophic cross-front and vertical
velocities (O(30 m/d), see Figure 3b for the HR winter profiles) may then take place, leading to the formation
of deep ACes and shallow Ces during the subduction process. Here the subsurface-intensified ACes have
their core below the ML base (see the dN2/dz minimum in Figure 8), as seen in the HR summer sections of
OW, f 3 Q and Ri (Figures 7d–7f). These ACes are mainly biconvex lenses, often axisymmetric, below which
the isopycnals deflection, quantified by dq/dz, is of the order of 1023 kg/m4. An analysis of several model
runs (not shown here) indicates that most of the simulated ACes are close to Gaussian in profile and ellipti-
cal in shape. Thus, HRS is quadripolar (Figure 6a), whose mode 2 deformation is due to the shear of neigh-
boring currents and eddies (Hua et al., 2013). These elements support our interpretation that subduction is
important in creating the minimum stratification layers conducting to C-BCIs at the mode waters depths.

To summarize, our results on the ARMW seasonal formation and subduction suggest that, in winter, the
more intense atmospheric air-sea interactions deepen the MLD by destratifying the water column and
enhancing frontogenesis within this layer. This leads to the generation of submesoscale internal instabilities,
mainly represented by baroclinic instabilities, as the Charney type. The latter trigger the subduction of sur-
face winter waters below the ML, injecting in the ocean interior a mode waters core (i.e., the ARMWs), that
remains thereafter isolated from the ML and the atmosphere. Agulhas rings with such ARMW core become
subsurface-intensified ACes, marked by a layer of low dN2/dz (and thus low PV). As the submesoscale front-
ogenesis is not resolved in LR, we observe the development of ARMW only at HR.

5. Intermediate Depths Dynamics

5.1. Mesoscale Stirring of AAIWs
Here we focus on the dynamics at intermediate depths, which in our study region are occupied by AAIWs.
Previous numerical and observational studies (Boebel et al., 2003; Rimaud et al., 2012; Rusciano et al., 2012;
Schouten et al., 2000) have hypothesized that the regional AAIW dynamics and properties are governed by
lateral mesoscale stirring giving rise to strong density-compensated submesoscale thermohaline fronts few
kilometers wide. In the 27.2 isopycnal distribution of T, S spiciness and RV, extracted for the same model
time step at LR and HR (Figures 9a–9d and 9e–9h, respectively), it is evident that both resolutions exhibit
such sharp fronts. This is particularly true for HR, where their distributions show intense fine-scale structures
and filaments. The 27.2 isopycnal represents the regional core of AAIW as observed by in situ data (Talley,
1996) and in our simulations (Figure 4 for the HR). Indeed, in the Theta-S diagrams of Figure 9 (‘‘i’’ for HR
and ‘‘l’’ for LR, correspondent to the Theta-S distributions of Figures 9a–9d and 9e–9h), the Theta-S variabil-
ity is almost completely compensated in its effect on sigma, as highlighted by the noticeable spreading of
the Theta-S values concentrated along the 27.2 rtheta.

The contrast in the spatial variability of spiciness between HR and LR (Figures 9d and 9h) show how the two
resolutions reproduce different mechanisms of lateral mixing, as further highlighted in section 5.2. This dif-
ference is confirmed in the vertical profiles of stratification and spiceness for the two resolutions and sea-
sons (Figure 10): both resolutions are characterized by a positive anomaly of spiciness in the upper layers
and negative at depth, but the LR curves of standard deviation are not as tight and close to the mean within
the AAIW layer (between 27.2 and 27.6 rtheta) as in the HR. This confirms that the LR does not fully capture
the separation between the surface and subsurface dynamical regimes. Moreover, the strongest stratifica-
tion anomalies, approximately located along the 25.7 and the 26.5 rtheta in summer (Figure 10a) and along
the 26.4 and the 27.4 isopycnals in winter (Figure 10c), are always shallower in LR than in HR. This is particu-
larly true in winter, probably due to the large difference in the value of the MLD at this season, between the
two model resolutions. This difference has an impact also on the depth of the density-compensated layer:
they are always observed at much shallower levels in LR compared to HR (with a vertical difference of about
100 m).

Two main mechanisms have been proposed in the literature to explain the generation of thermohaline struc-
tures with weak density signature in the ocean interior: double diffusive instabilities (or lateral intrusions via
thermohaline front instabilities), and lateral stirring by mesoscale vortices. It must be first recalled that the
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former can occur in dynamically quiet regions (e.g., for drifting Meddies in the open ocean; Ruddick et al.,
2010), whereas the latter always requires a substantial degree of mesoscale turbulence. In our simulations, we
did not prescribe different heat and salt diffusivities in the model, thus precluding double diffusion processes.
In addition, our study region being a very energetic spot, due to the coexistence of baroclinic eddies with
intense lateral gradients of temperature and salinity, the second process is favored (see Klein et al., 1998); this
was also found true for AAIW in the Antarctic Circumpolar Current, by Craneguy (1999). Note that though
double diffusion may impact filamentogenesis, it is not a necessary condition for its onset as well as for the
vertical cascade of tracer variance to occur (see also Meunier et al., 2015). The contrasted structure of spice,
showing intense filaments along the 27.2 isopycnal (Figures 9d and 9h) while density is homogeneous
(Figures 9i and 9l), indicates that stirring has likely triggered filamentogenesis here.

In terms of orders of magnitude, microstructure intrusions cause lateral fluxes of salt and heat that are often
comparable to those by more dynamic, larger scale processes, such as mesoscale eddy stirring or baro-
tropic/baroclinic instability (Ruddick & Richards, 2003). In several locations, like for example within Mediter-
ranean salt lenses, they have been associated to eddy diffusivities of O(3–6 3 103 m2 s21) (Ruddick, 1992,
2003). Measurements of isopycnal dispersion due to mesoscale stirring, reported in Ferrari and Polzin
(2005), indicate rates somewhat smaller than 1 3 103 m2 s21. Hybrid cases, where lateral fluxes can lead to
the decay of rings and Meddies, have also been observed. Garrett (1983) showed how fronts can be sharp-
ened by eddy stirring and smoothed by intrusions. In HR, the mean value of horizontal diffusivity along the
27.2 isopycnal is about 3.3 3 103 m2 s21, indicating that our study region could also represent a hybrid
case. But since the vertical resolution of our nested solution is, at intermediate depths, about 45 m, we are
currently not able to resolve the scales of intrusions typical of diapycnal mixing, so we have restricted our
analysis to the isopycnal stirring mechanism.

Figure 11a shows a zonal section of S for HR in correspondence of a summer ACe. Between the 27.1 and
27.4 isopycnals, interleaving filaments of low S appear and have a vertical extension of about 200–300 m,
comparable to the observations of Ledwell et al. (1998), and are thus much steeper than the back-
ground isopycnals. Their slope is consistent with the f/N ratio calculated for submesoscale turbu-
lence and the isotropic forward cascade of tracer variance (Smith & Ferrari, 2009). These low

Figure 10. Vertical profiles of the anomaly of stratification (N2, [s22]) and spice, against potential density anomaly rtheta,
extracted in (top) summer and (bottom) winter for the HR simulation (in red) and the LR solution (in blue). Continuous
lines are for the mean values and dashed lines are for the standard deviation.
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salinities can also be observed at intermediate depths in the LR section (Figure 11b) but here they
tend to form uniform layers instead of filaments as in HR. Indeed, only HR is characterized by a
layer of negative spiciness below the 27.0 isopycnal, as shown in summer sections below eddies of
both polarities (Figures 11c and 11d).

The spiciness is particularly negative along the 27.2 isopycnal. This spiciness minimum layer appears no matter
the sign of the eddy and seems to spread across the entire section. The submesoscale, density-compensated
thermohaline fronts, arising from the lateral eddy stirring, contribute at these intermediate depths to the vigor-
ous generation of spiceness (Figure 9d) and increased tracer variance in the AAIW layer as shown by the
Theta-S diagram of Figure 12. Here the HR Theta-S dispersion (red curves) is high within the AAIW layer,
and weak above and below it, in relation with large isopycnal gradients of T and S. On the contrary, the dis-

persion is uniform over depth for LR (blue curves in Figure 12). We
thus conclude that lateral stirring of tracers by eddies of both signs,
in HR, is effective and leads to density-compensated T and S subme-
soscale filaments within the AAIWs layer of the Cape Basin. These
filaments have scales that cannot be resolved by LR.

5.2. Which Instabilities at Depth?
In an attempt to investigate the types of instabilities involved in the
mechanisms of mesoscale lateral stirring at intermediate depths, we
looked at power spectra density (PSD) curves of density, spice (equa-
tion (8)), frontogenetic tendency (equation (7)), shear and strain
(equation (4)), computed at the isopycnal surface 27.2 for the two
model resolutions (Figure 13) during the summer season. Here
besides the expected result that LR curves (dashed lines in Figure
13) are flatter and do not reproduce the smaller scales as does HR
(continuous lines in the same figure), we observe for HR two peaks:
one at k 5 3 3 1024 m21 (�3 km), which corresponds to the limit
between the mesoscale and the submesoscale; and a second peak
at k 5 5 3 1025 m21 (�20 km), that coincides with the mesoscales.
These peaks are well marked not only for spice but also for shear

Figure 11. (left) Meridional sections of salinity (psu) plotted at intermediate depths along a summer ACe detected (a) in
the HR and (b) in the LR. Color and black contours are for salinity values, while white contours are for isopycnals ranging
from 26 to 28 rtheta. In Figure 11a, the f/N slope of the tracer filaments is marked by a black, dashed line. (right)
Meridional sections of spiciness plotted in summer along (c) an ACe at 9.28E and (d) a Ce at 11.58E detected in the HR.
Black contours are for isopycnals (26–28 rtheta).

Figure 12. Theta-S diagram showing mean (continuous lines) and standard
deviation (dashed) values extracted at AAIW depths at the centers of all the
ACes detected in the HR (in red) and in the LR (in blue).
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and strain. The latter represent the gradients of the velocity field,
thus these peaks should be expected also in the PSD of RV.

On the other hand, the density field is smoother; as a consequence,
the frontogenetic tendency, which combines the velocity and den-
sity gradients, shows a more attenuated peak at the meso/submeso-
scale transition. At these scales, filamentary and frontal structures
are formed in spice and not in density, and are well visible in the HR
distributions of shear and strain extracted for summer, at the same
time step, along the 27.2 isopycnal (Figures 14a and 14b). Both of
them display a clear interweaving of mesoscales and submesoscales,
with submesoscale filaments overlaying the eddies; this is particular
true for strain (Figure 14b).

Here the sign of its magnitude is positive if the eddy stretches along
the x axis, as for the Ce centered at 11.58E–32.58S, and negative
when the eddy is more deformed along the y axis, like for the large
ACe centered at 9.28E–348S that we discussed more in detail in this
work. For this ACe, the shear (Figure 14a) shows alternating sign
along its largest, meridional axis, mainly driven by the distribution of
the ‘‘dU/dy’’ component (not shown here). Thus, a clear dipolar struc-

ture, as the one visible for the eddies centered at 68E–32.58S and at 11.58E–32.58S, cannot be identified for
this ACe, characterized by a highly turbulent pattern of interior shear, driven by very fine scales and possibly
by internal gravity waves.

This hypothesis is supported by a vertical section of the horizontal divergence of velocity, plotted along the
same ACe (Figure 14c), where alternating, positive and negative, values propagate between the 27 and 27.5
isopycnals. If we reconnect these internal waves and the fine-scale, shear structures to the abundant

Figure 13. Power spectra densities curves of density, spice, frontogenetic ten-
dency, shear, and strain computed in summer along the 27.2 isopycnal for the
HR (continuous lines) and the LR (dashed lines).

Figure 14. Summer snapshots of (a) shear and (b) strain extracted at rtheta 5 27.2 in the HR. Black contours define the
outer limits of the detected eddies. (c) Meridional section of the horizontal divergence of velocity, plotted along a summer
ACe of the HR with black contours for isopycnals ranging from 26 to 28 rtheta.
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presence of small features and filaments seen in the HR RV snapshot of Figure 10c, different instabilities (C-
BCIs, shear or frontal) may be responsible of this turbulent distribution.

To verify if the C-BCI could take place also at greater depths than the base of the ML, and in particular
within the AAIW layers, we look at the meridional section of dN2/dz along the same anticyclone analyzed
up to now. In Figure 15, we observe that filaments of negative values of this metric can be actually identi-
fied within the 27 and 27.3 isopycnals and therefore these layers could be conducive to this kind of baro-
clinic instability. However the generation of these filaments could also be related to other unstable

mechanisms, like a barotropic instability, their own coiling within
the eddy core, after interaction with a neighboring structure, or fine-
scale shear and strain. In the latter case, the ratio of vertical shear to
horizontal strain would be proportional to N/f (Charney, 1971) and
the tracer filaments slope would be much steeper than the typical
isopycnal slopes, as seen in our S sections of Figure 11a. We then
suggest that C-BCI could develop in the Cape Basin AAIW layer, even
though further ad hoc diagnostics would be required to confirm this
preliminary evidence.

6. Impact of Smaller Scales on the Indo-Atlantic
Exchange

In this section, we use a Lagrangian approach to quantify the
impact of smaller-scales dynamics in the Indo-Atlantic transport of
thermocline water masses. Integration of particles trajectories were
performed for the two simulations analyzed in this work (HR and
LR) using the offline mass-preserving algorithm ARIANE (Blanke
et al., 1999; Blanke & Raynaud, 1997) applied to daily archives of
the multiyear, three-dimensional velocity field. This methodology
allows the full description of individual trajectories as well as vol-
ume transport estimates based on the tiny weight allotted to each
particle and transported without alteration along its trajectory. The
volume of water transported from an initial to a final geographical

Figure 15. Meridional section of the vertical gradient of stratification (dN2/dz [s21]) plotted at 9.28E along a summer anti-
cyclone for the intermediate depths of the water column (�700–1,500 m). Black contours are for isopycnals ranging from
27 to 27.5 rtheta.

Figure 16. Lagrangian transport stream function estimated within the domain
of the second child of the HR (Nested-child2) simulation, with the initial sec-
tions colored in red and the final sections in black.
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section is computed by summing the transport of the particles achieving the connection that is being
considered. Default information interpolated along individual trajectories includes salinity, temperature,
depth, and density.

Our Lagrangian experiments were conducted over the control domain corresponding to the geographical
extension of the HR solution, as shown in the transport stream function map of Figure 16. The particles
were initialized at the initial sections located at the eastern and southern boundaries and intercepted at
the western and northern boundaries of this control domain (respectively traced in red and black in Fig-
ure 16). Over these geographical sections where millions of particles were spread (to account for an
inward velocity), we kept only the particles associated with relevant salinity and density values typical of

Figure 17. Histograms of the differences between the final and initial Lagrangian transports (Sv), binned by (a) potential
density anomaly (rtheta) and (b) salinity classes, for the HR (in red) and for the LR (in blue) simulations.
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thermocline waters in the Cape Basin, meaning using their values from the surface to the 27.6 isopycnal. Each
particle was associated with an individual weight related to the local magnitude of the incoming transport
(expressed here in sverdrups, with 1 Sv 5 106 m3 s21). All particles were integrated backward in time and the
starting dates were sequentially taken during the last 4 years of the available archive, giving a total transport
of about 30 Sv for HR (Figure 16) and of �20 Sv for LR. We then plotted histogram bars of the difference
between the final and the initial transports, computed as the number of particles normalized by their total
transport and binned by potential density classes (Figure 17a). We verified that the highest resolutions simula-
tion (in red in Figure 17a) is the only one able to capture a prominent, net transport, from the Indian to the
Atlantic oceans, of thermocline waters, mainly consisting of the lighter (isopycnal layers 25.6–25.8) and denser
(isopycnal layers 26.4–26.6) varieties of mode water, and to a lesser extent of intermediate waters (isopycnal
layers 27.2). If we plot the same Lagrangian estimates binned by salinity classes (Figure 17b), we observe for
intermediate waters a net transport in correspondence of the IA-AAIW salinity class (S 5 34.4 psu), which
results from the lateral mixing of the Indian and Atlantic AAIWs. Both of these figures show that small-scale
dynamics strongly influence mode and intermediate water properties by efficiently forming and transforming
water masses. These ‘‘in route’’ transformations affect the water properties of the Indo-Atlantic transport, act-
ing on the interocean fluxes of heat and freshwater and therefore on the AMOC.

7. Summary and Conclusions

The Indo-Atlantic exchange of thermocline and intermediate waters is essential in maintaining the AMOC,
by providing the return flow to the North Atlantic and compensating the North Atlantic Deep Water outflow
to the Southern Ocean (Gordon et al., 1992; Speich et al., 2007). This mainly happens through Agulhas rings
injected into the Cape Basin, in the southeasternmost corner of the Atlantic, after detachment from the AC
at the AR, thus representing the major cause of current variability in this region (Garzoli et al., 1996).

Several issues are important to assess more accurately how Agulhas rings contribute to interocean fluxes
(Lutjeharms et al., 2003). These naturally include their horizontal and vertical dimensions, as well as their
anomalous heat and salt contents soon after having been spawned (Schmid et al., 2003). In this paper, we
analyzed some of these aspects, investigating the geometry of the simulated ACes and their thermohaline
structure, as well as the impact that these turbulent features have on the local water masses properties and
advection. We have also pointed out that different types of instabilities develop within these rings during
their journey in the Cape Basin, where they interact among themselves and with eddies of opposite sign.

Previous numerical studies (Matano & Beier, 2003; Weijer et al., 2013; Wells et al., 2000) have shown that
both barotropic and baroclinic processes play a major role as triggering mechanisms of eddies generation
in the greater Agulhas Current System. In our work, we have further investigated the relative importance of
these two main mechanisms of eddies interactions within the Cape Basin, underlining their role in produc-
ing finer scales turbulence. We used two regional numerical simulations, run respectively at mesoscale and
submesoscale-resolving resolutions. We first discriminated the range of scales and turbulent processes that
each of these simulations is able to resolve. Then, by the analysis of specific diagnostics, applied to the
eddies detected within our study region, we have quantified the energy contents and transfers at different
scales and assessed their effects on the formation and transformation of the local water masses. The results
were here discussed for a summer and a winter ACes, chosen, in each of the two simulations, to represent
the mean behavior of the simulated Agulhas rings.

Our main finding consisted in demonstrating a clear vertical separation between the dynamical regimes
prevailing in the upper and intermediate depth layers. At the surface and down to the base of the ML,
enhanced values of EKE, VBF and frontogenesis are related to the seasonal development of different insta-
bilities: MLIs, symmetric and C-BCIs. MLIs mainly dominate in winter, when the action of the atmospheric
forcing is more important and leads to a significant deepening of the ML. Because these instabilities are at a
submesoscale exclusively solved by HR, only this simulation captured a correct seasonal cycle of the MLD.
The same result holds for symmetric and shear instabilities, triggered by the interaction of mesoscale baro-
tropic instabilities and mainly active, in our study region, during summer, when small meanders and fila-
ments appear around and within mesoscale eddies.

We have also shown that these two seasonal, dynamical regimes are involved, via C-BCIs, in the formation
of a local variety of mode waters, ARMW, commonly found in the core of Agulhas rings. C-BCIs are triggered
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in winter, engendering the subduction of surface waters below the ML where they form thick homoge-
neous layers of mode waters. Below the thermocline, frontal instabilities seem to develop, at both seasons,
due to the interaction between adjacent eddies of opposite signs, leading to deformations of the eddy
geometry and likely affecting its 3-D structure and thermohaline content.

For intermediate depths, we have provided evidence of relevant mechanisms of density compensation and
lateral stirring of thermohaline fronts, driven by the intense mesoscale and submesoscale fields. In fact, sim-
ilarly to the intrusions of the Mediterranean Water Overflow into the intermediate layers of the North Atlan-
tic (Smith & Ferrari, 2009), a vigorous geostrophic eddy field, developed through baroclinic instability of the
mean flow, has been documented in the literature within the Cape Basin (Boebel et al., 2003; Matano &
Beier, 2003; Treguier et al., 2003). Here the mesoscale eddies stretch and twist the intense T-S gradients and
produce sharp submesoscale T-S filaments along isopycnals. The eddy generation of submesoscale T-S vari-
ance is particularly effective at the depth of AAIWs, where salty and warm Indian AAIW converges and mixes
with the fresher and colder Atlantic AAIW variety (Rimaud et al., 2012; Rusciano et al., 2012). Therefore, our
work endorses the assumption of Smith and Ferrari (2009) that in regions characterized by large water mass
contrasts, the generation of compensated submesoscale T-S gradients by lateral mesoscale eddy stirring
can overcome the generation of T-S variance by vertical turbulence. This hypothesis could be further inves-
tigated through the adoption of a more idealized, numerical approach. Here by taking a S-QG approach, we
only explored the possibility that C-BCIs can dynamically couple layers within the ocean interior character-
ized by marked changes in stratification.

By using Lagrangian diagnostics, we finally showed the impact of resolving smaller-scale processes assumes
on the simulated Indo-Atlantic exchange of subsurface water masses. These transports estimates indicate that
only at HR the model can depict the interocean transfer of upper and lower thermocline waters, by capturing
the formation and advection of different types of mode waters (ARMW) and the AAIW transformation in its
regional varieties. Although more experimental studies are needed to corroborate the generality of the present
results, we conclude by reiterating the key role of mesoscale and submesoscale processes in driving and struc-
turing the advection of subsurface water masses in the Cape Basin. These water masses materialize the Indo-
Atlantic exchange, and thus rule the related heat and salt anomalies penetrating into the Atlantic Ocean and
ultimately influencing the AMOC. The two configurations, run at different horizontal resolutions in our study,
highlight that, in order to correctly represent the observed transport and water masses properties involved in
this exchange, the simulated scales need to include a large portion of the submesoscale spectrum.
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