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#### Abstract

Following the lead of [Nguyen van Yen Nucl. Fus. 52 (2012) 013005 (11pp)], this article tackles the problem of tomographic inversion with one camera assuming a constant emissivity of light along the magnetic field lines. In this way, the 3D problem reduces to 2D by helical symmetry, allowing for the reconstruction of any poloidal plane in the field of view of the camera. It is shown in this article that the complexity of using a wavelet basis for the reconstruction, as presented by Nguyen van Yen, is not necessary. The method is also validated by confronting it to 3D numerical data coming from the TOKAM3X code, for which the emissivity is slowly varying along the field lines (up to $20 \%$ ), showing the robustness of the reconstruction. The technique is then applied to real camera data recorded during a D-shaped ohmic plasma shot realized in the COMPASS tokamak. The method is experimentally validated by comparing reconstructed data from camera and ion saturation currents measured by Langmuir probes in the divertor region. Finally, it is shown that automatic detection and tracking of structures visible in the reconstructed poloidal plane enables unique investigations of edge plasma physics and opens wide perspectives for this method.


## 1 Introduction

Edge plasma turbulence in toroidal magnetic fusion devices plays a significant role on particle and energy confinement as well as on plasma-wall interactions [1, 2, 3]. Several diagnostics can be used to study this region, which extends radially from the material wall of the device to the vicinity of the separatrix, like electrotatic probes, beam emission spectroscopy, visible imaging, reflectometry... However, the interpretation of turbulence measurements remains difficult. In particular, visible imaging measures light emission resulting from the interaction between the plasma and neutral particles. In most tokamaks and stellarators, turbulence imaging is based on the local injection of neutral gas to enhance visible light emission. This technique, called gas puff imaging (GPI), facilitates the visualization of turbulent structures by increasing the signal-to-noise ratio and by localizing measurements to a nearly 2D cross-section [4, 5, 6, 7]. GPI enables excellent space-time resolution of fluctuations, making it possible to investigate scales ranging from 0.1 mm to a few centimeters and from a few kHz to about 1 MHz , thus covering the essential parts of the fluctuation spectrum in the concerned region. However, GPI is not passive and causes perturbations to the plasma. These perturbations can be evidenced by other diagnostics, but their dependence on many parameters makes them rather difficult to evaluate $[4,8,9]$.

In this paper, we focus on the use of passive turbulence imaging, i.e. without any gas puff. This technique is intrinsically non-perturbative, but it suffers mostly from two disadvantages. First, the collected visible light can be very weak compared to GPI, resulting in a lower signal-to-noise ratio. Second, measurements are not localized due to the line-of-sight (LOS) integration over the emission sources. Low visible light conditions are still an issue, which is however getting less and less critical as modern fast cameras get more and more sensitive. It is also possible to handle the issue of line-of-sight integration by performing tomographic inversion, as it was done with various approaches on several toroidal devices [10, 11, 12, 13]. With appropriate processing, it is possible to extract useful information from plasma visible light emission. We present here tomographic inversion applied to experimental video data recorded on the COMPASS tokamak [14] without any help of gas puff. The method is first illustrated
with an academic case and validated against simulation data of the 3D fluid turbulence code TOKAM3X. Then, comparisons with probe measurements demonstrate its capability to reconstruct high-frequency fluctuations in any 2D plane intersecting the viewing volume. As we finally show, this makes it possible to analyze reconstructed data statistically without any temporal averaging, providing high-resolution information of structure's dynamics.

## 2 Scrape-of-layer observation by fast visible camera on COMPASS

The scrape-of-layer (SOL) of the COMPASS tokamak was observed with a SA-X2 photron camera at a frame rate of 270 kfps and an exposure time of about $2.1 \mu \mathrm{~s}$. At this speed, the resolution of the CMOS sensor is $128 \times 144$ pixels, with each pixels having a $20 \times 20 \mu m^{2}$ surface. Thanks to its high sensitivity ( 25000 ISO) and dynamic range (12-bits), the light fluctuation of the plasma edge was observed with no need for local gas injection (GPI), i.e. the natural interaction between the neutral gas naturally present in the SOL and the plasma was enough to study the edge turbulence. The visible spectral range of the camera lies in [400; 1000] nm. During the COMPASS discharge we are studying in this article, spectrometer measurements shows that radiations are mainly coming from the $D_{\alpha}$ line ( 656 nm ), for which the sensitivity of the camera is almost maximum.

The camera was placed at the angular lower port (below the midplane) located in the $4 / 5$ section of the device (see Fig. 2.1.a), integrated to the rapid imaging system of COMPASS [15] and an aluminium mirror of $21 \times 44$ $\mathrm{mm}^{2}$ was installed in-vessel to collect the light coming from a zone centered around the last closed flux surface for D-shaped plasmas (see Fig. 2.1.b and c). In addition, the mirror was tilted in such a way that the line-of-sights (LOS) were locally tangential to the magnetic field lines at a distance of about 30 cm from the mirror location for the considered discharges. Therefore, a 16 mm focal length objective was used with the camera and focused at about 30 cm . Because the camera is sensitive to the magnetic field generated by the coils surrounding the vessel, a telescope-like setup was used to put the camera as far as possible from the stray magnetic field. This setup consists of two identical objectives of 75 mm focal length placed in opposite directions and focused at infinity so that the rays in between the two objectives are parallel to the optical axis providing that the rays comes from the focal plane of the first objective. Consequently, the 16 mm objective creates an image in the focal plane of the first objective and the camera is located in the one of the second objective. Therefore, the camera could be located at about 1 m from the vessel thanks to black extension tubes in between the two 75 mm optics (see Fig. 2.1.a for a scheme of the optical apparatus). This optical configuration allows a resolution of about 0.4 mm between two consecutive pixels at 28 cm from the mirror and about $0.7-0.8 \mathrm{~mm}$ at 65 cm (i.e. at the vessel wall and slightly unfocused).

Performing tomographic reconstruction requires a precise localization of the camera and determination of the field of view in the lab frame. On COMPASS, this calibration is done using the Calcam software [16] that compares an image of the real field of view taken with the camera while enlightening the inside of the vessel and the CAD representation of the machine. In this particular case, the field of view being very narrow and since very few features on the vessel were visible, the CAD model was adjusted manually to fit as much as possible the calibration picture (see Fig. 2.1.d).

As an illustration of how data look like, the left column of Fig. 2.2 shows three successive snapshots taken in the D-shape plasma discharge $\# 15487$ during the flattop phrase (discharge time~1150 ms). Since the camera has a 12 -bit dynamic, only the highest bits have been considered to display the images. One can notice that structures are hardly distinguishable when looking at the raw data. In addition, stripes can be seen in both horizontal and vertical directions. They are present there due to the different sensitivities of each sensor composing the camera chip that was not corrected before recording the video. To reveal hidden structures, a sliding median image calculated over 10 frames around the considered image has been subtracted from the raw data and is shown in the central column of Fig. 2.2. Filamentary-like structures are then revealed, even though a non negligible noise is present. The structures above the sliding median will be refered as positive structures while the one smaller than the median will be refered as negative. Note that the stripes due to the sensor sensitivity disappeared and did not affect sensibly the fluctuating part of the signal. However, a strong shot noise is present, estimated to affect the signal by about $35 \%$. To further process the signal, a spatial Gaussian filter with a standard deviation of 5 pixel was applied, smearing out structures smaller than $\sim 2 \mathrm{~mm}$. The noise is smeared out, the essential part of the signal is retrieved but the filament dynamic stays complex for the human eye. Also note that the camera images are presented according to the experimental setup orientation, i.e. low-field side (LFS) to the left, while we present later on poloidal cuts with the opposite convention to be consistent to what is usually shown in the fusion community.


Figure 2.1: a) Schematic of the optical apparatus installed on COMPASS. The location of the probe array that will be used in Section 4.3 is also shown, as well as the convention taken for the angle $\varphi$. b) Approximated field of view of the camera in a poloidal cross-section in the focal plane of the optical apparatus. Note that the cross-section is mirrored compared to the real observation to keep usual COMPASS conventions. c) In-vessel picture taken with a standard camera during vessel opening. d) Rendering of the Calcam calibration on top of a full-frame calibration picture taken with the SA-X2 camera while illuminating the open vessel. The blue line represents a typical fieldline passing in the field of view of the camera.


Figure 2.2: Left: three successive snapshots of the D shaped discharge $\# 15487$ taken at a sampling frequency of 270 kfps and an exposure time of $2.1 \mu \mathrm{~s}$. Middle: Images obtained after subtraction of a median image calculated over 10 frames around the considered picture. Right: Medianed filtered images after applying a spatial Gaussian filter with a standard deviation of 5 pixel.

## 3 Tomographic reconstruction

Unlike gas-puff imaging experiments, the measurement presented in Fig. 2.2 is not located in a poloidal plane but is the result of the integration of the light along each line-of-sight of the camera, i.e. the image is the projection of a 3D structure onto the 2D camera chip. Therefore, information about the radial velocity or the perpendicular blob dimension is not straightforwardly infered. Years ago, a tomographic method has been proposed by Nguyen van Yen et al. [13] to recover the poloidal plane corresponding to circular edge plasma from camera data assuming constant light emissivity of the turbulent structures along the magnetic field lines. Other techniques exist to perform tomographic inversion in this case, such as the least-squares method or the singular value decomposition (SVD) reconstruction, but it has been shown that they are both less efficient than the technique used in Ref. [13]. To our knowledge, the method has not been used since then probably due to its rather complicated mathematical development and the high signal to noise ratio that the method requires to observe and follow fast movements of structures without any additional light source than neutral atoms naturally present in the SOL of the tokamak. However, cameras' sensitivity as well as their speed have improved significantly in the past years making the method relevant to fusion plasma edge turbulence studies. Due to the complexity of the method presented in Ref. [13], we recall in some details in this section the procedure that was used to recover fluctuation's strutures in a 2D poloidal cross-section from a 3D structure projected along the different lines of sight of the camera, assuming constant emissivity along the magnetic field lines. We also show that the projection basis does not necessary have to be a wavelet basis, simplifying the implementation of the method.

### 3.1 General principle

The camera apparatus is approximated by a screen collecting the light passing through a pinhole located at the pupil of the camera objective. Let $S_{0}(\psi, \theta, \varphi)$ be the plasma emissivity at a point $M$ characterized by its fieldline coordinates $(\psi, \theta, \varphi)$, where $\psi$ is a flux coordinate, $\theta$ a poloidal coordinate and $\varphi$ the toroidal angle. Assuming that radiations are isotropic, that the plasma is transparent and that radiations are mainly coming from $H_{\alpha}$ and $D_{\alpha}$ radiations so that the spectral response of the camera does not play a role, the intensity collected by the camera at the pixel $(x, y)$ is given by

$$
\begin{equation*}
I_{0}(x, y)=\int_{s_{c}}^{+\infty} S_{0}\left(\psi\left(s_{x y}\right), \theta\left(s_{x y}\right), \varphi\left(s_{x y}\right)\right) d s_{x y} \tag{3.1}
\end{equation*}
$$

where $(x, y)$ are the horizontal and vertical coordinates in the image plane, $s_{x y}$ is the curvilinear abscissa along the ray passing through $(x, y)$ and $s_{c}$ the position of the camera pupil.

The goal of the tomographic inversion is to retrieve the local plasma emissivity $S_{0}$ knowing the camera picture $I_{0}$ by inverting Eq. 3.1. The structures that one is willing to recover being three dimensional and the image 2D, it is therefore necessary to make one more assumption for the problem to be solvable. We thus assume that the emissivity of the observed structures is constant, or slowly varying, along the magnetic fieldlines within the field of view of the camera. This hypothesis is justified by the fact that the parallel velocity of the particles along the fieldlines is high [17] and, in the particular case of this article, that the view is narrow (about $\Delta \varphi=75^{\circ}$ is visible by the camera). Thanks to the helical symmetry of the fieldlines, the problem now reduces to recover the emissivity in any 2 D poloidal cross section $S_{0}\left(\psi, \theta, \varphi_{r}\right)$, located at the toroidal angle $\varphi_{r}$, knowing the 2D image $I_{0}$.

### 3.2 Transfer matrix creation

This poloidal cross-section located at the toroidal angle $\varphi_{r}$ will be called in the following the reference poloidal plane. It is in that plane that the emissivity pattern will be reconstructed from the camera image. In order to handle the inversion numerically, the reference poloidal plane is discretized on a mesh grid, the image plane being already discretized by the pixels of the CCD sensor of the camera. Thus, any cell of the meshgrid of the reference poloidal plane $\left(\varphi=\varphi_{r}\right)$ is associated to a homogeneous structure inside the magnetic flux tube passing through this cell.

Let us now consider the mapping $\mathcal{K}$ that associates any emissivity pattern that can be built on the reference plane mesh grid to the image on the camera of the related 3D emission structure, given by helical symmetry along magnetic flux tubes. From Eq. 3.1, we know that $\mathcal{K}$ is a linear mapping. Thanks to the discretization of the reference poloidal plane, both the source set (the set of emissivity patterns in the reference plane) and the target set (the set of all the possible images on the CCD camera) are of finite dimension. Thus Eq. 3.1 can be written in terms of matrices, i.e., following the notation of Ref. [13], $I_{0}=K S_{0}$, where $S_{0}$ is the vector containing the emissivity of each cell of the mesh grid of the reference poloidal plane, $I_{0}$ the vector containing the intensity of each pixel of the CCD camera and $K$ is the matrix associated to the mapping $\mathcal{K}$.

Practically, we computed the transfer matix $K$ as follows:

- In order to avoid unnecessary calculation, we take into account the actual field of view of the camera. In a poloidal plane, a point is characterized by $R$, its distance to the main axis of the torus and $z$, its height, whose origin is the equatorial plane. We consider the path through the torus of the four extreme LOS passing by the camera pupil and by one of the four pixel corners of the CCD sensor of the camera. We compute the minimum radius $R_{\text {min }}$ reached by the most inner LOS, the maximum radius $R_{\max }$ is taken as the radius of the external wall in the equatorial plane, the minimum and the maximum height $z_{\min }$ and $z_{\max }$ are the minimum and the maximum height of these four LOS inside the torus.
- The reference poloidal plane is then chosen within the field of view of the camera. We choose the reference plane to correspond to the plane where most of the LOS of the camera are tangential to the magnetic fieldlines as most of the useful signal will come from that plane and as it makes the tomographic inversion more robust to magnetic reconstruction uncertainties (see Section 4.3).
- The reference poloidal plane is discretized on a cartesian mesh grid. Any mesh cell center $G$ has coordinates $\left(R_{G}, Z_{G}\right)$ such that $R_{\min }<R_{G}<R_{\max }$ and $z_{\min }<Z_{G}<z_{\max }$.
- A look-up table is created, by integrating the magnetic lines passing by each mesh grid point using the magnetic topology calculated by the EFIT reconstruction software [18]. This makes it possible to associate any point inside the torus to the cell of the mesh grid of the reference poloidal plane that is magnetically connected to it (unless the point is not connected to any cell of the mesh grid).
- Numerical integration of Eq. 3.1 along each LOS to get the transfer matrix $K$. One LOS corresponds to one pixel on the CDD sensor whose coordinates in the sensor plane are $(x, y), x$ and $y$ being integer indexes. Let $M$ be a point on the LOS associated to the pixel $(x, y)$, at the center of an integration step. Let $\Delta l$ be the length of the integration step of the numerical integration at point $M$. If $M$ is magnetically connected to
the cell $(i, j)$ of the mesh grid of the reference poloidal plane, then $K$ is incremented at the integration step centered on $M$ as follows

$$
\begin{equation*}
K(x, y, i, j)=K(x, y, i, j)+\Delta l \tag{3.2}
\end{equation*}
$$

As a result, for one given cell of indexes $\left(i_{0}, j_{0}\right), K\left(x, y, i_{0}, j_{0}\right)$ is the image on the camera of the structure along the magnetic flux tube passing through this cell of index $\left(i_{0}, j_{0}\right)$, with an emissivity equal to one inside that magnetic flux tube and vanishing elsewhere (see Fig. 3.1 a) and b) for a practical example).

### 3.3 Matrix inversion

The method to calculate the elements of the transfer matrix $K$ being presented, we are now discussing and explaining the method to invert it. Explanations are admittedly already available in Ref. [13], but we think it is worth giving some more details for a better understanding. Discussion is mainly about the inversibility of the mapping $\mathcal{K}$. What are the conditions to fulfill for $\mathcal{K}$ to be inversible? In Ref. [13], inversibility is merely assumed and it was only observed numerically that the matrix $K$ was actually inversible in the case treated.

The strength of the method used in Ref. [13] is the way the matrix $K$ is built, as explained in the previous subsection. The transfer matrix $K$ yields the image on the camera screen of each magnetic flux tube whose crosssection in the reference poloidal plane is one cell of the cartesian mesh $(i, j)$. The ensemble of the images of those structures and all the linear combinaisons of them is a subset of the ensemble of the images that can be drawn on the camera.

A first necessary condition for the mapping $\mathcal{K}$ to be a one-to-one mapping (bijective), and thus inversible, is that this subset of the ensemble of the images is equal to the set of all images likely to be recorded during one shot by the camera as they are after the preprocessing described in Section 2. This implies that there is no structure smaller than the scale of the mesh grid and yet resolved by the camera. Notice that the gaussian filter that is applied to camera images, as explained in Section 2, not only removes noise but also removes or enlarges, if its width is properly choosen, too small structures, that cannot be reproduced by a linear combination of the images of the mesh magnetic flux tubes (i.e. the magnetic flux tubes passing through the different mesh cells). A great care should also be taken regarding the areas of the CCD sensor that collect no light due to obstacles between the plasma and the camera. They have to be discarded from the image grid.

Another necessary condition is to discard from the source set basis all the mesh cells in the reference poloidal plane whose corresponding flux tubes are invisible by the camera.

The last necessary condition is that the size of the cells of the mesh grid of the reference plane is large enough so that their images can be resolved by the camera (i.e. two different cells yield two distinguable images).

All those necessary conditions taken together seem to us sufficient to ensure that the mapping $\mathcal{K}$ is a one to one mapping. Then it is worth inverting the transfer matrix $K$, as it will make possible to get the shape of the structure cross-section in the reference poloidal plane, at the resolution of the chosen mesh grid. Consequently, the inversion method is now explained.

Let $\left(\psi_{\lambda}\right)_{\lambda \in\left[1 . . N_{\lambda}\right]}$ be an orthogonal basis of the reference poloidal plane mesh, where $N_{\lambda}$ is the number of nodes on the mesh in the reference poloidal plane whose image on the camera is non-zero. In such a basis, the light emissivity $S_{0}$ can be written as

$$
\begin{equation*}
S_{0}=\sum_{\lambda=1}^{N_{\lambda}} s_{\lambda} \psi_{\lambda}=\sum_{\lambda=1}^{N_{\lambda}}\left\langle\psi_{\lambda} \mid S_{0}\right\rangle \psi_{\lambda} \tag{3.3}
\end{equation*}
$$

where $\langle. \mid$.$\rangle means dot product, both in the reference poloidal plane mesh grid and in the image plane. The image$ $I_{0}$ of $S_{0}$ by $\mathcal{K}$ reads

$$
\begin{equation*}
I_{0}=K S_{0}=\sum_{\lambda=1}^{N_{\lambda}} s_{\lambda} K \psi_{\lambda} \tag{3.4}
\end{equation*}
$$

where $K \psi_{\lambda}$ is the matrix containing the intensity of each pixel related to the image on the camera of the basis vector of the reference poloidal plane $\psi_{\lambda}$. As discussed in the previous paragraph, the mesh grid in the reference poloidal plane and the Gaussian filter are chosen so that $\left(K \psi_{\lambda}\right)_{\lambda \in\left[1 . . N_{\lambda}\right]}$ is a basis of the ensemble of all the possible images that can be obtained from the camera after the preprocessing detailed in Section 2.

Then, it comes from Eq. 3.4 that if the decomposition of the preprocessed image on the basis $\left(K \psi_{\lambda}\right)_{\lambda \in\left[1 . . N_{\lambda}\right]}$ is found (i.e. the coefficients $s_{\lambda}$ ), the related emissivity field in the reference plane is recovered. The only difficulty is
that the image by $K$ of the basis $\left(\psi_{\lambda}\right)_{\lambda \in\left[1 . . N_{\lambda}\right]}$ is not orthogonal. Thus to get the coefficients $s_{\lambda}$, the adjoint basis of $\left(K \psi_{\lambda}\right)_{\lambda \in\left[1 . . N_{\lambda}\right]}$ have to be processed.

Let $\mathcal{P}$ be the set of the structures on the reference poloidal mesh grid, reduced to the nodes whose image on the camera is non vanishing, and let be $\mathcal{I}$ the ensemble of the images on the areas of the CCD sensor illuminated by the plasma. Then, the adjoint basis is related to the adjoint operator $K^{*}$, defined as follows

$$
\begin{equation*}
\forall(a, b) \in \mathcal{P} \times \mathcal{I},\langle K a \mid b\rangle=\left\langle a \mid K^{*} b\right\rangle \tag{3.5}
\end{equation*}
$$

Note that $K$ is defined on $\mathcal{P}$ whereas $K^{*}$ is defined on $\mathcal{I}$.
Now considering the $N_{\lambda}$ vectors of the orthonormal basis of $\mathcal{P}$ called $\left(\psi_{\lambda}\right)_{\lambda \in\left[1 . . N_{\lambda}\right]}$, as $K$ is inversible (and thus $\left.K^{*}\right)$, there exist two corresponding image families $\left(\chi_{\lambda}\right)_{\lambda \in\left[1 . . N_{\lambda}\right]}$ and $\left(\xi_{\lambda}\right)_{\lambda \in\left[1 . . N_{\lambda}\right]}$, both in the image plane $\mathcal{I}$ defined by

$$
\begin{align*}
K \psi_{\lambda} & =\kappa_{\lambda} \chi_{\lambda} \\
K^{*} \xi_{\lambda} & =\kappa_{\lambda} \psi_{\lambda} \tag{3.6}
\end{align*}
$$

where $\kappa_{\lambda}$ is chosen in order to impose $\left\|\xi_{\lambda}\right\|=1$ for all $\lambda$ (useful condition to apply the thresholding method described in the next section) and where $\|$.$\| is the norm in both \mathcal{P}$ and $\mathcal{I}$. The matrix $K$ being inversible, those two families are two basis of the set $\mathcal{I}$ and $\left(\xi_{\lambda}\right)_{\lambda \in\left[1 \ldots N_{\lambda}\right]}$ corresponds to the adjoint basis that we are looking for. The equation that gives the reconstructed emissivity in the reference poloidal plane $S_{0}$ can now easily be found from Eqs. 3.3, 3.5 and 3.6 and reads

$$
\begin{equation*}
S_{0}=\sum_{\lambda=1}^{N_{\lambda}}\left\langle I_{0} \mid \xi_{\lambda}\right\rangle \kappa_{\lambda}^{-1} \psi_{\lambda} \tag{3.7}
\end{equation*}
$$

From Eq. 3.3 and 3.7, it comes that the coefficients of the $\psi_{\lambda}$ of the stucture in the reference poloidal plane read

$$
\begin{equation*}
s_{\lambda}=\left\langle I_{0} \mid \xi_{\lambda}\right\rangle \kappa_{\lambda}^{-1} \tag{3.8}
\end{equation*}
$$

In the following, we call $s_{\xi_{\lambda}}$ the dot product of the image on the camera by the adjoint basis vector $\xi_{\lambda}$

$$
\begin{equation*}
s_{\xi_{\lambda}}=\left\langle I_{0} \mid \xi_{\lambda}\right\rangle \tag{3.9}
\end{equation*}
$$

The last step that needs to be done is to find the $N_{\lambda}$ coordinates of the elements of the $\xi_{\lambda}$ basis, which is done by solving a $N_{\lambda}$ number of $N_{\lambda} \times N_{\lambda}$ linear systems obtained using the biorthogonality condition that results from Eqs. 3.5 and 3.6, i.e.

$$
\left\langle\xi_{\lambda} \mid \chi_{\lambda^{\prime}}\right\rangle=\left\{\begin{array}{cc}
1 & \text { if } \lambda=\lambda^{\prime}  \tag{3.10}\\
0 & \text { otherwise }
\end{array}\right.
$$

### 3.4 Basis choice and denoising

To apply the method described above, it is then necessary to choose an orthogonal basis $\left(\psi_{\lambda}\right)_{\lambda \in\left[1 . . N_{\lambda}\right]}$ of the discrete reference poloidal plane. From the above demonstration, it is clear that the method does not require the basis of the discretized reference poloidal plane to be of any particular form for the inversion method to be correct. It just has to be orthogonal. For simplicity, we have chosen base vectors that correspond to each grid nodes of the reference poloidal plane that yields a non vanishing image on the camera CCD sensor with an emissivity equals to one, as they define an orthonormal base. An example of a $\psi_{\lambda}$ vector is represented in Fig. 3.1 as well as the $\chi_{\lambda}$ and $\xi_{\lambda}$ families obtained from Eq. 3.6.

Note that in Ref. [13] the method was applied to a basis of wavelet vectors, used mainly for denoising purpose (wavelet-vaguelette decomposition). Regarding the additional complexity brought by the use of wavelet theory, we have chosen a simpler basis and we will show in the next sections that the final results are good enough so that the use of wavelets, even for denoising, is not a necessary condition in our case. We used the same denoising technique as the one proposed in Ref. [13] that eliminates all coefficients $s_{\xi_{\lambda}}=\left\langle I_{0} \mid \xi_{\lambda}\right\rangle$ in Eq. 3.7 below a threshold $\Theta$ calculated from the data themselves. It is for this thresholding technique that the dual basis has to be normalized, otherwise the coefficients associated with the $\xi_{\lambda}$ with the smallest norms would be artificially large. The threshold is the limit of a sequence whose initial term is

$$
\begin{equation*}
\Theta_{0}=\frac{c^{2}}{N_{\lambda}} \sum_{\lambda=1}^{N_{\lambda}} s_{\xi_{\lambda}}^{2} \tag{3.11}
\end{equation*}
$$



Figure 3.1: One example of a base vector $\psi_{\lambda}$ (a single grid node) in the reference poloidal plane (left) and of the corresponding $\chi_{\lambda}$ (middle) and $\xi_{\lambda}$ (right) families in the image plane.
where $c$ is a dimensionless constant close to unity which controls the denoising sensitivity. At stage $n$ all the coefficients $s_{\xi_{\lambda}}$ whose absolute value is lower than $\Theta_{n}$ are discarded from Eq. 3.11 to calculate the next term of the sequence, that eventually converges to a limit. The $n+1$ term reads

$$
\begin{equation*}
\Theta_{n+1}=\frac{c^{2}}{N_{n}} \sum_{\lambda /\left|s_{\xi \lambda}\right| \geq \Theta_{n}}^{N_{n}} s_{\xi_{\lambda}}^{2} \tag{3.12}
\end{equation*}
$$

where $N_{n}$ is the number of coefficients $s_{\xi_{\lambda}}$ larger or equal to $\Theta_{n}$. More details can be found in the Refs. [13, 19].
Last, the typical calculation time on a standard computer and without any optimisation of the algorithm for a $64 \times 64$ mesh grid in the reference poloidal plane is about 5 minutes for the calculation of the look-up table, two hours for the calculation of the transfer matrix $K$ and its inversion, and then five seconds per image (assuming that the magnetic field is constant over the extract of the movie processed) to obtain the reference poloidal plane after denoising, i.e. about fourteen hours for a 10000 image movie.

## 4 Validation

Sources of possible errors in such a tomographic reconstruction are numerous: errors in the code, mathematical typos, wrong assumptions (especially assuming a constant emissivity along the field lines), noise amplification, noninversability of the $K$ matrix. We propose in this section three different validation levels of the method. First, we will show that there are no mathematical or code errors in the program by reconstructing an academic case with additional noise to further check the thresholding method. Second, taking a more relevant configuration from a TOKAM3X simulation [20], we show that the reconstruction is valid even in the case of a slowly varying emissivity along the magnetic field lines. Third, the reconstruction is applied to real data obtained on the COMPASS tokamak and is compared to probe data to validate the method under experimental conditions.

### 4.1 Academic case

Let consider the simple case of a single node structure in the mesh grid of the reference poloidal plane, as shown in Fig. 3.1 (left). The synthetic image seen by the camera is given by the central picture in Fig. 3.1. To test the thresholding method proposed in Ref. [13], we add a strong white noise (gaussian noise having a standard deviation of $32 \%$ of the maximum pixel intensity of the total image) to the picture and obtain Fig. 4.1 (a). We then apply the tomographic reconstruction described in the previous section and present two images (Fig. 4.1 (c) and (d)). Fig. 4.1 (c) represents the coefficients $s_{\xi_{\lambda}}$ associated to each node of the poloidal plane (see Eq. 3.9) that will be called $S_{\text {threshold }}$ in the following sections. This image serves to understand how the thresholding method works and shows that, even without projecting on a wavelet basis, the coefficient corresponding to the relevant signal is well above the ones corresponding to the white noise. Applying the threshold procedure with the parameter $c$ being set to 3.5, the coefficients $s_{\lambda}$ (see Eq. 3.7 and 3.8) associated to each node of the poloidal plane are plotted in Fig. 4.1 (d), that we will be called $S_{\text {rec }}$ in the following. One can see that this image corresponds to the reconstructed structures in the reference plane taken at the beginning of the procedure (Fig. 3.1, left). The value of the single point node after tomographic reconstruction is equal to 1.3 whereas it was set to 1 initially, implying that the white noise added a $30 \%$ error on the intensity value reconstruction. In addition, the reconstructed image in Fig. 4.1 (b) obtained after applying $K$ to the reconstructed poloidal plane shows how similar the picture is to Fig. 3.1 (middle), except


Figure 4.1: a) Noisy image generated after Fig. 3.1. b) Reconstructed image by applying $K S_{\text {rec }}$. c) Reconstructed poloidal plane $S_{\text {threshold }}$ and d) $S_{\text {rec }}$. Figure d) is obtained after thresholding $S_{\text {threshold }}$ with $c=3.5$.
from the slightly higher intensity level. This whole procedure validates the mathematical background and code and shows that even under strong noise corruption, the procedure can reveal the structure of the relevant signal.

In addition, more realistic structure shapes have been tested, namely circular and elliptical. In both cases, the reconstructed structures are slightly bigger than the original one, usually two pixels in radius larger. This is likely a consequence of the spatial gaussian filter applied, with a standard deviation of 5 pixels, to smear out the noise on the original camera image. As a consequence, it has been tested that two blob-like structures cannot be distinguished after reconstruction if they are not spatially separated by at least two pixels, independently on the shape or orientation of the structure. Last, it has been checked that there is no position shift of the reconstructed data compared to the synthetic ones in the region where most structures actually exists as obtained with experimental data (see Section 4.3).

### 4.2 Reconstruction applied to TOKAM3X data

We now take a case closer to experimental data by considering 3D data generated from the TOKAM3X code [20]. In particular, we consider a virtual camera able to record a signal proportional to the electron density generated by the code. It is interesting to point out that the density from the 3 D data is not constant along the field lines within the field-of-view of the virtual camera and varies within the $20 \%$ range, so that the reconstruction will show how robust the method is in case of structures with an emissivity varying along the magnetic field lines. In Fig. 4.2 (b) and (c), we show the poloidal plane $S_{\text {ref }}$ of the density fluctuations taken as the reference plane and the corresponding image on the camera obtained by computing $I_{0}=K S_{\text {ref }}$, using the 3D data output from the code. Notice the high spatial resolution that the TOKAM3X code produces. We then apply the tomographic reconstruction to the image $I_{0}$ and obtain the reconstructed plane $S_{\text {rec }}\left(s_{\lambda}\right.$ coefficients from Eq. 3.8) in Fig. 4.2 (d) thresholded using $c=2$. For comparison, we show the interpolation of $S_{\text {ref }}$ over the same grid as $S_{\text {rec }}$ in Fig. 4.2 (e). In Fig. 4.2 (f), the reconstructed image $I_{\text {rec }}=K S_{\text {rec }}$ is shown for comparison with $I_{0}$. It can be stated that the reconstruction is able to recover the important features of the main poloidal plane. In addition, even though the resolution of reconstruction is lower ( $32 \times 64$ ) than the one from the TOKAM3X code, the two pictures in Fig. 4.2 (c) and (f) resembles well, showing that the most important parts of the signal have been extracted. This is further supported by the cross-correlation of these two pictures, shown in Fig. 4.2. The spatial maximum of correlation is high (almost 0.8 ) and is obtained for a zero shift in both the $X$ and $Y$ directions (red circle). The method thus seems reliable even in the more realistic case of structures extended along the field lines with slowly varying emissivity.


Figure 4.2: Tomographic reconstruction validation with TOKAM3X data. (a) Cross-correlation between the synthetic image (c) and the reconstructed image (f), the red circle shows the maximum of correlation, (b) Poloidal plane of reference $S_{\text {ref }}$ obtained from the TOKAM3X code, (c) synthetic image obtained after applying $I_{0}=K S_{\text {ref }}$, (d) reconstructed poloidal plane $S_{\text {rec }}$ using $c=2$, (e) interpolation of $S_{\text {ref }}$ over the same grid as $S_{\text {rec }}$, (f) reconstructed image obtained by $I_{\text {rec }}=K S_{\text {rec }}$.

### 4.3 Real data: validation with probes

We now apply the reconstruction method to real data obtained in the COMPASS tokamak under the experimental configuration presented in the first section. The data were measured during the D -shape ohmic L-mode discharge $\# 15487$ with a main electron density of $3-4 \times 10^{19} \mathrm{~m}^{-3}$, a toroidal magnetic field of -1.15 T and a plasma current of 180 kA . In that case (negative magnetic field and positive plasma current) and in the LFS of the machine, the fieldlines are going down when rotating in the anticlockwise direction (for $\varphi$ increasing in Fig. 2.1). In order to compare the video data and probe data, we reconstructed 10000 frames that correspond to about 37 ms . The time of the first image corresponds to $\sim 1137 \mathrm{~ms}$, selected in the middle of the flattop phase of the discharge (phase about 180 ms long). For each image of the 10000 frame video, a sliding median image calculated over 10 frames was subtracted and a Gaussian filter with a standard deviation of 5 pixels was applied, as already evoked in Section 2. In addition, camera pictures were shrunk to remove pixels for which no plasma was visible, either because the port edge, where the mirror is inserted, is in the way or either because the mirror was not big enough to cover the whole field of view of the camera. The poloidal plane that one is willing to reconstruct can be any plane of the torus (provided that the assumption of constant emissivity holds up to that plane). Here, we have chosen the plane at toroidal angle $\varphi=55$ degrees, i.e. the plane for which most of the LOS of the camera are tangential to the magnetic fieldlines. The reconstructed plane was discretized by a cartesian grid of $(R, Z)=(64,64)$ cells, giving a spatial resolution of 2.4 mm in the horizontal direction and 2.5 mm in the vertical one.

## Snapshot example

In Fig. 4.3, we show a reconstruction example performed for the frame 54200 (time $=1150.74 \mathrm{~ms}$ ) of the selected time period. The camera data after the median and the Gaussian filtering are shown in Fig. 4.3 (a), while Fig. 4.3 (b) shows the reconstructed plane $S_{\text {threshold }}$ (coefficients $s_{\xi \lambda}$ in Eqs. 3.7 and 3.9) and Fig. 4.3 (c) shows the coefficients $s_{\lambda}$ after the thresholding method was applied with $c=3.5$ (the denoised reconstructed structure in the reference poloidal plane $S_{\text {rec }}$ ). In both figures, the red line corresponds to the last closed flux surface from the EFIT reconstruction software for that particular discharge time. The last image, Fig. 4.3 (d), shows the calculated image in the camera plane $I_{\text {rec }}=K S_{\text {rec }}$ obtained by applying the transfert matrix to the reconstructed structure $S_{\text {rec }}$. One can note that the reconstructed image $I_{\text {rec }}$ resembles to the original one, supported by the fact that the cross-correlation between these two images has a maximum above 0.8 and is not spatially shifted. In addition, on $I_{\text {rec }}$ a zero value rectangle is visible in the bottom left part of the image that corresponds to one edge


Figure 4.3: Tomographic reconstruction example for a snapshot taken at 1150.74 ms (frame 54200) of discharge \#15487. (a) Camera data subtracted from a sliding median taken over 10 frames around the considered image and for which a Gaussian filter with a standard deviation of 5 pixels was applied, (b) reconstructed poloidal plane $S_{\text {threshold }}$, (c) reconstructed poloidal plane $S_{\text {rec }}$ obtained applying the threshold method with $c=3.5$, (d) reconstructed camera image from $I_{\text {rec }}=K S_{\text {rec }}$. The red line in figures (b) and (c) is the position of last closed flux surface given by the EFIT reconstruction while the blue line is the vessel wall position.
of the mirror. Remember from Section 3.3 that the LOS collecting no light from the plasma should be discarded. A positive elongated structure is dominant on the reconstructed plane in Fig. 4.3 (c) but three negative structures (1 big and 2 small) are also visible, above the thresholding level and therefore relevant. It is also interesting to notice that the intensity of the elongated positive structure varies from its top edge to its bottom edge. This aspect will be commented in Section 5 .

## Validation with probes

To further convince the reader that the tomographic reconstruction extracts the important part of the data on more than one snapshot, we have compared the reconstructed data with signals coming from Langmuir probes. The divertor of COMPASS was recently equipped [21] with a 54 Langmuir probe array measuring ion saturation currents ( -270 V applied to the probes) at a sampling frequency of 4 MHz and located at $\varphi=127.5$ degree from the reconstructed plane. At that location, mainly two probes are magnetically connected to the part of the reference poloidal plane visible in the camera field, so-called LPA46 and LPA47 in the COMPASS database. In Fig. 4.4 (left column), the maximum of correlation of the signal coming from these two probes and each pixel of the poloidal plane is presented. In addition, we show for comparison the correlation of the camera data with the probe LPA39 which is not magnetically connected to the visible part of the reference plane. In Fig. 4.4 (right column), the delay associated to the maximum of correlations higher than 0.1 is given in microseconds, where a negative time delay means that the structure first reaches the probe before the reconstructed poloidal plane. Note that the probe signals were interpolated (downsampled) to match the time window and step of the 10000 frames considered for the analysis ( 270 kfps ). The magnetic fieldline connected to the probe is also represented as a dashed red line and its ending point in the reference plane ( $\varphi=55$ degrees) is shown as a red circle.

First, it is very interesting to see that the spatial maximum of correlation for the probe LPA47 is close to 0.4 . Note that such correlation values coming from direct light/probe comparison were already observed on the TJ-K stellarator (see Fig. 4 of Ref. [22] for instance) or on the Alcator C-Mod machine [23]. On linear devices, correlation values up to 0.5 can often be observed for direct comparisons [24, 25]. It has also been shown [26] that selecting a relevant part of both probe and camera signals, high correlation values up to 0.8 can be found. A similar value is found here if we keep the frequencies between 13 and 17 kHz
corresponding to a peak in both probe and camera spectra. The magnitude of these correlations are linked to the dependency of both signal with the electron density and temperature but modelling of the light dependency with plasma parameters is out of the scope of this article. The spatial maximum value for the probe LPA46 is lower (about 0.3) because the probe is magnetically connected to an area of the reconstructed plane for which less signal is present. The signal to noise ratio is thus lower. On the other hand, the LPA39 probe that is not on any fieldline passing by the visible part of the reference poloidal plane has a weaker maximum of correlation, less than 0.13. It is important to add that the correlation between two consecutive probes on the divertor is strong (for instance higher than 0.7 between probe LPA46 and LPA47) but also non negligible between more distant probes (for instance almost 0.25 between LPA39 and LPA47). This probably explains why, even though weak, the probe LPA39 does not have a zero correlation value.

Second, the spatial maximum of correlation for the LPA47 probe is close to the point magnetically connected to the probe and the region of maximum correlation is very similar in size and shape to the reconstructed structures (see Figs. 4.3 and 5.1). On the other hand, for the LPA46 probe, the maximum of correlation is located above the point magnetically connected to the probe. This is first due to the fact that most of the signal of the 2 D plane comes from a region above the point magnetically connected to the probe. Second, the crosscorrelation between a node located in the region where most of the signal is present and the whole reconstructed plane shows a similar pattern to what can be seen in Fig. 4.4, meaning that coherent structures travel poloidally on the reconstructed plane and explaining the correlation with a region not magnetically connected to the probe.

Third, when looking at the delay figures, one sees that for LPA46 and LPA47, the region corresponding to non-negligible correlation values depicts a color gradient, meaning that the time delay is evolving gradually from top (lower delay) to bottom (higher delay), and that structures are moving from top to bottom. This main average movement is visible by eyes when looking at the filtered camera data and is thus consistent with qualitative observations. It is also important to note that the time delay at the points magnetically connected to both probes is zero, even though the two points are at different poloidal location. Since the two probes are magnetically separated by about the same distance to the reconstructed plane $(2.4 \mathrm{~m})$, it is logical that the time delay is the same and it further validates the tomography reconstruction as different points in the 2D plane correspond to their conjugate on the divertor target. As a consequence, we consider from this last experimental checking and the ones in the two previous sections that the reconstruction method is valid and reliable.

## Influence of the accuracy in the magnetic field reconstruction

The tomographic method is based on the magnetic field reconstruction provided by the EFIT software that uses different experimental magnetic and current measurements. This reconstruction has a certain precision and we investigate here what can be the effect of the latter on the tomographic inversion. Mainly, we have looked at the influence of two different changes: what happens when the whole magnetic reconstruction is shifted by few centimeters in the radial direction and what happens when the pitch angle between the poloidal and toroidal magnetic field is changed.

A radial shift in the interval of the whole magnetic structure yields hardly any change in the tomographic inversion for the reference plane we used in that work. The effect of the pitch angle change (we considered a $10 \%$ increase) is more sensitive. It changes mainly the sizes and the orientation of the structures. This higher sensitivity to the pitch angle change is due to the fact that two close magnetic field lines are almost parallel. Hence replacing one of them by the other as a result of the translation of the whole magnetic structure (radial shift) does not change too much the shape of the filament, at least in the vicinity of the reference poloidal plane. However, a change in the pitch angle modifies the slope of the fieldline even near the reference poloidal plane. As reported in section 4.3, the reference poloidal plane used for this calculation is close to the plane for which most of the LOS are tangential to the magnetic field lines ( $\varphi=55$ degree).

We also tested the robustness of the tomographic inversion to magnetic reconstruction errors when another reference poloidal plane is used ( $\varphi=80$ degree). The sensitivity of the tomographic reconstruction to both types of change (radial translation and pitch angle change) is higher. This can be explained with the following argument. When a LOS is tangent to a magnetic fieldline, a long interval of this fieldline is collected by the same pixel, whereas the contribution of the other parts of this same fieldline will be spead over a large number of pixels. Thus, tangential LOS will collect more signals. If the reference poloidal plane is a plane where most of the LOS are tangential to the magnetic fieldlines, then, as the reconstructed fieldlines are hardly different from the true one in the vicinity of the reference plane at the precision of the mesh grid, all the pixels where the corresponding signal is strong will be properly affected. Pixels further away might be wrongly affected but, as they correspond to much weaker signal, do not change significantly the tomographic reconstruction. Conversly, if the reference poloidal plane is far from the plane for which most of the LOS are tangential to the magnetic fieldlines, the error on the fieldline reconstruction


Figure 4.4: Maximum of correlation and associated delay between the ion saturation current measured by probes and the reconstructed camera data. Left column: normalized correlation value, right column: associated time delay in microseconds and for maximum of correlations higher than $\mathbf{0 . 1}$. Correlation for LPA47 (top), LPA46 (middle) and LPA39 (bottom). The red line represents the separatrix, the blue line, the vessel, and the dashed red line the magnetic fieldline starting from the probe position and finishing in the reconstructed plane (here $\varphi=55$ degree), as denoted by the red circle.
will be larger than the mesh size in the plane that contributes the most to the signal and the reconstruction will be significantly distorted. As a consequence, even if theoretically any plane can be chosen as the reference poloidal plane for tomographic reconstruction, choosing a plane for which most of the LOS are tangential to the magnetic fieldlines makes the invertion more robust to magnetic field reconstruction errors.

## 5 First investigation of the properties of the reconstructed fluctuations

The tomographic reconstruction of plasma fluctuations from single camera data offers interesting perspectives. First, the visualization of the structures in a poloidal plane enables direct comparison with simulation data [20]. Second, a parallel objective is to ease the automatic processing of the videos in order to carry out the analysis of full length videos instead of focusing on some short sequences of interest. Ordinary, such sequences aim at illustrating rather basic aspects of a given phenomenon. As a result, one of the main criteria for selecting sequences of interest is the simplicity for the reader to understand the sequence which is depicted. It is however usually unclear whether the sequence is representative of the turbulence properties in the whole video and there is a significant risk to oversimplify the overall picture of the physics behind. It would be therefore of great interest to analyze complete shot videos under various discharge conditions in order to assess whether such sequences are statistically representative of the turbulence properties or not.

For such a reason, the TRACK software [27] has been chosen to analyze videos of reconstructed data. TRACK has evolved from the TRACE code already used in fusion research for investigations of plasma-wall interactions [28]. The detection is based on auto-adaptive thresholding techniques which enable an efficient automatic detection in various conditions met in our experiments, while the tracking is based on predictive Bayesian methods. The comparison of automatic analysis results with manual tracking of the plasma structures in 3000 frames shows only minor differences, concentrated on sequences where the coexistence of several structures does not give any certainty about the correct trajectories. The comparison of manual and automatic tracking for structures followed on 5 or more consecutive frames show no difference. In the following, we present some of the first results obtained with this approach, that shows the potential of the tomographic inversion coupled with a powerful detecting and tracking software.

## Illustrative sequence

In Fig. 5.1, we present 10 successive reconstructed poloidal planes located at $\varphi=55$ degrees and measured during the discharge $\# 15487$. From frame 54195 (time $\sim 1150.72 \mathrm{~ms}$ ) to frame 54204 ( $\sim 1150.76 \mathrm{~ms}$ ), one can see the appearance of a positive structure that moves poloidally and radially, before getting elongated in the poloidal direction and disappearing at some radial position. Starting from frame 54200, a negative structure appears and experiences a similar movement. In particular, the radial position where the structures get elongated and disappear is almost the same for both structures. This is a first hint on where the shear flow layer could be for that particular shot, about 1.5 cm outside from the separatrix calculated by the EFIT code. Note that they are also evidences from mid-plane measurements with horizontal reciprocating probes that the shear flow region is located about 1 or 1.5 cm ahead of the separatrix position given by the EFIT code. Then, these structures are automatically tracked with TRACK over 5 frames ( $18.5 \mathrm{\mu s}$ ). For the positive structure, the total displacement is about 3.9 mm in the radial direction and 22.6 mm in the poloidal direction, with a maximum radial velocity of $900 \mathrm{~m} / \mathrm{s}$ and a maximum poloidal velocity of nearly $3.5 \mathrm{~km} / \mathrm{s}$ in the last part of the trajectory. Note that we refer to radial velocities for velocity components locally perpendicular to the magnetic surfaces, while we refer to poloidal for velocities tangential to these surfaces.

We now come back to the observation we made about the elongated structure visible in the frame 54200 (see Fig. 4.3). It is clear from the previous and next frames that the structure experiences a very fast movement as it probably reaches a shear flow layer. This most likely explains why the structure in frame 54200 shows an intensity gradient: during the recording time of the camera, it moves very fast downwards tangentially and at some moment moves away perpendicularly. The whole movement happens in a very short time, probably shorter than the exposure time of the camera that is only $2.1 \mu \mathrm{~s}$. It indicates that the camera was not yet recording fast enough to fully resolve the dynamic near the shear flow region and should be set at least twice faster.


Figure 5.1: Reconstructed poloidal planes at $\varphi=55$ degrees for 10 frames taken from the discharge \#15487 around $T_{0} \sim 1150 \mathrm{~ms}$. The thresholding method was applied with $c=3.5$. The black $(+)$ and white $(\mathrm{x})$ crosses indicate the centre of mass of positive and negative structures, respectively, automatically detected and tracked by the TRACK software. The red line indicates the position of the separatrix from EFIT reconstruction. The pink rectangle corresponds to the zone chosen to obtain Fig. 5.2.


Figure 5.2: Radial and poloidal velocity distributions (left and right, respectively) calculated with TRACK in the small region delimited by the pink rectangle in figure 5.1 . The step of the red color distribution is $200 \mathrm{~m} / \mathrm{s}$, while the black bars represent the broadening of the distribution assuming a systematic one pixel error detection of the structures $( \pm 650 \mathrm{~m} / \mathrm{s})$. The average radial and poloidal velocities are also indicated on the picture.

## Evidence for complex turbulent dynamic

In order to go beyond the exploration of a short sequence, a full video composed of 10000 frames ( 37 ms ) has been analyzed with the TRACK software (the same video sequence as used in Section 4.3). In total, 3637 positive structures and 3811 negative structures have been automatically detected and tracked and the code main ouputs are their velocity, size, orientation and aspect ratio. Here, we will only present an example of what the velocity distribution functions can be. A more sophisticated analysis will be presented in a separate paper.

For this analysis, we only consider the 626 positive structures that can be tracked on at least 5 consecutive frames. In Fig. 5.2, we present the radial and poloidal velocity distributions obtained for these structures and from a small rectangular region of $7.2 \times 7.6 \mathrm{~mm}^{2}$, highlighted by a pink rectangle in Fig. 5.1 (frame 54204). This region corresponds to the one where the correlation with the probe LPA47 depicts a maximum as presented in the top image of Fig. 4.4. Note that positive velocities $v_{r}$ and $v_{\theta}$ mean outwards and downwards, respectively.

As can be seen in Fig. 5.2, the distributions are quite wide with $v_{r}$ ranging from -500 to $1500 \mathrm{~m} / \mathrm{s}$ and $v_{\theta}$ from -2000 to $2000 \mathrm{~m} / \mathrm{s}$, values coherent to what can usually be observed on COMPASS [29, 30]. It is interesting to note that most structures are statistically experiencing a movement outwards and downwards but that some of them move in the opposite direction, mostly upwards but some of them also inwards, with non-negligible velocities. This behavior is not surprising in a turbulent media and was reported in many edge turbulence codes (see Ref. [31] for instance), but can only be investigated by individually tracking single structures movements. It appears that the turbulent structure depicted in Fig. 5.1 is amongst the $25 \%$ fastest structures in the perpendicular direction and the fastest structure in the tangential direction. Despite its qualitative behaviour seems representative of many other observed structures, it is certainly not the case from a quantitative point of view. In addition, the existence of counter-propagating structures at the same location demonstrates that the turbulence dynamics is actually more complex than what a short sequence suggests. Last but not least, it is important to point out that conditional averaging techniques usually applied to gas-puff imaging data [7] would show the main motion outwards and downwards with an average velocity of order of few hundreds meters per second, hiding the real structure motion.

## 6 Conclusions and perspectives

The tomographic reconstruction technique presented in Ref. [13] for circular plasmas was successfully applied to camera data recorded at a frame rate of 270 kfps during a D-shaped plasma discharge of COMPASS. The robustness of the method was tested using slowly varying emissivity signals along the field lines (up to $20 \%$ on the total field of view of the camera) coming from a TOKAM3X simulation [20]. It shows that the main poloidal features can be well retrieved, as the cross-correlation between the input synthetic image and the one reconstructed shows a very high maximum of correlation and no spatial shift. Then, the inversion of real camera data was
compared to the ion saturation currents measured by different probes in the divertor of the COMPASS tokamak. Probes that are magnetically connected to the reconstructed poloidal plane show a high normalized correlation, up to 0.4 , which is a strong value for two diagnostics measuring different physical quantites and magnetically separated by about 2.4 m . On the other hand, probes that are not magnetically connected to the plane show a very low correlation. The method is further validated by looking at the time delay obtained from the maximum of correlation at the position of the poloidal plane magnetically connected to the divertor probes. Its values stay constant for different probes, even though the position magnetically linked to the probe in the poloidal plane changes and the distance along the field line stays constant. This confirms that the reconstruction method correctly redistributes the camera signal at the right location on the poloidal plane. Investigation of the spatial resolution using synthetic data show that the structure size after reconstruction is 2 pixels wider in radius than initially and that two structures cannot be distinguished if they are closer to each other than 2 pixels. This effect is likely a consequence of the spatial gaussian filter applied to smear out the noise of the camera pictures and contributes to the error bars of the method.

The reconstructed data can then be used to study edge tokamak physics with some advantages compared to what other diagnostics can offer, such as gas-puff imaging or probes. For instance, unlike gas-puff imaging [32] or probes [33, 34, 35], the light observation coming from the interaction of the neutral gas naturally present in the SOL is completely passive and non-perturbative. In addition, the spatial resolution in the radial and poloidal directions can be much higher than what probes can provide. Moreover, this technique does not bound the observation in one given poloidal plane but any poloidal plane within the field of view of the camera can be reconstructed. Last, as shown in this article, the camera observes turbulent structures located near the separatrix, location where probes cannot measure for a long time without globally perturbing the plasma and being eroded. On the other hand, the method also has some disadvantages that one has to consider. The whole inversion method, letting appart for the code development, requires high computational resources, especially if the magnetic field is varying. In addition, as for GPI, no clear model exists to link the plasma edge emissivity to any physical quantity without knowing the electron density and temperature profiles, gas influx, impurity contents etc... Furthermore, uncertainties in the reconstruction method linked to the difficult spatial calibration (errors of several millimeters) of the camera and uncertainties in the magnetic field reconstruction (error in position of about $1 \mathbf{c m}$ ) can modify the dynamic of blobs in the reconstructed poloidal plane. In addition, even though improving fast, nowadays cameras are still on the technological edge to study fast movements that can happen at the shear flow location, as we have shown in Section 5. Last, the signal is localized only in a region where the interaction from the neutral gas and the plasma is strongest, limiting the region of interest. However, this region is localized near the separatrix which is a region of major interest.

An other problem to tackle is the automatic analysis of reconstructed video that often represents several gigabytes of data. Within this enormous amount of data, one has to automatically detect the turbulent structures and then track them. The contour of these structures is rather well defined, as one can see in Fig. 4.3 for instance, allowing to detect them easily. On the other hand, following the structure is more challenging as they change in shape, directions and intensity on frame to frame basis, especially near the shear flow region. The high acquisition speed of the camera helps to reduce this difficulty but improvement shall arise with new generations of fast and highly sensitive cameras. Nevertheless, it was shown that using the TRACK software [27], it is possible to efficiently analyze complete videos with fully automatic processing techniques. The automatic extraction of the main structures characteristics, such as their velocity, size, aspect ratio, and orientation, in a variety of discharge conditions offers many perspectives for a better understanding of turbulence in the vicinity of the separatrix. It can, for instance, provide statistically reliable experimental data enabling a more straightforward comparison with simulation results or theoretical models. In addition, comparison with other diagnostics can be performed and provide valuable insight. For instance, comparing statistical results obtained with this method and results obtained by standard gas-puff imaging diagnostic could help understanding the influence of neutrals on the edge turbulence. Last, MHD modes or instabilities influencing the blobs dynamic can also be investigated as instabilities can also be detected by visible light observations [36].
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