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#### Abstract

Discretizable distance geometry problems consist in a subclass of distance geometry problems where the search space can be discretized and reduced to a tree. Such problems can be tackled by applying a branch-andprune algorithm, which is able to perform an exhaustive enumeration of the solution set. In this work, we exploit the concept of symmetry in the search tree for isolating subtrees that are explored only one time for improving the algorithm performances. The proposed strategy is based on the idea of dividing an original instance of the problem into sub-instances that can thereafter be solved (almost) independently. We present some computational experiments on a set of artificially generated instances, with exact distances, to validate the theoretical results.
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## 1 Introduction

Given an integer $K>0$ and a simple undirected graph $G=(V, E)$ whose edges are weighted by a function $d: E \longrightarrow \mathbb{R}_{++}$, the Distance Geometry Problem (DGP) asks whether there exists a map $x: V \longrightarrow \mathbb{R}^{K}$ such that

$$
\|x(u)-x(v)\|=d(\{u, v\}), \quad \forall\{u, v\} \in E
$$

where ||. \| denotes the Euclidean norm.
The edge set $E$ indicates the available distances between pairs of objects, represented by vertices of $V$, whose values are given by the function $d$. Hereafter we will use the short notation: $x_{v}=x(v)$ and $d_{u v}=d(\{u, v\})$. A solution $x$ to the above problem is called a realization. For several interesting applications of DGP we point the reader to [16]. We remark that in this paper we consider the input distances $d_{u v}$ exact (noiseless).

The DGP can be formulated as a global optimization problem [9], where the search space is continuous. However, under particular assumptions, this search space can be discretized so that it assumes the structure of a tree [5]. The discretization assumptions are strongly based on the existence of a vertex order for $V$ which ensures that the first $K$ vertices form a clique and, for every vertex with rank ${ }^{1}$ greater than $K$ (in the vertex order), there are at least $K$ adjacent predecessors. In this case, we can find a finite set of possible positions for each vertex which are represented by nodes belonging to a common layer of the search tree [4]. A branch-and-prune (BP) algorithm has been developed for exploring this search tree with the aim of enumerating the entire solution set [7].

In recent years, thanks to the presence of symmetries in this search tree, some important theoretical results were discovered. For example, the number of solutions is almost always a power of two [10]. Additionally, it is possible to construct the entire solution set from a known solution by applying partial reflections corresponding to the symmetries [14].

In this work, we exploit such symmetries for developing a new strategy that, if integrated in the BP algorithm, allows us to speed up the search while keeping the quality of the obtained solutions. The basic idea is to split DGP instances in sub-instances that can be solved (almost) independently.

This paper is organized as follows. Section 2 focuses on different facets of the discretizable DGP: the assumptions that allow the discretization to take place, the definition of the search tree, the tree symmetries and the BP algorithm. Section 3 contains the theory behind the proposed splitting strategy. Some computational experiments are presented in Section 4. Section 5 concludes the paper with some directions for future works.
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## 2 The discretization and the importance of symmetries

A 3-dimensional instance of the DGP $\left(\mathrm{DGP}_{3}\right)$ can be discretized if there exists an order $(\leq)$ relation between vertices of $V$ satisfying certain assumptions. Let us assume that such an order is total so that each vertex has a unique rank. In order to simplify the notation, we use $v>K$ to mean that the rank of $v$ is greater than $K$ and $v-u$ to mean the difference in the ranks of $v$ and $u$.

Given a $\mathrm{DGP}_{3}$ instance, if there exists a vertex order such that

1. for every pair of vertices $u, v \in V$ with $1 \leq v-u \leq 3$,

$$
\{u, v\} \in E \quad(\text { discretization }),
$$

2. strict triangular inequalities

$$
d_{v-2, v}<d_{v-2, v-1}+d_{v-1, v}
$$

hold for all $v \geq 3$ (non-collinearity),
then the instance can be discretized [4].
We refer to a vertex order satisfying these assumptions as discretization order and the class of $\mathrm{DGP}_{3}$ instances that admit a discretization order as the Discretizable Molecular Distance Geometry Problem (DMDGP). This class of problems was, in fact, initially inspired by calculations of 3D protein backbones. However, the DMDGP is actually a general problem that can have other applications [16], not only in structural biology (for this particular application, the reader can make reference to [2]). Although we restrict our discussion to the case $K=3$, all presented theoretical results can be trivially extended to any dimension $K>0$.

The discretization assumption ensures that the first 3 vertices in the order induce a 3 -clique. Moreover, for every $v \in V, v>3$, there exist 3 immediate adjacent predecessors of $v$. This means that all distances between the vertices $v, v-1, v-2, v-3$ are available. Therefore, a set of feasible positions (w.r.t. the considered distances) for the vertex $v$ can be obtained by intersecting 3 spheres centered in the reference vertices, and having as radii $d_{v-3, v}, d_{v-2, v}$ and $d_{v-1, v}$. If this intersection is non-empty, then it consists of 2 points only, with probability 1 [4]; the role of the non-collinearity assumption is to prevent the intersections from containing infinitely many points. Notice that the set of triplets $\left(d_{v-2, v}, d_{v-2, v-1}, d_{v-1, v}\right)$ for which the triangular inequality is satisfied as equality has zero Lebesgue measure in the set of all such triplets. We also remark that the strict triangular inequalities can be verified in advance (before exploring the search tree) for a given discretization order.
2.1 The search tree

Given a vertex $v$ and the positions for its 3 immediate preceding vertices $v-3, v-2$ and $v-1$, the two DMDGP assumptions ensure that the sphere
intersection provides 2 possible positions for $v: x_{v}^{\prime}$ and $x_{v}^{\prime \prime}$. By recursively iterating this procedure for all vertices of $G$, in the vertex order associated to $G$, then a finite search space can be defined. This search space has the structure of a tree, where the entire set of possible positions for a certain vertex $v$ is organized in a common layer. Finding the solution set for a DMDGP instance can be seen as the process of pruning the search tree from all the branches that do not correspond to feasible solutions w.r.t. the distance constraints.

Let us divide the edge set $E$ into two subsets: $E_{d}$, containing all the edges which are related to the distances required by the discretization assumption, and $E_{p}=E \backslash E_{d}$, which contains edges whose related distances can be used for verifying the feasibility of computed vertex positions (we say that distances related to $E_{p}$ correspond to pruning edges, see Section 2.3). If $E_{p}$ is empty, the feasibility of the vertex positions cannot be verified and none of them can be pruned. So, in this case, the solution set (modulo rotations and translations) coincides with the search tree and, in total, $2^{n-3}$ paths can be identified from the root of the tree until the leaf nodes at level $n$, all of them leading to a feasible solution to the problem.

When $E_{p}$ is not empty, instead, there are pruning edges that can be used for checking the feasibility of computed vertex positions. In the event a pruning edge is not compatible with one or more computed positions for the current vertex, then it prunes the corresponding branch(es). Naturally, the more edges in $E_{p}$, the more the branches can potentially be pruned from the search tree.

### 2.2 Symmetries of the search tree

Since the very first papers on the DMDGP (see, for example, [5]), it was empirically noticed that the number of solutions of DMDGP instances is always an even number. The reason for this was soon attributed to the fact that, on the layer 4 of the search tree, it is not possible to prune because the number of reference vertices is 3 , and they are all necessary for the discretization. This symmetry is implied by the absence of pruning edge at layer 4 , together with the fact that a pruning edge crossing the layer 4 may only be incident to the reference vertices, whose coordinates are common for the two branches rooted at $x_{4}^{\prime}$ and $x_{4}^{\prime \prime}$, respectively. As a consequence, for every solution on the branch rooted at $x_{4}^{\prime}$ there exists a symmetric one on the branch rooted at $x_{4}^{\prime \prime}$.

Since the first computational experiments on the DMDGP, it was noticed as well that the total number of solutions is not only even, but also a power of 2 . This remained unexplained for a while, until it was formally shown that DMDGP search trees do not only contain one symmetry (at layer 4, around the plane defined by the first 3 vertex positions), but also several others [10]. Moreover, every symmetry implies the duplication of the number of solutions: every feasible DMDGP instance has, at least, 2 solutions (because the first or trivial symmetry is present at layer 4) and this number doubles for every other non-trivial symmetry that we can identify.


Fig. 1 Situation 1: the pruning edge incident to $v$ shows that $x_{v}^{\prime}$ is not feasible.


Fig. 2 Situation 2: $x_{v}^{\prime \prime}$ is here infeasible, while $x_{v}^{\prime}$ is supposed to be feasible.

As for the trivial symmetry, the other symmetries appear in the absence of pruning edges. Let us consider the situation depicted in Fig. 1. We suppose that a pruning edge is available for verifying the two possible positions for the current vertex $v$. The dashed line indicates that the computed position $x_{v}^{\prime}$ is not feasible w.r.t. the available pruning edge, while the other position is feasible. In Fig. 2, we have a similar situation, where $x_{v}^{\prime}$ is feasible and $x_{v}^{\prime \prime}$ is not. It is important to remark that we may also have the situation where both $x_{v}^{\prime}$ and $x_{v}^{\prime \prime}$ are infeasible. In this case, if our instance is feasible, the infeasibility of both positions comes from the fact that an infeasible position for a previous vertex (on the same branch) was chosen, because no pruning edge was available for its feasibility check (on the previous layers).

In order to explain this concept in more detail, let us consider two other situations shown in Fig. 3 and 4. In both cases, there are no pruning edges that are incident to $v$ and, consequently, it is not possible to verify the feasibility of the vertex positions $x_{v}^{\prime}$ and $x_{v}^{\prime \prime}$, which have been computed by simply exploiting the reference vertices. But, they differ in one detail.

In Fig. 3, we suppose that there are no pruning edges that cross over the current vertex $v$ : more formally, we suppose that there is no edge $\{u, w\} \in E_{p}$ such that $u+3<v$ and $v \leq w$. Here, we are in the same situation as for the trivial symmetry, and in fact the two computed positions $x_{v}^{\prime}$ and $x_{v}^{\prime \prime}$ are both feasible at the current layer, and they give rise to two new subtrees in the search tree, which are symmetric [14].

The situation described in Fig. 4 is different, because it is supposed that there exists a pruning edge crossing over the current vertex $v$. Therefore, even if both vertex positions $x_{v}^{\prime}$ and $x_{v}^{\prime \prime}$ are considered as "feasible" at the current layer, and a new branch starting from each of them is initialized, they cannot be both part of a solution to the problem. When the crossing pruning edge will


Fig. 3 Situation 3: no pruning edge is incident to $v$, and no pruning edge crosses $v$.


Fig. 4 Situation 4: no pruning edge is incident to $v$, but at least one pruning edge crosses $v$.
be used for pruning during the search, then we will be able to verify which vertex position is actually correct. We remark that they may even be both infeasible.

This very last situation shown in Fig. 4 is the one that requires more computational resources. The pruning phase of the BP algorithm is not effective at the current layer, but only in subsequent layers. Meanwhile, there may be no other pruning edges that can be exploited for reducing the tree width. In this subtree, therefore, we can experience a combinatorial explosion that can potentially worsen the performances of a tree search. In the strategy that we will propose in Section 3, this subtree is explored separately only one time (rather than as many times as the number of nodes at the layer where this subtree is rooted).

The symmetries in the search tree can be identified by verifying for every vertex of the DMDGP graph whether there are pruning edges that cross or pass over the associated layer $[13,14,17]$. This way, a subset of the vertex set $V$ can be defined, as follows:

$$
S_{G}=\{v \in V: \nexists\{u, w\} \in E \text { such that } u+3<v \leq w\}
$$

where all the symmetric layers of the tree are included [14]. We say that $S_{G}$ is the symmetry set of $G$; it is trivial if it only contains the rank 4 (as mentioned in Section 2, we will refer to the rank of the related vertex). Notice that different instances may have the same $S_{G}$. Fig. 5 shows the search tree related to a DMDGP instance whose symmetry set is $S_{G}=$ $\{4,11,16\}$ and $E_{p}=\{\{1,6\},\{1,10\},\{2,7\},\{3,10\},\{8,14\},\{10,14\},\{11,15\}$, $\{13,19\},\{14,20\},\{15,20\}\}$.

All the situations described above can be found in this search tree. Let us suppose to explore the search tree in a depth-first manner and from left to right. Since the instance has two non-trivial symmetries, no pruning occurs at layers 11 and 16: all generated positions for vertices 11 and 16 are feasible. At layer 12 , for example, there are no pruning edges for verifying the feasibility of the computed vertex positions as well, but $12 \notin S_{G}$. So, it is necessary to accept the two generated positions at layer 12 for every triplet of positions for the immediate preceding vertices, but they may be not part of a feasible solution. In Fig. 5, we represent the positions that are firstly accepted and subsequently pruned with light-red dashed circles. At layer 14, because of the pruning edge incident to the current vertex, it can be immediately exploited for verifying the feasibility of the computed positions.

### 2.3 The BP algorithm

The BP algorithm computes the two possible positions for the current vertex $v$ as the intersection of 3 spheres in $\mathbb{R}^{3}$ by exploiting the reference vertices that are guaranteed by the discretization assumption. Each position is tested in turn for feasibility, and the algorithm invokes itself, in order to work on the next vertex of the pre-defined vertex order, only in correspondence with the computed positions that result to be feasible. The feasibility check is performed by using the so-called pruning devices. The easiest pruning device to implement, but yet very efficient when there is no uncertainty or errors affecting the data, is the Direct Distance Feasibility (DDF) check, where the pruning edges are verified for the computed vertex positions. Various pruning devices can be developed and added to BP [19].

Alg. 1 is a sketch of the BP algorithm, where $v \in V$ is the current vertex for which we are looking for a position, $n=|V|$ and $d$ represents the weights associated to the edges. It can run to termination to find all possible realizations of $G$, or stopped after the first leaf node when level $n$ is reached, in order to find only one realization of $G$ (which is called BP-one).

To the best of our knowledge, the BP algorithm is currently the only method for the DMDGP that is able to find all incongruent solutions. When compared to continuous search algorithms (e.g. [12]), the performance of the BP algorithm on instances without any uncertainty or errors on the distances is in general impressive from the point of view of both efficiency and reliability $[4,18]$.

## 3 Subtree splitting strategy based on symmetries

Our interest in this work is to define an efficient strategy for splitting up DMDGP instances with the aim of identifying subtrees that can be explored one (and only one) time, and that have as few as possible pruning edges which are shared with other subtrees. In previous works [3,20,18], the idea of dividing the vertex set of a DMDGP instance was already investigated, and some


Fig. 5 The search tree related to a DMDGP instance for which $S_{G}=\{4,11,16\}$.
implementations in parallel computing environments provided some interesting results. The BP algorithm, integrated with our strategy, is rather suitable for sequential executions (see our computational experiments in Section 4).

Let $G=(V, E, d)$ be the graph representing a DMDGP instance. Because of DMDGP assumptions are satisfied, there exists a vertex order $r$ on $V$ for

```
Algorithm 1 The BP algorithm
    \(\operatorname{BP}(v, n, d)\)
    compute \(x_{v}^{\prime}\)
    if \(\left(x_{v}^{\prime}\right.\) is feasible) then
        if \((v=n)\) then
            let \(n\) sols \(=n\) sols +1 ;
        else
            \(\mathrm{BP}(v+1, n, d) ;\)
        end if
    end if
    compute \(x_{v}^{\prime \prime}\);
    if \(\left(x_{v}^{\prime \prime}\right.\) is feasible) then
        if \((v=n)\) then
            let nsols \(=n s o l s+1\);
        else
            \(\mathrm{BP}(v+1, n, d) ;\)
        end if
    end if
```

which the discretization and the non-collinearity assumptions both hold. Let us denote with $V_{i}$ a subset of vertices of $V$ that are consecutive in the order $r$. Let $G\left[V_{i}\right]$ be the subgraph of $G$ induced by $V_{i}$.

It is immediate to verify that, if we define a set $\left\{V_{1}, \ldots, V_{k}\right\}$ of subsets $V_{i}$ of the vertex set $V$, then every $G\left[V_{i}\right]$ also represents a DMDGP instance, because the necessary assumptions still hold. However, the union

$$
\bigcup_{\ell \leq k} G\left[V_{\ell}\right]
$$

may not correspond to the initial graph $G$. In fact, the pruning edges in $E_{p}$ for which the two adjacent vertices happen to belong to two different subsets of $V$ cannot be included in any induced subgraph. For this reason, once all the local solutions to all the sub-instances related to the induced subgraphs $G\left[V_{i}\right]$ have been obtained, it is necessary to consider all these extra pruning edges when concatenating the local solutions.

Our idea is to split the vertex set of $G$ by exploiting the information about its symmetries, in a way to have no extra pruning edge to consider when concatenating local solutions. When we split by taking into consideration the tree symmetries, then no pruning edges can cross over the obtained vertex subsets, because this would go against the definition of symmetry (see Section 2). When this is not possible, we can leave out a few pruning edges that allow for generating some fictive symmetries in the search tree. Those pruning edges need to be considered thereafter when local solutions are concatenated.

We point out that there exist real applications where the removal of a few pruning edges could give rise to the generation of new symmetries in the tree. One important example is given by protein instances [11]. Proteins are chains of smaller molecules called amino acids (implying the existence of several shortrange distances to be used for the discretization) which may be very compact (so that experimental techniques are able to estimate distances between atoms
that are far in the chain, to be used as pruning edges). Therefore, short-range distances may be used for generating our subtrees, which would give us an idea of the local geometry of the object, while pruning edges could be exploited for finding the global fold.

In the next section, we will go over the theory of the proposed strategy for splitting DMDGP instances.

### 3.1 Splitting instances by symmetry

In the following, all statements such as " $\forall p \in P, F(p)$ holds with probability 1 ", for some uncountable set $P$ and valid sentence $F$, actually mean that there is a Lebesgue-measurable $Q \subseteq P$ with Lebesgue measure 1 w.r.t. $P$ such that $\forall p \in Q, F(p)$ holds. In Section 2, we have already wrote one of such statements when we stated that the intersection of 3 spheres in the Euclidean space $\mathbb{R}^{3}$, if not empty, gives 2 points, with probability 1 .

We begin our discussion with some basic definitions. Recall $G=(V, E, d)$ represents the DMDGP instance and $G\left[V_{i}\right]$ denotes the subgraph induced by $V_{i} \subset V$.

Definition 1 A covering of $V$ is a set $\mathcal{C}=\left\{V_{1}, \ldots, V_{k}\right\}$ such that
(i) $V_{i} \subset V$ is non-empty, for all $i \leq k$ and
(ii) $V=V_{1} \cup V_{2} \cup \ldots \cup V_{k}$.

The value $k$ (the cardinality of $\mathcal{C}$ ) can be either fixed, or variable. In the former case, a strong constraint is associated to the covering, so that methods looking for optimal coverings (for some given criteria) need to deal with a strongly constrained search domain. In the latter case, instead, when $k$ is free to take any possible value, the optimization of the given criteria actually leads to the definition of the optimal $k[1]$.

In this study, we restrict our attention to coverings where each $V_{i}$ consists in consecutive vertices according to a given vertex order.

Once a covering $\mathcal{C}$ for the vertex set $V$ is found, it can be used for defining a covering also for the graph $G$.

Definition 2 A graph covering of $G$ is the graph $\mathcal{C}_{G}$ obtained as the union

$$
G\left[V_{1}\right] \cup G\left[V_{2}\right] \cup \cdots \cup G\left[V_{k}\right],
$$

where $\left\{V_{1}, \ldots, V_{k}\right\}$ is a covering $\mathcal{C}$ of the vertex set $V$. We say that $x: V \longrightarrow \mathbb{R}^{3}$ is locally feasible for $\mathcal{C}_{G}$ if the image $x\left(V_{i}\right)$, for every $i \leq k$, is a realization for the induced subgraph $G\left[V_{i}\right]$.

By definition, the subgraph of $G$ induced by a set $V_{i} \subset V$ inherits all the edges $\{u, v\}$ of $G$ such that $u, v \in V_{i}$. For this reason, if a particular edge $\{u, v\} \in E$ is such that $u$ is assigned to a certain $V_{i}$, while $v$ is assigned to another $V_{j}$, with $i \neq j$, then no subgraph in $\mathcal{C}_{G}$ can contain the edge $\{u, v\}$.

Lemma 1 If $x: V \longrightarrow \mathbb{R}^{3}$ is locally feasible for $\mathcal{C}_{G}$ and

$$
E=\bigcup_{i=1}^{k} E_{i}
$$

where $E_{i}$ is the edge set of $G\left[V_{i}\right]$, then $x$ is also a realization of $G$.
Proof If $x$ is locally feasible, then it represents one realization for every subgraph $G\left[V_{i}\right]$. Since there are no pruning edges crossing over two different subgraphs, the concatenation of all these local realizations, one per each subgraph $G\left[V_{i}\right]$, defines a realization for the original $G$.

Our interest is in defining a strategy for dividing a DMDGP instance into sub-instances that can be efficiently managed. The main issue to overcome consists in minimizing the number of edges that are not included in the graph covering $\mathcal{C}_{G}$.

A practical consequence of Lemma 1 is that, when all edges of the original graph $G$ are included in the induced subgraphs, the concatenation of local solutions can be performed without verifying any additional pruning edge. In fact, when this is not the case, some of the solutions obtained by concatenation may actually not be a realization for $G$. So, we search for coverings of $V$ that induce a graph covering $\mathcal{C}_{G}$ of the original graph $G$ that minimizes the number of crossing pruning edges.

Let $D=\left(d_{j k}\right)$ be the distance matrix associated to the DMDGP instance represented by $G$. We suppose that all available distances are nonzero and that $d_{j k}=0$ indicates that this distance is not available. Recall that $S_{G}$ is the symmetry set of $G$.

Proposition 1 If $S_{G}$ is non-trivial, then $i \in S_{G}$, with $i \neq 4$, if and only if $d_{j k}=0$, for each pair of vertices $j=1, \ldots, i-4$ and $k=i, \ldots, n$.

Proof By definition, $i \in S_{G}$ implies that there are no pruning edges $d_{j k}$ such that $j+3<i \leq k$. We point out that the case $4 \in S_{G}$ is a trivial case.

As immediate consequence of Proposition 1, the distance matrix can be divided in blocks comprising smaller distance matrices (indicated by dashed rectangles) and null matrices (indicated by a straight rectangles), such as the ones in Fig. 6. Such a matrix visualization shows the distribution of the distances. It naturally suggests the existence of DMDGP sub-instances that can be solved in an independent manner, because its vertices do not share any additional pruning edge with any other sub-instance. Moreover, if a few pruning edges appear in the upper diagonals, they can be ignored when defining the covering and used thereafter when concatenating local solutions.

Here, we define a set which will be the generator of the graph covering $\mathcal{C}_{G}$.
Definition 3 Given the symmetry set $S_{G}$ of a DMDGP instance, with $n$ vertices, the symmetry covering genesis set is
$\mathcal{G}\left(S_{G}\right)=\left\{(i-3, j-1) \in \mathbb{N}^{2}: i \in S_{G} \cup\{n+1\}, j=\min \left(h \in S_{G} \cup\{n+1\}: h>i\right)\right\}$.


Fig. 6 An example of a distance matrix for a DMDGP instance. Off-diagonal "zeroes" indicate missing distances.

```
Algorithm 2 Symmetry covering genesis set generator
    Generate Symmetry Genesis Set \(\left(S_{G}, n\right)\)
    let \(S\) be an ordered set containing the ranks of \(S_{G}\) (in increasing order);
    if \(\left(n \in S_{G}\right)\) then
        let \(S=S \backslash\{n\} ;\)
    end if
    while ( \(S\) contains consecutive ranks) do
        let \(\left\{a_{1}, \ldots, a_{h}\right\}\) be an ordered subset of consecutive ranks;
        let \(S=S \backslash\left\{a_{1}, \ldots, a_{h}\right\}\);
        let \(u\) be the rank preceding \(a_{1}\) in \(S\);
        let \(v\) be the rank following \(a_{h}\) in \(S\);
        compute \(w=u+(v-u) / 2\);
        let \(j\) be the index of the rank in \(\left\{a_{1}, \ldots, a_{h}\right\}\) closer to \(w\);
        let \(S=S \cup\left\{a_{j}\right\}\);
    end while
    let \(\mathcal{G}=\emptyset\);
    for (each \(i \in S\), in increasing order) do
        if ( \(i\) is not the last rank in the order) then
            let \(j\) be the next rank in the order;
            let \(\mathcal{G}=\mathcal{G} \cup\{(i-3, j-1)\}\);
        else
            let \(\mathcal{G}=\mathcal{G} \cup\{(i-3, n)\} ;\)
        end if
    end for
    return \(\mathcal{G}\);
```

Notice that the set $\mathcal{G}\left(S_{G}\right)$ depends on the symmetry set of $G$ and not directly on $G$ itself: graphs with the same number of vertices and having the same symmetry set share the same symmetry covering genesis set.

We employ the algorithm sketched in Alg. 2 for generating the set $\mathcal{G}\left(S_{G}\right)$ from a given symmetry set $S_{G}$. The algorithm also requires the cardinality of $V$ as an input, and it uses its value at the very beginning, in order to avoid the situation where a sub-instance containing only the last ranked vertex can
be created in the case it is a symmetry vertex. In the algorithm, the set of symmetry ranks is named $S$. At the beginning, the algorithm verifies whether there are consecutive ranks in $S$ (also in this case, this is done to avoid to create sub-instances which contain only one vertex). To do so, the algorithm searches for subsets of consecutive ranks in $S$ and replaces all of them with the rank in the subset that is, as much as possible, placed in a central position between its predecessor and its successor. Notice that, when symmetric vertices are removed from $S$, more than one symmetry can appear in the same subinstance, implying an increase on the total number of local solutions (it may not be anymore a pair of symmetric solutions).

This procedure may not be optimal when several consecutive ranks belong to $S_{G}$, but this situation is unlikely to be verified by DMDGP instances concerning real-life applications. Finally, the obtained set $S$ is used for constructing the symmetry genesis set. For every rank in $S$, the pair $(i-3, j-1)$ is included in $\mathcal{G}\left(S_{G}\right)$. Recalling to the example, originally $S_{G}=\{4,11,16\}$. There is no consecutive ranks and the last vertex is not included also. Thus, the symmetry covering genesis set is given by $\mathcal{G}\left(S_{G}\right)=\{(1,10),(8,15),(13,20)\}$. As we see, it guarantees that all the vertices are covered and that the cardinality of the intersections between pairs of consecutive elements of $\mathcal{G}\left(S_{G}\right)$ are exactly equal to 3 .
Definition 4 The graph covering $\mathcal{C}_{S}$ of $G$ such that
(i) $\left|\mathcal{C}_{S}\right|=\left|\mathcal{G}\left(S_{G}\right)\right|$ and
(ii) every $G_{i} \in \mathcal{C}_{S}$ is $G\left[\left\{a_{i}, a_{i}+1, \ldots, b_{i}-1, b_{i}\right\}\right]$, where $\left(a_{i}, b_{i}\right) \in \mathcal{G}\left(S_{G}\right)$, is named symmetry covering of $G$.

Fig. 7 shows a schematic representation of a symmetry covering $\mathcal{C}_{S}$. It represents the graph covering for the same graph $G$ of the example depicted in Fig. 5. The vertex sets of the induced sub-graphs are marked by the triangles. Notice that in Fig. 7, we represented only the branches and nodes that were effectively explored when applying $B P$-one to each sub-instance. Only the first solution to each sub-instance is necessary, because other solutions may be obtained by exploiting symmetries and partial reflections as will be explained ahead.

By considering all the remarks above, we can immediately prove the following:
Proposition 2 Any map $x: V \rightarrow \mathbb{R}^{3}$ that is locally feasible for $\mathcal{C}_{S}$ is a realization of $G$.
Proof Let $E_{i}$ the edge set of the subgraph $G_{i} \in \mathcal{C}_{S}$. Since the vertex set $V_{i}$ of $G_{i}$ is, by definition, $\left\{a_{i}, a_{i}+1, \ldots, b_{i}-1, b_{i}\right\}$, where $\left(a_{i}, b_{i}\right) \in \mathcal{G}\left(S_{G}\right)$, then there are no edges connecting vertices in $V_{i}$ and no vertices in $V \backslash V_{i}$. As a consequence,

$$
\bigcup_{i=1}^{k} E_{i}=E,
$$

where $E$ is the edge set of the original graph $G$. By Lemma 1, under this hypothesis, if $x$ is locally feasible for $\mathcal{C}_{S}$, then it is a realization of $G$.


Fig. 7 A schematic representation of symmetry covering. The white nodes represent the symmetry vertices. BP-one is applied to each sub-instance whose effectively explored trees are enclosed by the black triangles.

## 4 Computational experiments

In this section, we will report some preliminary experiments aimed at validating our discussion in Section 3. All experiments were performed on a Macbook Pro, Intel Core i 72.4 Ghz , 8 Gb RAM, running a Mac OS X 10.10.5 operating system.

We consider instances that have been generated by the procedure below. First, $n$ points in $\mathbb{R}^{3}$ are randomly generated and all pairwise distances are computed. Then, only the distances required by the discretization assumptions are kept, together with additional pruning edges, selected in a way to guarantee a specific number of symmetry vertices $n s$. A few more pruning distances are added to the DMDGP instance, which are likely to remove some (or even all) the symmetries. Fig 8 gives a schematic representation of the distribution of the distances in the distance matrix of an instance generated with $n=5000$ vertices and $n s=10$ initial symmetries (i.e. symmetries in the tree before the inclusion of the last few pruning distances).


Fig. 8 The schematic representation of the distance distribution in the distance matrix related to one of the instances we consider in the experiments. Notice that after the removal of the top-right(bottom-left) subset of distances, the instance presents 10 symmetry vertices.

Given an instance and its symmetry set $S_{G}$, we construct the symmetry covering genesis set $\mathcal{G}\left(S_{G}\right)$ by applying Alg. 2. If its cardinality is 0 , we look for the pruning edges in $G$ having the largest rank difference, leave them out for the generation of the $S_{G}$ and reapply Alg. 2. Once splitting the instance in a certain number of sub-instances, we run the BP-one algorithm (we stop Alg. 1 as soon as the first solution is found) for each of them. One potential solution to the original DMDGP instance is subsequently obtained by concatenating the local found solutions. Since all symmetry vertices are known, all other potential solutions to the original problem may be generated by partial reflections of the first one [14]. In case Alg. 2 replaced a set of consecutive symmetries with only one symmetry, as well as in case some pruning edges were removed, multiple solutions can be obtained. Thus, all potential solutions for the original instance need to be verified.

Since the search space of a DMDGP instance has the structure of a binary tree, each solution corresponds to a path from the root to a leaf node. Such path can be encoded in a array of size $n$ with 0 and 1 entries [18]. For each sub-instance, the computed local solutions are stored in this binary array format. The concatenation is performed by simply "attaching" the binary vectors representing local solutions in the order given by the symmetry covering. The final set of coordinates for a realization can be constructed by invoking BP on the path specified by the attached binary array. The mentioned partial reflections (used to construct other solutions from the first one) can be implemented by a suitable flipping of parts of this binary array, according to the symmetry vertices.

In our tables of experiments, we will refer to this overall procedure as $s \mathrm{BP}$. Tables 1 and 2 contain some experiments for randomly generated instances

|  | $n=1000$ |  |  |  |  |  | $n=2000$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | BP | $s \mathrm{BP}$ |  |  |  |  |  |  |  |  |
| $n s$ | $\|E\|$ | $t_{\text {tot }}$ | $t_{s}$ | $t_{c}$ | $t_{\text {tot }}$ | $\|E\|$ | $t_{\text {tot }}$ | $t_{s}$ | $t_{c}$ | $t_{\text {tot }}$ |  |
| 2 | 5212 | 0.08 | 0.01 | 0.01 | 0.04 | 11168 | 0.03 | 0.01 | 0.01 | 0.04 |  |
| 3 | 5342 | 0.15 | 0.01 | 0.03 | 0.07 | 11185 | 0.15 | 0.01 | 0.03 | 0.07 |  |
| 5 | 4903 | 0.04 | 0.01 | 0.03 | 0.09 | 10689 | 0.13 | 0.01 | 0.05 | 0.11 |  |
| 8 | 4708 | 8.02 | 0.01 | 9.72 | 9.81 | 10343 | 1.7 | 0.01 | 0.41 | 0.50 |  |
| 10 | 4610 | 8.21 | 0.01 | 1.85 | 1.96 | 10217 | 48.39 | 0.01 | 6.96 | 7.07 |  |

Table 1 Computational experiments on instances having size 1000 and 2000.

|  | $n=5000$ |  |  |  |  |  | $n=10000$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | BP | $s \mathrm{BP}$ |  |  | BP | $s \mathrm{BP}$ |  |  |  |  |
| $n s$ | $\|E\|$ | $t_{\text {tot }}$ | $t_{s}$ | $t_{c}$ | $t_{\text {tot }}$ | $\|E\|$ | $t_{t o t}$ | $t_{s}$ | $t_{c}$ | $t_{\text {tot }}$ |  |
| 2 | 31637 | 1.73 | 0.04 | 0.15 | 0.27 | 65617 | 2.05 | 0.10 | 0.31 | 0.61 |  |
| 3 | 30905 | 0.38 | 0.06 | 0.08 | 0.32 | 64952 | 0.97 | 0.14 | 0.16 | 0.72 |  |
| 5 | 29072 | 3.26 | 0.02 | 0.72 | 0.84 | 63094 | 32.82 | 0.18 | 3.26 | 4.34 |  |
| 8 | 28714 | 95.02 | 0.02 | 9.63 | 9.81 | 59984 | 465.09 | 0.04 | 90.54 | 90.90 |  |
| 10 | 28048 | 163.05 | 0.02 | 144.25 | 144.47 | 59259 | 457.53 | 0.03 | 385.21 | 385.54 |  |

Table 2 Computational experiments on instances having size 5000 and 10000.
having size $n$ ranging between 1000 and 10000 . For every size and every number of symmetries, we report the computational time $t_{t o t}$ (in seconds) for the standard BP (to find one solution) and $s \mathrm{BP}$. For the $s \mathrm{BP}$, we report three different computational times: the classical CPU time for performing an entire execution $\left(t_{t o t}\right)$, but also the time for exploring the largest sub-instance $\left(t_{s}\right)$, as well as the time for concatenating the local solutions $\left(t_{c}\right)$.

The two tables of experiments show that the BP calls on all sub-instances are very fast (see time $t_{s}$ ). This is due to the fact that, whenever some pruning edges were ignored or not, the resulting subtree is symmetric and contains, in general, only two symmetric solutions. As remarked above, however, the number of solutions per sub-instance may increase when some symmetries of the original tree are removed from the genesis set $\mathcal{G}$ (see Alg. 2): the number of solutions doubles for every removed symmetry.

The time necessary for concatenating the obtained local solutions is instead more expensive, especially when the original instance is split in a larger number of sub-instances (see time $t_{c}$ ). Even if we suppose that the number of solutions per sub-instance is always 2 , then the concatenation process needs to consider all possible combinations of the local solutions, in the order implied by the genesis set $\mathcal{G}$. The easiest situation that can be verified is the one where no pruning edge was left out during the generation of the sub-instances. In this case, all possible combinations of the local solutions give rise to a realization of the original instance. However, the situation where (even only a few) pruning edges are left out is more realistic, and therefore these pruning edges need to be verified for every possible realization obtained with the concatenations. This justifies a larger computational time $t_{c}$ wrt the time $t_{s}$.

Finally, we can see, when comparing the total times for BP and $s \mathrm{BP}$, that the new algorithm is able to outperform the standard BP for all instances. We
remark, however, that this performance improvement becomes less and less pronounced with the increase of the number of symmetries.

## 5 Final remarks

We proposed a new strategy for efficiently splitting a graph $G$ representing a DMDGP instance in a set of subgraphs that we define by exploiting the symmetry properties of $G$. By doing so, we are able to define a covering of $G$ in subgraphs, whose edge sets are able to cover (almost) entirely the edge set $E$ of $G$. This property allows us to divide a given DMDGP instance in a certain number of sub-instances that can be solved (almost) independently.

Future work directions include extending this strategy to instances satisfying weaker discretization assumptions, such as the ones introduced in [15]. In such weaker assumptions, the reference vertices (for a certain vertex $v$ ) are supposed to precede $v$ in the vertex order, but they are not supposed to be the immediate preceding ones. Moreover, we will explore the possibility to run our approach on parallel and distributed computers [21], for solving instances containing interval distances [6].

## Acknowledgments

FF, DG, CL and AM wish to thank FAPESP and CNPq for financial support. LL was partly supported by the ANR "Bip:Bip" project under contract ANR-10-BINF-0003.

## References

1. C.-E. Bichot, General Introduction to Graph Partitioning. In: "Graph Partitioning", C.-E. Bichot, P. Siarry (Eds.), John Wiley \& Sons, Inc., Hoboken, NJ, USA, 1-25, 2013.
2. A. Cassioli, B. Bardiaux, G. Bouvier, T.E. Malliavin, A. Mucherino, M. Nilges, R. Alves, L. Liberti, C. Lavor An algorithm to enumerate all possible protein conformations verifying a set of distance constraints, BMC Bioinformatics 16, 2015.
3. W. Gramacho, A. Mucherino, C. Lavor, N. Maculan, A Parallel BP Algorithm for the Discretizable Distance Geometry Problem, IEEE Conference Proceedings, Workshop on Parallel Computing and Optimization (PCO12), $26^{t h}$ IEEE International Parallel \& Distributed Processing Symposium (IPDPS12), Shanghai, China, 1756-1762, 2012.
4. C. Lavor, L. Liberti, N. Maculan, A. Mucherino, The Discretizable Molecular Distance Geometry Problem, Computational Optimization and Applications 52, 115-146, 2012.
5. C. Lavor, L. Liberti, N. Maculan, A. Mucherino, Recent Advances on the Discretizable Molecular Distance Geometry Problem, European Journal of Operational Research 219, 698-706, 2012.
6. C. Lavor, L. Liberti, A. Mucherino, The interval Branch-and-Prune Algorithm for the Discretizable Molecular Distance Geometry Problem with Inexact Distances, Journal of Global Optimization 56, 855-871, 2013.
7. L. Liberti, C. Lavor, N. Maculan, A Branch-and-Prune Algorithm for the Molecular Distance Geometry Problem, International Transactions in Operational Research 15, 1-17, 2008.
8. L. Liberti, C. Lavor, N. Maculan, A. Mucherino, Euclidean Distance Geometry and Applications, SIAM Review 56, 3-69, 2014.
9. L. Liberti, C. Lavor, A. Mucherino, N. Maculan, Molecular Distance Geometry Methods: from Continuous to Discrete, International Transactions in Operational Research 18, 33-51, 2011.
10. L. Liberti, B. Masson, J. Lee, C. Lavor, A. Mucherino, On the Number of Realizations of Certain Henneberg Graphs arising in Protein Conformation, Discrete Applied Mathematics 165, 213-232, 2014.
11. T.E. Malliavin, A. Mucherino, M. Nilges, Distance Geometry in Structural Biology: New Perspectives. In: "Distance Geometry: Theory, Methods and Applications", A. Mucherino, C. Lavor, L. Liberti, N. Maculan (Eds.), Springer, 329-350, 2013.
12. J. Moré, Z. Wu, Distance Geometry Optimization for Protein Structures, Journal on Global Optimization 15, 219-234, 1999.
13. A. Mucherino, C. Lavor, L. Liberti, A Symmetry-Driven BP Algorithm for the Discretizable Molecular Distance Geometry Problem, IEEE Conference Proceedings, Computational Structural Bioinformatics Workshop (CSBW11), International Conference on Bioinformatics \& Biomedicine (BIBM11), Atlanta, GA, USA, 390-395, 2011.
14. A. Mucherino, C. Lavor, L. Liberti, Exploiting Symmetry Properties of the Discretizable Molecular Distance Geometry Problem, Journal of Bioinformatics and Computational Biology 10, 1242009(1-15), 2012.
15. A. Mucherino, C. Lavor, L. Liberti, The Discretizable Distance Geometry Problem, Optimization Letters 6, 1671-1686, 2012.
16. A. Mucherino, C. Lavor, L. Liberti, N. Maculan (Eds.), Distance Geometry: Theory, Methods and Applications, Springer, 329-350, 2013.
17. A. Mucherino, C. Lavor, L. Liberti, N. Maculan, On the Discretization of Distance Geometry Problems, ITHEA Conference Proceedings, Mathematics of Distances and Applications 2012 (MDA12), Varna, Bulgaria, 160-168, 2012.
18. A. Mucherino, C. Lavor, L. Liberti, E-G. Talbi, A Parallel Version of the Branch \& Prune Algorithm for the Molecular Distance Geometry Problem, IEEE Conference Proceedings, ACS/IEEE International Conference on Computer Systems and Applications (AICCSA10), Hammamet, Tunisia, 1-6, 2010.
19. A. Mucherino, C. Lavor, T. Malliavin, L. Liberti, M. Nilges, N. Maculan, Influence of Pruning Devices on the Solution of Molecular Distance Geometry Problems, Lecture Notes in Computer Science 6630, P.M. Pardalos and S. Rebennack (Eds.), Proceedings of the $10^{\text {th }}$ International Symposium on Experimental Algorithms (SEA11), Crete, Greece, 206-217, 2011.
20. P. Nucci, L. Nogueira, C. Lavor, Solving the discretizable molecular distance geometry problem by multiple realization trees. In: "Distance Geometry: Theory, Methods and Applications", A. Mucherino, C. Lavor, L. Liberti, N. Maculan (Eds.), Springer, 161176, 2013.
21. M. Raynal, Distributed Algorithms for Message-Passing Systems, Springer, 500 pages, 2013.

[^0]:    Felipe Fidalgo
    E-mail: felipe.fidalgo@ufsc.br
    Department of Mathematics, Federal University of Santa Catarina, Blumenau, Brazil.
    Douglas S. Gonçalves
    E-mail: douglas@mtm.ufsc.br
    Department of Mathematics, CFM, Federal University of Santa Catarina, Florianópolis, Brazil.

    Carlile Lavor
    E-mail: clavor@ime.unicamp.br
    Department of Applied Mathematics (IMECC-UNICAMP), University of Campinas, 13083859 Campinas, Brazil.

    Leo Liberti
    E-mail: liberti@lix.polytechnique.fr
    CNRS LIX, École Polytechnique, 91128 Palaiseau, France.
    Antonio Mucherino
    E-mail: antonio.mucherino@irisa.fr
    IRISA, Université de Rennes 1, 35042 Rennes, France.

[^1]:    ${ }^{1}$ The term vertex rank refers to the position (index) of a vertex in a given order.

