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Design And Implementation Of Distributed Path
Planning Algorithm For A Fleet Of UAVs

Adel Belkadi*,**, Hernan Abaunza***, Laurent Ciarletta**, Pedro Castillo***, and Didier Theilliol*

Abstract—This paper presents the development of a controller
for a fleet of Unmanned Arial Vehicles (UAVs) based on a
distributed path planning strategy under a multi agent systems
framework. The issue, treated as an online optimization problem,
is solved using a Particle Swarm Optimization Algorithm (PSO).
The proposal was validated in experiments, considering different
scenarios like fixed and mobile targets, external disturbances, and
the loss of an agent. The proposed PSO is implemented indepen-
dently in each vehicle in order to determine, by minimizing a cost
function, the best paths that ensure the fleet formation control,
target tracking and collision avoidance.

Index Terms—Fleet control, Multi Agent Systems, PSO algo-
rithm, Path planning, Defective Agents

I. INTRODUCTION

IN recent years, fleet control of autonomous vehicles has
attracted increasing attention from researchers around the

world. The technological developments such as the miniatur-
ization of the electronic and mechanical components, con-
stantly improving wireless communication devices, the in-
creasing capabilities of the storage and computation allow
the conception and operational implementation of multi-agent
systems (MAS) [1][2].

In the literature, many problems related to the control
of fleets of autonomous vehicles are discussed in [3]. The
strategies which are implemented for solving these issues can
be classified in three categories: centralized, decentralized and
distributed. Each of them has its own advantages and draw-
backs. The choice of a strategy depends mainly on resource
limitations, computational and communications constraints,
the working environment and especially the operational ob-
jective [4]. Centralized approaches are generally considered
as the simplest way to control multi-agent systems, [5][6], but
it requires a considerable computational effort and becomes
inappropriate when the MAS dimension increases and makes
it very sensitive to communication faults [7].

An effective solution to overcome these disadvantages is
to use decentralized or distributed approaches. In the case
of distributed control the fleet shares a common algorithm,
which is computed by strategically distributing it and sharing
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information between the agents, arriving to a consented control
action for every one of them [8]. Whereas in the case of a
decentralized approach, every agent computes an individual
algorithm using its own state data and exchanging information
with other agents [9]. In order to benefit from the advantages
of both approaches, the robustness and fault tolerance of a
distributed control, with the scalability and extensibility of the
decentralized case, we propose in this paper a new structure
based on a decentralized control architecture coupled with a
distributed path planning scheme in which a single optimiza-
tion problem is solved by computing the corresponding terms
of every agent in its individual internal processor.

In addition to the different control architectures used to
control a fleet of autonomous vehicles, there are also different
theoretical tools used to synthesize the control action. A
first class of methods proposes to use a consensus protocol
aimed to reach a defined objective within the fleet [10].
Rendezvous algorithms, for example, are used in the case
where its objective is a common position to be reached by
the agents [11][12]. Other algorithms, known as Flocking
algorithms in which the goal would be for agents to keep a
common direction and speed while moving as a compact group
and avoiding collisions [13]-[15]. It should be noted that in this
method, algebraic graph theory is the main theoretic tool used
to solve the control problem. Recently, some authors have used
the design based method [16][17], which focuses formally, on
how to design a robust controller for a fleet of autonomous
vehicles in order to satisfy specified requirements and achieve
output consensus. Game theory is one of the tools used in this
context [18].

Another class of methods, called Optimization-based ap-
proaches, which interests us particularly in this paper, covers
a wide range of control synthesis methods [19][20]. In these
approaches, the control objective is formulated as an optimiza-
tion problem, where the optimal solution is found using some
optimization tools and considering given constraints. Model
Predictive Control (MPC), which uses the system’s model to
generate trajectories, is one of the most used methods in this
class and has yielded many successful results [21][22].

All the methods above mentioned are often designed for a
specific category of systems, where the dynamics are often
linear. The application of one of these approaches is therefore
strongly related to the types of agents or vehicles that form
the fleet. Also, the consideration of perturbations and the
heterogeneity of the group are a major problem in the proofs
of stability, consensus and others.
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We propose in this paper a control approach partially
independent from the general dynamics of the agents, by only
taking into account the translation of the vehicles to compute
optimal trajectories. The general architecture is a combination
of decentralized control and distributed path planning tech-
niques. The advantage of this combination is to dissociate the
local control part of each vehicle with its training counterpart.
Vehicle trajectories are generated online and locally as a result
of a distributed optimization algorithm. A positive scalar po-
tential function is constructed in such a way that its minimum
is obtained when the agents reach convergence to the desired
configuration, target tracking, collision avoidance, and fault
tolerance. Since each vehicle is provided with the information
of the position of all the agents in its neighborhood thanks to
vision techniques and/or wireless communication capabilities.

This strategy was introduced in our previous work. In [23],
the objective function has been minimized in a simplified
manner, the goal was to choose among a number of reachable
points from a vehicle, the position that minimized at best
the objective function. In order to improve this approach we
have chosen to use in [24] an optimization method that is
more developed and responsive to command our flee. This
method is derived from meta-heuristics and is called Particle
Swarm Optimization (PSO), which has demonstrated optimal
performance for searching minimal terms, with a minimum
calculation time and a relatively easy implementation [25]-
[29]. In [30], The method has been implemented on a linear
system modeled by a double integrator, where a polynomial
trajectory generation block has been attached to the optimiza-
tion part.

In this paper, the PSO algorithm is rehabilitated for con-
trolling of a real fleet of quadrotors governed by non-linear
dynamics and operating in a 3-dimensional space. Part of the
contribution of this work is the consideration of real world
constraints and computational limitations to implement the
algorithm in real UAVs. The dynamics of the quadrotors are
taken into account in the choice of parameters of the PSO
algorithm. A quaternion-based model and a control law is
implemente to ensure local stability of the closed-loop of
each UAV. This controller was based on previous work from
[31]-[33]. Large disturbances and defective agent case are
also considered to illustrate the robustness of the presented
approach. The proposed algorithm is validated in real-time
experiments for a fleet of 3 quadrotors and compared with
other techniques in real-time emulations.

The rest of paper is organized as follows. The details of the
problem formulation are discussed in Section II. In Section III,
we present the proposed distributed path planning solution,
while the quadrotor controller is introduced in Section IV
Then, a comparison with other methodologies is presented in
Section V using real-time emulated tests. Section VI illustrates
the performance of the method based on various experiments.
Finally, a conclusion and perspectives are presented in the last
section.

II. PRELIMINARIES AND PROBLEM STATEMENT

In general, an agent refers to a dynamic system. In this
paper, the term ’agent’ is interchangeable with ”Autonomous
vehicle”, which corresponds to a type of non-linear dynamic
system. Each agent is equipped with a local controller that
ensures its local stability. A fleet consists of a set of agents
N = 1, ..., n where n is the number of vehicles. Information
exchanged among agents are modeled by means of graph
theory.

Describe the system by a weighted graph G(N, ε(t), A(t))
where N and ε(t) ∈ n× n are the set of nodes and the set
of arcs respectively of the graph G(t) and A(t) a matrix of
Mn(R) of elements in R as aij(t) > 0 if : (j, i) ∈ ε(t).
At each sample i is an incoming neighbor of j and j is an
outgoing neighbor of i.

G is assumed to be an undirected graph such as : ∀(i, j) ∈
ε(t) ⇒ (j, i) ∈ ε(t). In this case the matrix A(t) is sym-
metrical with aij(t) = aji(t), where the entries represent the
influence between agents i and j, which depend on the sets of
elements dij(t) that represent the distance between two agents
i and j, and form a matrix defined as ∂(t)∈ Rn×n. Similarly,
the desired distances between agents are defined by ddij , and
are used to construct the matrix ∂d., while the safety distance
is denoted as c (where c< l ) and l symbolizes the scope of
the neighborhood.

Define for each i node a set of neighbors Ξi(t) such that:

Ξi(t) = {j ∈ N : ‖xj(t)− xi(t)‖ ≤ l}, (1)

where Ξi(t) is called the metrical neighborhood of the robot
i, and xi(t) symbolizes its position. Then, consider a second
type of neighborhood called topological neighborhood, in this
case only λ elements of the set Ξi(t) from the closest node i
are considered. The λ nodes represent a new Ξi(t)

′ set with
Ξi(t)

′ ⊂ Ξi(t).

The control objectives are then:
1) To bring the fleet from an initial geometrical configura-

tion ∂(t0) to a desired geometrical configuration ∂d

lim
t→+∞

∂(t) = ∂d. (2)

2) Ensuring target points tracking, which position is defined
as Pd

∀i ∈ N, lim
t→+∞

dip(t) = ddip. (3)

where dip(t) and ddip are respectively the real and desired
distance between agent i and the target point.

3) To avoid collisions between interacting agents
∀i, j ∈ N, i 6= j : ‖xi(t)− xj(t)‖ > c. (4)

4) Ensuring the continuation of the mission in the event of
a loss of an agent .

The issue is formulated as an online optimization problem
where a positive scalar cost functions Λ(t) is constructed and
divided amongst all the agents in such a way that its minimum
is obtained when the fleet reaches the defined objectives.
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The main idea is to find at each step time the best displace-
ment h∗i (t) which yields the minimum cost function:

h∗i (t)→ min(Λ(t)), (5)

and
Yi(t+ τ) = xi(t) + h∗i (t). (6)

where Yi(t + τ) is the desired reference input of agent i,
representing a position reference in the global inertial frame.

Figure 1 illustrates the general control scheme for the
proposed algorithm, note the state information is exchanged
between UAVs, and a ground station is used only to define the
desired fleet formation references.

Fig. 1: Distributed path planning structure

III. DISTRIBUTED PATH PLANNING DESIGN

Most fleet controllers are designed for a specific category
of vehicles, where the dynamics of the agents are taken into
account in the design of the control laws [35][36]. The results
are therefore valid only for a particular type of system and are
generally not usable for other applications.

A technique is here introduced, based on a distributed
path planning where each vehicle is equipped with a part
of an optimization algorithm. The trajectories are therefore
not computed in a central unit but in a distributed manner
on a vehicle team, contrary to controllers that are completely
decentralized.

The novelty of the proposed fleet control is the usage of a
PSO algorithm for computing trajectory points in real time,
such that each particle represents a displacement on a plane at
a time t. Then, the optimization of the proposed cost function
makes it possible to find the best displacement that guarantees
different objectives of the mission.

Another advantage of the proposed approach is that collision
avoidance and loss of agents from the fleet are managed
directly in the optimization and path planning modules. An
application on a group of real UAVs is illustrated in the last
part of the paper.

A. Control structure architecture

As previously explained, an agent is considered as a non-
linear dynamic system with a local controller. The stability
of agent i, is therefore ensured locally by a controller, which
is dependent only on the agent’s own state information. Each

agent is connected uniquely with its closest neighbors such that
its individual optimization block uses the position information
its neighbors to compute its trajectory according to certain
constraints resulting from its dynamics.

Therefore, the communication between agents is only used
to share their positions and the location of a point in space,
which is considered as a target to be tracked, each UAV then
computes its own trajectory, thus resulting in a distributed
path planning, which is tracked using individual controllers
for every agent.

B. Construction of the Cost function
A positive cost function is designed for the fleet of drones,

and then distributed amongst all of them. In the context
of motion planning, such function is built by taking into
account the distance between agents and the location of an
element considered as a target for the fleet point Pd. Its
construction also takes into account information to ensure
collision avoidance. A positive cost function Λ(t) is proposed
which ensures the fleet control objectives by minimizing it its
minimization at each step time.

First, let us define a cost function proposed in this paper
Λ(t), which is divided amongst the agents such that each agent
i optimizes a part of the function using its own information
and of its neighbors j such that:

Λ(t) =
∑n

i=1 Λi(t),

Λi(t) = ρ
(
‖Pd − [xi(t) + hi(t)]‖ − ddip

)
+

k∑
j=1

aij(t)
(
‖xj(t)− [xi(t) + hi(t)]‖ − ddij

) , (7)

where
aij(t) = 1 + exp

(
c− dij(t)

σ

)
, (8)

with i 6= j, k = card(Ξ′i(t)), ρ >> 1 and σ 6= 0
denote constant gains, while ddip represents the desired distance
between agent i and target point.

The choice of ρ depends essentially on the number and type
of neighbors of each agent and plays a role on the rate of con-
vergence towards the target,while σ depends on how strongly
the agents must react to avoid collisions. A compromise should
be found between target monitoring, collision avoidance, and
training control. Since an homogeneous fleet is considered in
this work, ρ has the same value for all the vehicles.

The main goal is to find the best vector h∗i (t) for each
vehicle i minimizing the cost function Λi(t) such that

∀i ∈ N : lim
t→∞

Λi(t) = 0⇒ (9)

⇒


limt→∞ ∂(t) = ∂d
∀i ∈ N, limt→+∞ dip(t) = ddip
∀i, j ∈ N, i 6= j : ‖xi(t)− xj(t)‖ > c

,

where h∗i (t) represents the desired displacement relative to the
local frame of agent i between two instants t and t+ τ . The
reference trajectory at time t+ τ for the agent i becomes

h∗i (t) = Yi(t+ τ)− xi(t). (10)
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During the evolution of the vehicles in R2 space, non-
collision of the agents should be ensured. This constraint is
introduced in the cost function Λi(t) through function aij(t)
which is all the greater when dij(t) < c and aij(t) → 1
when aij(t) >> c. So, each agent i is more likely to favor
the values of hi(t) which avoids the need for the distances
dij(t) < c and minimizes the cost function Λi(t), thanks to
the PSO algorithm.

In order to have a more stable behavior of the fleet in
the proximity of the minimum, a minimum value of the cost
function ΛiMIN is considered satisfactory. In this case, when
Λi(t) < ΛiMIN, then the value of h∗i (t) is defined as the zero
vector, since the function will be optimized in real-time, the
quadrotors will not move only when the fleet is very close to
the desired formation.

The choice of the step time τ as well as the search
intervals for the displacements hi(t) of each agent are obtained
empirically, and are considered as optimization constraints,
such that:

hiMIN(t) < hi(t) < hiMAX(t). (11)

The choice of hi(t) thus depends on the choice of τ .

C. Faulty agent case

Assuming every quadrotor is capable of communicating if
it becomes defective (actual fault detection algorithms are out
of the scope of this work), it is considered that each agent
can take into account the presence of a defective neighbor in
Ξ′i(t), then let K(t) be a diagonal matrix n× n of elements
δi(t), where:

1) δi(t) = 1 Agent i is free of faults.
2) δi(t) = 0 Agent i loses its effectiveness totally and its

output is stuck at zero.

The new adjacency matrix A′(t) is defined as

A′(t) = A(t)× diag(δ1(t), δ2(t), ..., δn(t)). (12)

A defective agent can be then modeled in the cost function
as

Λi(t) = ρ
(
‖Pd − [xi(t) + hi(t)]‖ − ddip

)
+

q∑
j=1

δj(t)× aij(t)
(
‖xj(t)− [xi(t) + hi(t)]‖ − ddij)

)
.

(13)

Note the zero value of δj(t) makes it possible to cancel
aij(t) and thus eliminates the influence of the defective agent
j on agent i. The loss of an agent is therefore taken into
account in the cost function, which enables the generation of
the correct trajectories for achieving the mission.

D. Particle Swarm Optimization

The Particle Swarm Optimization (PSO) algorithm is ini-
tialized by a random population of potential solutions x(t),
interpreted as particles moving in the search space where V (t)
represents their speed. Each particle is attracted to its best

position discovered in the past, noted P1 as well as to the best
position of the particles discovered by its neighborhood P2.
The algorithm includes several setting parameters to act on the
compromise Exploration - Exploitation.

The classic PSO algorithm is written as [34]:

V (t+ 1) = aV (t) + b1r1
(
P1(t)− x(t)

)
+b2r2

(
P2(t)− x(t)

)
x(t+ 1) = x(t) + V (t+ 1)

, (14)

where a is the coefficient of inertia, b1 and b2 represent the
intensity of attraction and r1,r2 denote two random values
between 0 and 1. The best particles P1(t) and P2(t) are
selected from random samples by evaluating the cost function
(7) and selecting the values that give a minimum result.

To simplify the study, we consider the deterministic version
of the algorithm, where random numbers are replaced by their
average values(1/2), then the algorithm can be rewritten as

V (t+ 1) = aV (t) + b
(
P (t)− x(t)

)
(15)

x(t+ 1) = x(t) + V (t+ 1), (16)

where P (t) =
b1P1(t) + b2P2(t)

b1 + b2
and b =

b1 + b2
2

.

To make a dynamic analysis of the algorithm, the equations
(15) and (16) are rewritten in the matrix form, the equations
of the algorithm can written as

(
x(t+ 1)
V (t+ 1)

)
= APSO

(
x(t)
V (t)

)
+ P (t), (17)

where
(
x(t)
V (t)

)
is the state of the system, consisting on the

position of the particle and its velocity, P denotes the system

input, A
PSO

=

[
1− b a
−b a

]
represents the dynamical matrix,

and
[
b
b

]
symbolizes the input matrix.

The equilibrium point of the system is such that the particle
is positioned in x(t) = P , and has zero speed V (t) = 0.

The behavior of the particle depends on the eigenvalues λ of
the matrix A

PSO
(t) and are the solutions of : det(λI−A

PSO
) =

0, i.e

λ2 − (a− b+ 1)λ+ a = 0. (18)

The convergence of the algorithm depends on parameters
a and b. The analysis of equation (18) leads to determining
the area of convergence of the PSO according to their values.
Algorithm 1 shows in more detail, the most important steps
considered in the proposed strategy to manage the fleet of
autonomous vehicles.
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Algorithm 1 Trajectory generation

. Initialize parameters

. Define the desired configuration for the UAVs with the
matrix ∂d
repeat {at each step time}

. Calculate the matrix ∂(t)
if Λi(t) ≤ ΛiMIN then

. h[hx, hy] = [0, 0]

. Calculate the next position (xid, yid) at time t+ τ :
xid(t+ τ) = xi(t)
yid(t+ τ) = yi(t)

else
. Find all topological neighbors for quadrotor i by set
Ξi(t)
. Minimization of the cost function Λi(t) by PSO
Algorithm
. Chose the vector h[hx, hy] that minimizes the cost
function Λi(t)
. Calculate the next position (xid, yid) at time t+ τ :
xid(t+ τ) = xi(t) + hx
yid(t+ τ) = yi(t) + hy

end if
until End of experiment

In order to validate the proposed PSO algorithm in real flight
tests, an appropriate position control law needs to be selected
such that the Yi from (10) will be correctly followed.

IV. QUADROTOR QUATERNION DYNAMIC MODEL

The developed method can be tested on different arranges
of robotic agents, in this case, a fleet of quadrotors was
considered to be operating in the 3-dimesional space.

Many different controllers can be chosen for proving the
PSO technique, in this case, a quaternion approach was
chosen due to its robustness and mathematical simplicity. The
quaternion-based dynamic model of a quadrotor is defined as

d

dt


p
ṗ
q
ω

 =


ṗ

q ⊗ bFth

m
⊗ q∗ + g

1

2
q ⊗ ω

J−1 (τ − ω × J ω)

 , (19)

where p ∈ R3 and ṗ ∈ R3 are respectively the vehicle position
and velocity, Fth defines the thrust generated by the motors
and b = [ 0 0 1 ]T its direction, m and g represent the vehicle
mass and gravity vector, while q describes its attitude as a
quaternion, and ω denotes its angular velocity, J introduces
the inertia matrix, and τ is the torque vector caused by the
action of the motors.

A position feed-back control law is proposed to regulate the
translational dynamics from (19) to desired reference

upos = −Kpos (xpos − xposd), (20)

such that (19) is regulated to a desired translational reference.

Where xpos = [ p ṗ ]T , Kpos ∈ R3 denotes a diagonal
gain matrix with all positive entries, and xposd = [Y (t) 0 ]T

represents the desired reference vector, in which Y (t) is the
computed PSO trajectory extracted from (10).

The vehicle vertical thrust vector is then rotated to coincide
with the required force w.r.t the inertial frame from (20). The
required rotation can be computed by

q′ = (b · upos + ||upos||) + b× upos
qd =

q′

||q′||
Fth = ||up||

, (21)

where qd denotes the required rotation defined as a quaternion.
In order to stabilize the quadrotor rotational dynamics q → qd

an attitude controller is defined as

u = −Katt (xatt − xattd) , (22)

where Katt ∈ R3 denotes the control gains, xatt =
[ (2 ln q)T ωT ]T , and the attitude reference is given by
xattd =

[
(2 ln qd)T ( d

dt2 ln qd)T
]T

. For more details,
please refer to [31]-[33].

V. EMULATED TESTS

To demonstrate the effectiveness of the proposed method.
The selected approaches were Artificial Potential Fields (APF),
based on the work presented in [1], and Model Predictive
Control (MPC) [19], using an adaptation of [37].

Using the Fl-Air framework, developed at the Heudiasyc
laboratory [38], 20 tests were performed in a real-time em-
ulation environment for each one of the three techniques,
considering initial conditions generated at random for every
simulation. The objective was to take three quadrotors from
their random initial positions to a symmetrical formation
around a fixed target.

Figures 2 and 3 depict the position of the vehicles during the
simulations, note their initial positions are scattered throughout
the plots. The desired distance the fleet must maintain towards
the target is represented by a circle.
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Fig. 2: PSO: Horizontal position of the quadrotors in real-
time simulations, presenting a robust convergence with small
oscillations.
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(a) APF: real-time feet formation,
20 simulations.
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(b) MPC: fleet formation during
20 simulations.

Fig. 3: Quadrotor trajectories for 40 simulations of APF
and MPC algorithms for fleet formatio, notice how strong
oscillations happen, and the vehicles come dangerously close
to the center in some cases.

Note although the three approaches stabilize the vehicles
at the desired distance, the convergence of the proposed
PSO algorithm is smoother, presents less oscillations, and
the computed trajectories respect a safer distance between the
quadrotors and the target.

Figures 4 and 5 illustrate the behavior of the simulated
fleet by displaying the average horizontal distance between
the quadrotors and the averaged distance towards the target.
The PSO algorithm displays a smoother convergence towards
the fleet formation with more robustness to unfavorable initial
conditions than the other two approaches.
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Fig. 4: Averaged separation between quadrotors for 20 real-
time simulations for PSO, APF, and MPC approaches.
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Fig. 5: Average distance from UAVs to target for each algo-
rithm, converging to dd = 2m.

VI. EXPERIMENTAL VALIDATION

The proposed algorithm was coded and tested in real-time
experiments on a fleet of three quadrotors. All the drones were
programmed with the same code. The position of the agents
is estimated using an OptiTrack Motion Capture system, and
broadasted to all the UAVs.

Each quadrotor computes its own trajectory, such that an
uniform fleet is formed around a given target while avoiding
collisions amongst each other. A triangular formation is ex-
pected under this configuration.

The parameters considered in for the PSO algorithm are
depicted in Table I.

ρ = 5 hxi, hxi ∈ [−0.4m, 0.4m]
σ = 0.4 τ = 0.1s

c = 0.5m ddij = 1.732

ΛiMIN = 0.1 dd = 3.464
||hiMAX|| = .02 ||hiMAX|| = 0.7

TABLE I: PSO considered parameters

The selected UAVs were Parrot ARDrone2 with a mod-
ified firmware using a framework created by members of
the Heudiasyc Laboratory at the Universite de Technologie
de Compigne. All the results presented in the following are
derived from the actual experiments.

The computational resources of this drone are quite limited,
which is expected due to its low cost. The number of particles
for Ξi(t) was set to be 80, due to a compromise between
the trajectory precision and speed for all the other computing
required to fly.

The optimization constraints also consider a bounded region
for generating random particles, defined by the values hiMIN

hiMAX, ensuring the particles are generated close to the current
position of the UAV.

A. Fleet of three quadrotors with fixed target and no distur-
bances

In this first experiment, the desired configuration for the
UAVs from the matrix ∂d is fixed. The elements dij(t)
are defined such that the desired distance between UAVs is
homogeneous, thus arriving to a triangle configuration around
the target point, as illustrated in Figure 6.

Fig. 6: Three quadrotors in triangular formation.
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Four punctual coordinates were considered as targets which
switched one to another with a fixed lapse. The optimization
algorithm computes the desired position, forming a trajectory
which makes the fleet arrive at the desired objectives.

Figure 7 represents the fleet translational behavior in a 2D
space. Note the triangular formation is broken when the target
changes from one place to another due to the distance from
the current location of the fleet, but it is recovered during the
evolution of the PSO algorithm.
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An important issue that is addressed in the fleet formation
problem is the stabilization of the distance between agents.
In this case, a uniform triangular formation is expected with
a desired distance of 1.9m towards the target, using simple
geometry, this implies that the desired distance between agents
is dagents = 2(1.9m) cos(π/6) = 3.3m.

The computed references for the agents, ensure the con-
vergence of the distance between every pair of agents to the
desired value, this behavior is illustrated in Figure 8.
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Figure 9 represents the desired distance between each agent
and the target, note its smooth convergence to the desired value
even when abrupt changes occur.
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B. Fleet of three quadrotors with fixed target and disturbances

In the second experiment, the same flight configuration
was considered, but unknown disturbances were added. Here,
one of our team members pulled one of the agents as it
flew towards the target (see Figure 10), the PSO algorithm
compensated the disturbance and corrected the agent path.

Fig. 10: Disturbances induced to the fleet during experiments.

Distances between agents are illustrated in Figure 11, note
that strong disturbances occur at some instants, but the PSO
algorithm recovers the position of the affected UAV in a
smooth manner, returning to the desired value.
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C. Fleet of three quadrotors with mobile target and distur-
bances

In this experiment, the movement of the target was con-
trolled using a joystick connected to a ground station, such
that the trajectories for every UAV take the fleet towards
the moving reference. Additionally, strong disturbances were
applied as depicted in Figure 12.

Fig. 12: Inducing disturbances on the moving fleet.
Figure 13 illustrates the distance between agents, while

Figure 14 represents the distance between each agent and
the target, letters (a,b,c,d) correspond to each disturbance.
Note the convergence towards the desired values, even when
disturbances are present.
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D. Fleet of three quadrotors with fixed target and defective
agent

In this last experiment, the same scenario as in section VI-A
was considered, but in this case, one agent was set to act as
defective (Figure 15), and aborted its mission and landed while
the fleet was moving to the desired reference.

Fig. 15: Defective agent during real-time experiments

The optimization algorithm computes the optimized trajec-
tory for the remaining agents, continuing the mission and
arriving to the desired target. Figure 16 represents the fleet
position tracking towards the desired references, note the
remaining agents arrive to the target while the defective one
remains in the ground.
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All the performed experiments can be watched at the
following link: https://youtu.be/VD3vbGZNhqM

VII. CONCLUSION

This paper has presented a distributed path planning ap-
proach for controlling multi agent systems consisting on a
fleet of autonomous vehicles with real-time validations. The
objective has been formulated as an optimization problem
based on a Particle Swarm Optimization algorithm. The
proposed control approach is partially independent from the
general dynamics of the agents, decoupling the translational
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movement from the rotational dynamics for computing optimal
trajectories, where the stability of each vehicle is ensured
locally. The implementation of this approach is then done only
in the trajectory generation bloc, which makes it easier to use.

Experimental results on a fleet of real quadrotors have
shown unambiguously that the proposed method is effective
for training control, target tracking and collisions avoidance.
The combination between local control law and distributed
path planning approaches allows a good robustness against
disturbances. The loss of an agent is directly taken into account
in the cost function by decreasing its impact on its neighbors.
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