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Thermal  Large  Eddy  Simulation
in  a  Very  Simplified  Geometry
of  a  Solar  Receiver

SYLVAIN SERRA, ADRIEN TOUTANT, and FRANÇ OISE BATAILLE
Laboratoire PROMES, Rambla de la thermodynamique, Tecnosud, Perpignan, France

Thermal large eddy simulations are carried out in order to study the convective flow in a solar receiver. We investigate the impact of thermal 
gradients on a turbulent channel flow with imposed wall temperatures for two turbulent Reynolds numbers based on the friction velocity (180 
and 395). In this configuration, the flow is subsonic, while temperature variations can be strong and induce significant variations of the fluid 
properties. The low Mach number equations are considered. The influence of the variations of the conductivity and the viscosity is first 
investigated. We show that the influence of these properties can be considered constant only for weak temperature gradients. The thermal 
subgrid-scale modeling is studied and we conclude that for a temperature ratio of 2, we can use a constant subgrid-scale Prandtl number. 
Finally, we focus on the increase of the temperature ratio that emphasizes the flow dissymmetry and modifies the fluctuations profiles. The 
physical mechanism responsible for these modifications is explained.

INTRODUCTION

In many industrial configurations there is a coupling between
heat transfer and fluid mechanics (nuclear power plants, heat
exchangers, solar power plants, etc.). The concerned industrial
application of the fundamental study of this article is high-
temperature solar receivers. The receiver is a key component of
solar power tower plant. The working principle of this plant is
the following (Figure 1). The solar energy is concentrated on
the receiver (located on top of the tower) by a field of heliostats
(i.e., mirrors that track the movement of the sun). Then this
thermal energy is held by a turbulent airflow that transits across
the receiver. Finally, the heated airflow enters a gas turbine to
create electricity.

The efficiency of the solar power plant is directly linked to
thermodynamic cycle: It increases with temperature. This im-
plies very strong heat transfer and consequently relatively high
velocity and turbulence intensity in the solar receiver. The solar
receiver is based on the compact heat exchanger technologies.
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It will be composed by many channels for which only one wall
is heated. Typically, in these channels, the heating is asymmet-
ric, the Mach number is approximately equal to 0.1, the bulk
Reynolds number goes from 4000 to 40,000, and the Richardson
number goes to 0.0001. Therefore, the physical conditions of
interest correspond to low Mach number and forced convective
heat transfer. The fundamental study presented in this article
concerns a turbulent channel flow with imposed temperature at
the wall. A cold temperature T1 = 293 K is imposed at the non-
heated wall. A hot temperature T2 (with T2 > T1) is imposed
at the heated wall. The realized parametric study considers bulk
Reynolds numbers (Eq. (23)) that go from 2800 to 7500 and
temperature ratios (T2/T1) from 1 to 2 (Table 1). The chosen
ranges for both bulk Reynolds numbers and temperature ratios
are relevant for the concerned application.

Although there is no direct numerical simulation or large
eddy simulation dedicated to solar power plants in the liter-
ature, a lot of work concerns non-isothermal turbulent flows.
Several numerical studies taking density, conductivity, and vis-
cosity variations into account are compressible simulations of
supersonic flows (conjugate effects of anisothermy and com-
pressibility). Huang et al. [1], for example, have carried out
some direct numerical simulations (DNS) of a channel flow
with very cold isothermal walls at a low turbulent Reynolds
number for two Mach numbers (1.5 and 3). They studied the
averaging, the semilocal scaling, and energy transfers, but they
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Figure 1 Working principle of the solar power plant.

did not investigate the impact of the temperature gradient on
the flow. Coleman et al. [2] have also studied this configuration
by DNS. They mainly focused on the Mach number influence
and showed that Morkovin’s hypothesis holds for this kind of
flow. Like Huang et al. [1], they found that a semilocal scal-
ing permits a good collapse of the different profiles onto the
incompressible data. Similar compressible DNS have been car-
ried out by Morinishi et al. [3] and Tamano and Morinishi [4]
in order to determine the effect of the thermal boundary con-
ditions on a turbulent channel flow (isothermal or adiabatic
walls). The simulations carried out by Wang and Pletcher [5]
concern a turbulent channel flow with imposed temperature at
the wall. Temperature ratios (T2/T1) of 1.02 and 3 have been
considered. The increase of T2/T1 is shown to influence the
fluctuation velocity and temperature distribution as well as the
velocity–temperature correlations. The correlation of the veloc-
ity and temperature fluctuations appears stronger near the heated
wall and weaker near the cold wall.

We here focus on low-speed flows (Mach number lower than
0.1) submitted to thermal gradients that induce large variations
of the fluid properties. We therefore consider a particular set of
equations, the low Mach number equations. These equations are
the most appropriate to study such flows because they permit to
remove the acoustic waves, and thus relieve us of the acoustic
constraints on the time steps, but do not limit the temperature
difference of the configuration as Boussinesq’s assumption does.
Numerical studies with a low Mach number and a significant

thermal gradient can be found in the literature [6–13]. However,
in most of these works, the temperature effect is not isolated. For
example, some DNS and thermal large eddy simulations have
been carried out to study low-speed flows with strong property
variations in vertical pipes with heated walls [14–18]. In this
case, the effects of fluid property variations with the temperature
are combined with the buoyancy influence. The subsonic chan-
nel flow with significant heat transfer has been investigated by
Dailey et al. [6] using compressible simulations. Due to the con-
stant heat flux imposed at the walls, the temperature increases
continuously during their simulations and an appropriate recy-
cling condition has been established for the temperature in this
case. The use of semilocal coordinates is shown to better col-
lapse the mean profiles onto the incompressible log laws. This
study is very different from ours because there is no transverse
thermal gradient (the two walls have the same temperature). In
their study, the turbulent shear stress and heat flux seem to be
reduced by heating and increased by cooling.

In the present article, we investigate turbulent forced convec-
tion using thermal large eddy simulation applied to low Mach
number equations [7–9]. The DNS based on the low Mach num-
ber equations, carried out by Nicoud [19, 20] and Debusschere
and Rutland [10], and the low Mach number large eddy simula-
tion (LES) of Lessani and Papalexandris [11, 12] deal with the
same configuration. Lessani and Papalexandris [12] have simu-
lated a channel up to a temperature ratio of 9. They have noticed
changes in the mean velocity, turbulent kinetic energy, mean
temperature, and fluctuation temperature profiles. Nicoud [19,
20] has considered temperature ratios of 1.01, 2, and 4 with two
kinds of law for the property variations. The temperature ratios
of 1.01 and 2 are solved using an evolution of the property given
for a gas flow, and another temperature ratio of 2 and one of 4 are
done for an evolution given for a liquid flow. Nicoud observed
significant modifications of the mean and turbulent profiles, in
particular a dissymmetry, even with a semilocal scaling. His
results also show that the intermittence seems to be enhanced
close to the hot wall. Nevertheless, these studies consider only a
low turbulent Reynolds number (Reτm ≈ 180). Our work using
thermal large eddy simulation confirms these results for low tur-
bulent Reynolds number (Reτm ≈ 180) and proposes new results
for a higher turbulent Reynolds number (Reτm ≈ 395). There-
fore, the present study is more global, complete, and systematic.
The principal aim is to tend to the physical conditions of solar

Table 1 Summary of the large-eddy simulations carried out

Case Reτm Reb T2/T1 λ, µ Prsgs Mesh resolution Number of nodes

180-1.01-cc 180 2842 1.01 constant constant !x+ ≈ 35 33 × 66 × 39
180-1.01-cd 180 2842 1.01 constant dynamic !z+ ≈ 15
180-2-vc 180 2362 2 variable constant 0.5 δ !y+ ≤ 11 In x, y and z directions
180-2-vd 180 2368 2 variable dynamic
395-1.07-vc 395 7494 1.07 constant constant !x+ ≈ 39 64 × 65 × 32
395-1.07-vd 395 7329 1.07 variable dynamic !z+ ≈ 40
395-2-cc 395 6981 2 constant constant
395-2-vc 395 5853 2 variable constant 1 δ !y+ ≤ 25 In x, y and z directions
395-2-vd 395 5850 2 variable dynamic
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receivers and to propose physical explanation of the coupling
between turbulence and temperature gradient that could help
future optimization of solar receivers.

After the presentation of the configuration, the governing
equations, and the model validation, we discuss the influence
of the viscosity and conductivity variations. We then investi-
gate the difference between two thermal subgrid-scale models.
The first one is based on a constant subgrid-scale Prantdtl num-
ber and the other one calculates dynamically the subgrid-scale
Prandtl number. Afterward we compare the results of the high
temperature ratio simulations (T2/T1 = 2.00) with those of the
low temperature ratio simulations (T2/T1 = 1.01 and 1.07). Fi-
nally, we analyze the physical phenomenon that leads to the
modifications on the mean and turbulent profiles when T2/T1

increases for average turbulent Reynolds numbers based on the
friction velocity (Eqs. (18) and (22)) of 180 and 395.

GOVERNING EQUATIONS AND NUMERICAL SETUP

Thermal large eddy simulation is a very useful tool for ther-
mal fluid mechanics problems [21] and it is well adapted to
studying the flow in a solar receiver. It is more accurate than
Reynolds averaged Navier–Stokes (RANS) methods for the
study of turbulent flows [22] and, due to its “lower” compu-
tational cost, it permit consideration of more complicated con-
figurations and higher Reynolds numbers than direct numerical
simulation (DNS) does. In our case, it permits us to generate
a database. Furthermore, the real time for one thermal large
eddy simulation is already expensive. We make a parametric
study for a given turbulent Reynolds number. We compare sim-
ulations with the same turbulent Reynolds number (Reτm) for
different temperature ratios. Finally, we have to find the good
flow rate to obtain the target turbulent Reynolds number. None
of the tested correlations permits us to find the good flow rate. So
we have to iterate on the flow rate value (three to six iterations
are necessary) to reach the target turbulent Reynolds number.
Consequently, the choice of thermal large eddy simulation im-
poses itself as the best solution.

Governing Equations

This article is concerned with a low Mach number flow of
an ideal gas subjected to significant heat transfer causing im-
portant fluids properties variations. In particular, the density
variations cannot be neglected in the continuity equation: The
incompressibility constraint is false. However, acoustic waves
do not interact with the flow. Therefore, we used an algorithm
based on the low Mach number equations. In doing so, the den-
sity is decoupled from the pressure so that no acoustics are
present in the computation. To obtain this particular set of equa-
tions, the compressible mass, momentum, and energy balance
equations are transformed using the fact that the Mach number

is very small [7]. This method can be applied to ideal gas flows
with a Mach number lower than 0.3, without any restriction on
the temperature variations. In this study, the gas considered is
air.

Thermal large eddy simulation is based on a spatial filtering,
noted by (−), to separate the large scales from the small scales.
This filtering uses Favre averaging:

"̃ =
ρ"

ρ̄
(1)

The Favre filtered low-Mach equations (2) to (6) in thermal
large eddy simulation modeling are the following [23]:
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P̄thermo = ρ̄RT̃ (5)
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= 0 (6)

In this set of equations, ρ is the density, Ui are the velocity
components, T is the temperature, t represents the time, xi are
the coordinates, λ and µ are the conductivity and the dynamic
viscosity, CP is the constant pressure heat capacity, P′ is the
corrected dynamic pressure, and Pthermo is the thermodynamic
pressure. The two unknown terms that appear in Eqs. (3) and
(4) due to the filtering operation are the subgrid-scale tensor, τij,
and the subgrid-scale heat flux, & j . They are defined as:
∣∣∣∣∣
τi j = π̄

(
ŨiU j − Ũi Ũ j

)
(7)

& j = ρ̄Cp
(
T̃ U j − T̃ Ũ j

)
(8)

Subgrid-scale models must be used to represent these terms
and therefore allow the numerical resolution. To that aim, we
use a subgrid-scale kinetic viscosity νsgs:

∣∣∣∣τi j − 1
3
δi jτκκ = −2ρ̄vsgs S̃i j (9)

where δij is the Kronecker symbol and Sij is the strain tensor:
∣∣∣∣S̃i j = 1

2
(
∂Ũi

∂x j
+ ∂Ũ j

∂xi
) (10)

The isotropic part (τkk) of the subgrid-scale tensor is not
modelized. It is simply added to the dynamic pressure in Eq.
(3):

P̄ ′ = P̄dyn + 1
3
τkk (11)
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Figure 2 Studied configuration.

This is possible because the dynamic and the thermodynamic
pressure are decoupled. The dynamic pressure is calculated by
solving the mass conservation. The time variation of the ther-
modynamic pressure is evaluated by using the ideal gas law
[24]. For the subgrid-scale heat flux, & j we use a subgrid-scale
diffusivity κsgs:

∣∣∣∣& j = −ρ̄Cpκsgs
∂ T̃
∂x j

(12)

The subgrid-scale thermal diffusivity can then be expressed
as a function of the subgrid-scale kinematic viscosity:

∣∣∣∣κsgs =
vsgs

Pτsgs
(13)

where Prsgs is the subgrid-scale Prandtl number.
To express the subgrid-scale viscosity, we employ the

Wale model developed by Nicoud and Ducros [25]. This
model is based on both the strain and the rotation ten-
sor and reproduces correctly the asymptotic behavior of the
eddy viscosity at the wall (νsgs ∝ y3). The constant of this
model is set to Cω = 0.5, as recommended by the authors
[25].

For the subgrid-scale diffusivity, we test two
methods:

• A constant subgrid-scale Prandtl number (Prsgs = 0.9
suggested by Nicoud and Poinsot [26] in our configuration).
Other studies [5, 13, 27] consider a constant value equal to
0.6. The higher value (0.9 instead of 0.6) seems a posteriori
correct by comparison with the dynamics Prandtl number
(Figures 9 and 11a).

• The dynamic calculation of the subgrid-scale Prandtl number
proposed by Moin et al. [27].

Figure 3 Validation with the DNS data.

The conductivity λ and the dynamic viscosity µ are solved
using the Sutherland law:

µ (T ) = 1.461.10−6 T 1.5

T + 111
(14)

λ (T ) = µCp

Pτ
= 1.468.10−3

Pτ

T 1.5

T + 111
(15)

Some simulations are realized using the hypothesis that the
conductivity and the dynamic viscosity can be considered as a
constant. In that case, the properties are evaluated in function of
the average temperature, obtained by the mean value between
the two walls temperatures Tm = (T1 + T2) /2, using Eqs. (14)
and (15).

For the isothermal simulation, the density is considered as a
constant. Nevertheless, for the simulations using the low Mach
number hypothesis, the density is solved using the ideal gas law
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Figure 4 Influence of λ and µ for T2/T1 = 1.07 at Reτm = 395.

ρ = Pthermo
RT where Pthermo = 1.10−5 Pa and R is the ideal gas

specific constant.
The calorific capacity Cp = 1005 J kg−1 K−1. For the simula-

tions at Reτm = 395 we chose a Prandtl number of 0.71 and for
the simulations at Reτm = 180 we chose Pr = 0.76 as indicated
by Nicoud [20] and Nicoud and Poinsot [26] in their DNS.

Numerical Setup

We study the turbulent air flow in an horizontal plane channel
with imposed temperatures at the walls (Figure 2). The channel
length are 2πh × 2h × πh (with h = 0.014923 m), following
the conclusions of previous works [28, 29]. The lower plate is
the cold one and the upper plate is the hot one. In the following,
the subscript 1 refers to the bottom wall (cold) and the subscript
2 is related to the top wall (hot). As shown in Figure 2, the lon-

Figure 5 Influence of λ and µ for T2/T1 = 2.00 at Reτm = 395: mean velocity
and temperature.

gitudinal axis, x1, corresponds to the flow direction, the vertical
axis, x2, is normal to the walls, and the last axis, x3, is in the
transverse direction.

Simulations are carried out with the Trio U code developed
at the CEA (French Atomic Agency). To solve a fully developed
flow, we use a periodic boundary condition in the streamwise and
the spanwise directions. All the simulations assume a constant
mass flux. For the wall boundary condition, we use constant
temperature and no slip condition. The temperature at the lower
wall T1 is fixed at 293K in all the simulations.

Time integration is carried out by a third-order Runge–Kutta
scheme. The convection scheme for the velocity is a second-
order centered scheme ([30]). For the temperature, we use a
third-order quick scheme, as recommended by Chatelain et al.
[31] and Brillant et al. [30].

The statistics are done by averaging in space in the two
periodic directions and in time. The spatial averaging operator
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Figure 6 Influence of λ and µ for T2/T1 = 2.00 at Reτm = 395: velocity and
temperature fluctuations.

Figure 7 Influence of λ and µ for T2/T1 = 2.00 at Reτm = 395: correlations.
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Figure 8 Influence of the thermal subgrid-scale model for T2/T1 = 1.01 at
Reτm = 180.

Figure 9 Evolution of the subgrid-scale Prandtl number for T2/T1 = 1.01 at
Reτm = 180.

Figure 10 Influence of the thermal subgrid-scale model for T2/T1 = 2.00 at
Reτm = 180.

<<.>> is given by:

<< f (y, t) >>

= 1
2πh

∫ x=2πh

x=0

(
1

πh

∫ z=πh

z=0
f (x, y, z, t) dz

)
dx (16)

The time averaging operator <.> is:

< f > (y) = lim
t f −>∞

1
t f

∫ t0+t f

t0
<< f (y, t) >> dt (17)

It permits us to obtain the mean quantities used in this article:

• The mean longitudinal velocity <Ũ>.
• The mean temperature <T̃>.
• The longitudinal velocity fluctuations < Urms >=√

<ŨŨ> − <Ũ><Ũ>.
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Figure 11 Simulations at Reτm = 180 for T2/T1 = 2.00.

• The vertical velocity fluctuations < Vrms >=√
<Ṽ Ṽ> − <Ṽ><Ṽ>.

• The transverse velocity fluctuations < Wrms >=√
<W̃ W̃> − <W̃><W̃>.

• The temperature fluctuations < Trms >=√
<T̃ T̃> − <T̃><T̃>.

• The longitudinal - vertical velocity correlation < uv >=<

Ũ Ṽ > − < Ũ >< Ṽ >.
• The longitudinal velocity - temperature correlation <

uθ >=< Ũ T̃ > − < Ũ >< T̃ >.
• The vertical velocity - temperature correlation < vθ >=<

Ṽ T̃ > − < Ṽ >< T̃ >.

For the characterization of our simulations, we use the fric-
tion velocity Uτ that is solved with the near wall mean velocity

gradient,

Uτ =
√

τw

ρw

=

√

νw

∂ < Ũ >

δy

∣∣∣∣
w

(18)

where the subscript ω refers to wall quantities: ω → 1 on the
bottom side and ω → 2 on the top side; τω is the wall shear
stress, ρω and νω are the density and the viscosity at the wall,
and ∂<Ũ>

δy

∣∣∣
w

is the mean velocity gradient at the wall.
We plot the profiles as a function of y+ that is defined as:

y+ = yUτ

νw

(19)

Two temperatures are also considered:

• The average temperature:

Tm = T1 + T2

2
(20)

• The friction temperature:

Tτ = Qw

ρwCPUτ

=
λw

∂ T̃
∂y

∣∣∣
w

ρwCPUτ

(21)

where Qw is the heat flux at the wall.
This friction velocity and friction temperature are used to

calculate the dimensionless profiles:

U+ = < Ũ >

Uτ

, U+
rms = < Urms >

Uτ

, V +
rms = < Vrms >

Uτ

,

W +
rms = < Wrms >

Uτ

, T + = < T̃ > −Tw

Tτ

T +
rms = < Trms >

Tτ

,

< uv >+= < uv >

U 2
τ

, < uθ >+= < uθ >

UτTt
,

< vθ >+= <vθ>
UτTt

The profiles on the cold side are normalized using Uτ1 and
Tτ1 and the profiles on the hot side are normalized using Uτ2

and Tτ2.
The turbulent Reynolds number Reτ is based on the friction

velocity and the viscosity at the wall:

Reτ = Uτh
νw

(22)

For this study we have to distinguish three different turbulent
Reynolds numbers:

• Reτ1 is calculated at the upper wall (hot one).
• Reτ2 is calculated at the lower wall (cold one).
• Reτm is the average value between Reτ1 and Reτ2(

Reτm = Reτ1+Reτ2
2

)
.

For this work, the target turbulent Reynolds numbers chosen
for the comparisons are the averaged values (Reτm: 180 and
395).

8



Table 2 Turbulent Reynolds numbers, friction velocities, and friction temperatures of the large-eddy simulations carried out

Case Reτm Reτ1 Reτ2 Uτ1 Uτ2 Tτ1 Tτ2
∼

180-1.01-cc 179 179 178 0.184 0.185 0.0635 0.0637
180-1.01-cd 179 179 179 0.184 0.185 0.0635 0.0637
180-2-vc 184 262 106 0.268 0.355 5.762 6.937
180-2-vd 184 261 107 0.267 0.358 5.749 6.693
395-1.07-vc 396 404 388 0.423 0.435 0.355 0.348
395-1.07-vd 390 405 375 0.414 0.430 0.355 0.350
395-2-cc 398 477 320 0.658 0.881 5.160 5.056
395-2-vc 396 551 241 0.563 0.809 5.216 5.025
395-2-vd 398 554 242 0.566 0.812 5.253 4.797

In Table 1, the bulk Reynolds number is calculated as fol-
lowing:

Reb = Ubh
νb

(23)

with

Ub = 1
2h

∫ 2h

0
< Ũ > (y)dy (24)

and νb obtained with the bulk temperature Tb:

Tb = 1
2h

∫ 2h

0
< T̃ > (y)dy (25)

With an average turbulent Reynolds number based on the
friction velocity of Reτm = 395, the computational cost is higher
but we ensure avoiding low Reynolds number effects; the time
step for the simulation of weakly non-isothermal and turbulent
flow is !t ≈ 1 10−4 s, and for the same temperature but with a
high turbulent intensity, it is !t ≈ 4 10−5 s. These effects can
appear at the top wall, where the temperature is high, and the
viscosity tends to laminarize the flow if the average turbulent
Reynolds number is not high enough [11, 20]. Indeed, as can
be seen in Table 2, in our thermal large eddy simulation for
Reτm ≈ 180 and a temperature ratio T2/T1 = 2.00, the turbulent
Reynolds number is much higher than 180 at the lower wall and
decreases down to about 106 at the upper wall. With a mean
Reτm ≈ 395, even if the value of Reτ2 at the hot wall is reduced
for high temperature ratios, the flow remains turbulent (Reτ2 >

240).
We use two different meshes depending on the Reτm consid-

ered. The first one has 84,942 nodes (for Reτm = 180) and the
second one 133,120 nodes (for Reτm = 395). In the two cases, a
uniform mesh is used in the directions x and z and a nonuniform
mesh is used in the y direction (Table 1). The mesh is refined
near the wall in order to obtain !y+ ≤ 1 in all the simulations.

The designations of the simulations carried out in this study
and their main parameters are summarized in Tables 1 and 2. The
friction velocities and temperatures given in Table 2 are used to
normalize the profiles displayed in the following sections.

The time step of the computation decreases with the increase
of the turbulent Reynolds number and of the temperature ratio. It
varies between !t ≈ 1 10−4 s, for the isothermal simulation with

a weak turbulent intensity, to !t ≈ 8 10−6 s for the most turbulent
simulation with a temperature ratio of two. Furthermore, the
time needed to converge the temporal averaging increases with
the turbulent Reynolds number and the temperature ratio. For
the isothermal simulation at Reτm = 180, in terms of diffusion
time (h/Uτ here equal to 0.08 s) we need to collect data over
25 diffusion time. When the turbulent Reynolds number and the
temperature ratio increase (for example the simulation 395-2),
the diffusion time is equal to 0.014 s and we need more over
30 diffusion time to converge data. Finally, the time for one
simulation varies from 2 months to 6 months on 16 processors.

Validation

Our simulations have been validated by comparisons with
DNS in the weakly non-isothermal and turbulent cases. This is
done assuming that LES quantities (Ũ and T̃ ) can be directly
compared to DNS quantities (u and T) [5, 6, 11, 12, 15, 18,
32–35]. At Reτm = 180, we compared an isothermal LES with
the DNS of Kim et al. [36], a weakly non-isothermal thermal
large eddy simulation (T2/T1 = 1.01) with the DNS of Nicoud
[20] and Debusschere and Rutland [10], and a strongly non-
isothermal thermal large eddy simulation (T2/T1 = 2) with the
DNS carried out by Nicoud [20]. At Reτm = 395, we compared
an isothermal LES with the DNS of Moser et al. [37] and Kawa-
mura et al. [38]. To our knowledge, there do not exist any DNS
or LES data for a non-isothermal simulation at Reτm = 395.

For all the simulations where DNS data are available (Table
3), we obtained a fair agreement between our simulations and
the reference DNS data for the mean, fluctuation and correlation
profiles. For example, in Figure 3, we can see the comparison,
for the longitudinal mean velocity and the velocity–temperature
correlation, for the simulation weakly non-isothermal at Reτm

= 180.
We know that a finer mesh in the transverse direction would

permit us to perfectly fit the DNS profiles, as it has been ob-
served by Chatelain et al. [31] with the same configuration and
the same code than in the present study. When the authors in-
crease the number of nodes, the LES results match the DNS
data. However, the corresponding thermal large eddy simula-
tion would not converge within a reasonable time and therefore
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such a mesh would not allow us to carry out several simulations
with a high temperature ratio. For an isothermal simulation at
Reτm = 395, the time step varies from !t ≈ 5 10−5 s, with our
mesh, to !t ≈ 3 10−5 s, with a finer mesh (that represents always
a thermal large eddy simulation and not a DNS). This increase
is too important for an isothermal case, knowing that the impact
of the temperature gradient strongly decreases the time step and
makes it too small for our study.

IMPACT OF FLUID PROPERTY VARIATIONS

In this study, the selected equations permit us to take into
account the density variations, whereas the viscosity and the
conductivity can either be constant or vary with the tempera-
ture according to given laws (Sutherland’s law in the present
study). When the variations of these properties are considered,
we expect the results to be more accurate but the calculation cost
increases significantly when the temperature of the upper wall
is high. The choice between constant and varying conductivity
and viscosity is therefore questionable. For this study, all the
simulations are realized considering a constant subgrid-scale
Prandtl number.

To determine whether λ and µ can be considered constant,
we compare, for a low and a high temperature ratio, the results
obtained when the conductivity and the viscosity vary with those
given by simulations where λ and µ are fixed (values taken at
the average temperature Tm).

Low temperature ratio: T2
T1

= 1.07
In this section, we compared the simulations 395-1.07-cc and

395-1.07-vc.
The profiles of the mean velocity and temperature as well as

of the velocity and temperature fluctuations are identical for the
two simulations. For example, we can see in Figure 4a the mean
longitudinal velocity. The main differences are obtained for the
velocity–temperature correlation, particularly for the vertical
velocity–temperature correlation (Figure 4b).

The good agreement between the profiles of both simulations
leads us to the conclusion that the variations of λ and µ are
negligible for a low temperature ratio, as suggested by the small
values of relative error (3%) obtained on the conductivity and
on the viscosity between the two simulations.

High temperature ratio: T2
T1

= 2
In this section, we compared the simulations 395-2-cc and

395-2-vc. The profiles of this case are compared in Figures 5,

Table 3 DNS used for validation

T2
T1

= Reτ = 180 Reτ = 395

1 Kim et al. [36] Moser et al. [37],
Kawamura et al. [38]

1.01 Debusschere & Rutland [10], Nicoud
[20]

2 Nicoud [20]

6, and 7. Since the curves of both halves of the channel do
not collapse for such a high temperature ratio, the profiles at
the bottom (cold) wall and at the top (hot) wall are displayed
separately.

The mean velocity profiles obtained with constant and vary-
ing λ and µ well agree in the linear region both on the cold
and the hot sides of the channel (Figure 5a). In the logarithmic
region, they are less close to each other. However, the difference
is too small to be significant. In Figure 5b, we can see that for
the mean temperature profiles, neglecting the variations of the
conductivity and the viscosity leads to keeping away the profiles
obtained near the cold and the hot walls and to bringing them
together in the channel centerline.

The longitudinal, vertical, and transverse velocity fluctua-
tions are shown in Figures 6a–c. On these three plots, we observe
discrepancies between cases 395-2-cc and 395-2-vc. Consider-
ing λ and µ constant induces an overestimation of the velocity
fluctuations level on the hot half of the domain and an under-
estimation of their level on the cold half. For the longitudinal
velocity fluctuation, the profiles related to both simulations dif-
fer only slightly. For the vertical and transverse velocity fluctu-
ations, the gap between the curves of simulations 395-2-cc and
395-2-vc is more marked. In particular, we note that this devi-
ation increases as we get further away from the walls, and the
maximum gap between the profiles of the two cases is obtained
in the central region of the channel, closer to the hot side. This
result is surprising because the variations of λ and µ are im-
portant where the variations of temperature are important (near
the wall). In fact, the variations of the mean temperature do not
seem to have an effect: These variations are big near the wall(

∂<T̃ >
∂y

∥∥∥
w

>> 1
)

but the profiles are not modified at this place.
On the contrary, the fluctuations of temperature (Trms) seem to
have an important effect: These fluctuations are maximum in the
center of the channel, where the maximum difference between
the profiles is observed. When the variations of the conductiv-
ity and the viscosity are neglected, another modification of the
profiles appears in Figures 6a–c: The peak locations are slightly
shifted.

For the temperature fluctuations, we observe in Figure 6d
that the profiles given by thermal large eddy simulations 395-
2-cc and 395-2-vc are very close in the near-wall area (y+ ≤
60). Then they deviate and the gap increases toward the channel
centerline, both on the cold side and on the hot side. Neglecting
the variations of the conductivity and the viscosity induces an
underestimation of Trms in the hot half of the domain and an
overestimation in its cold half (effect opposite that for the veloc-
ity fluctuations). However, we can note that for all the profiles
of the fluctuations (velocity and temperature), we have to take
into account the effect of the temperature on the viscosity and
the conductivity.

From Figure 7a, it can be clearly stated that using fixed val-
ues for λ and µ instead of taking their variations into account
causes significant discrepancies in the velocity–velocity corre-
lation profiles. Close to the wall, there is no visible difference
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between the two cases. But after the peak, the profiles deviate
more and more as the channel centerline gets closer. For the
velocity–velocity correlation <uv>, the simulation with con-
stant viscosity and conductivity, by comparison to the simula-
tion taking into account the property variations, leads to a much
lower profile on the cold side of the domain and to a much higher
profile on the hot side. We note, however, an overestimation of
<vθ> on the cold half of the channel (Figure 7), as well as a
distinct overestimation of <uθ> in the center of the domain on
the hot side when the variations of λ and µ are neglected.

For T2/T1 = 2.00 there are significant differences between
the results obtained when the conductivity and the viscosity are
constant and the results when they vary with the temperature.
For the high temperature ratio, the variations of λ and µ cannot
be neglected. Furthermore, the effect of dissymmetry due to the
temperature gradient increases when we take into account the
variation of the viscosity and of the conductivity.

As a conclusion, for the lower temperature ratio, we
show that the impact of the variations of these proper-
ties is negligible since the relative errors on the viscosity
and the conductivity are smaller than 3%

(
relative error :

Max
(

µ1−µm
µm

, µm−µ2
µm

)
and Max

(
λ1−λm

λm
, λm−λ2

λm

))
. For the

higher temperature ratio, the relative error reaches about 24%.
Therefore, their impacts should not be neglected anymore.

STUDY OF THERMAL SUBGRID-SCALE MODELING

The models that can be most properly employed in thermal
large eddy simulation to represent the subgrid-scale heat flux
are the model based on a constant subgrid-scale Prandtl number
and the model consisting of a dynamic calculation of Prsgs de-
veloped by Moin et al. [27]. The advantage of the first of these
models is its simplicity. However, it relies on the assumption
that the temperature field behavior is similar to the velocity field
behavior, which has no reason to hold as the temperature gra-
dient increases. The dynamic model of Moin et al. [27] seems
more appropriate to the study of non-isothermal flows but is
more complex and decreases the time step. We intend here to
compare both models for low and high temperature ratios to find
out whether assuming a constant subgrid-scale Prandtl number
has an impact or not in our configuration in weakly and strongly
non-isothermal cases.

Low Temperature Ratio

We carried out two simulations, weakly non-isothermal and
with a weak turbulent intensity (Reτm ≈ 180 and T2/T1 = 1.01),
that differ only on the model used for the subgrid-scale Prandtl
number (180-1.01-cc and 180-1.01-cd). For all the mean, fluc-
tuation, and correlation profiles, there is no difference between
the two simulations. For example, we can see in Figure 8a
the longitudinal mean velocity, and in Figure 8b, the verti-

cal velocity–temperature correlation, and we can note that the
curves fit very well. This result is not evident if we are looking
at the evolution of the subgrid-scale Prandtl number (Figure 9).

In conclusion, for a weak temperature gradient, the model
based on a constant Prsgs is therefore suitable. This conclusion
is in agreement with the work of Brillant et al. [39], who also
studied the thermal subgrid-scale modeling for the weakly non-
isothermal turbulent channel flow.

High Temperature Ratio

We now consider strongly non-isothermal cases, T2/T1 =
2.00, Reτm = 180, variable λ and µ, and compare the profiles
obtained when the subgrid-scale Prandtl number is constant
(simulation 180-2-vc) and dynamically calculated (simulation
180-2-vd). As previously mentioned, we need to distinguish the
curves of the bottom and top halves of the channel since they are
different for high temperature ratio. For all the mean, fluctua-
tion, and correlation profiles, there are few differences between
the two simulations. For example, we can see that the curves
fit very well in Figure 10a for the longitudinal mean velocity
and in Figure 10b for the vertical velocity–temperature corre-
lation. This result was, again, not evident if we were looking
at the evolution of the subgrid-scale Prandtl number (Figure
11a). However, we can see in Figure 11b, that in both cases,
the resolved part of the turbulent heat flux is much more impor-
tant than the modeled part. The simulation 180-2-vc increases
the modeled part and decreases the resolved part by compari-
son to the simulation 180-2-vd. Thus, the total conductive flux
(molecular and subgrid) is conserved. This could explain why
the thermal subgrid-scale modelization does not affect the re-
sults between the two simulations.

As a conclusion, the comparison of cases 180-2-vc and 180-
2-vd shows no major differences between the results obtained
with the two thermal subgrid-scale models. There are some devi-
ations but they are not distinct enough to question the similarity
of the model based on a constant subgrid-scale Prandtl number
and the model consisting of a dynamic calculation of Prsgs for
T2/T1 = 2.00.

This similarity at a high temperature ratio is surprising. It
might be due to the low turbulent Reynolds number considered
here (Reτm = 180), or to our mesh, which could be fine enough
to prevent the thermal subgrid-scale model from having any
influence. To check these hypotheses, we carried out additional
simulations with Reτm = 395 at temperature ratio of 2.

Inn Figures 12a and b, we can see that, as for the case at
Reτm = 180, it is not necessary to use a Prsgs solved dynami-
cally. There are no significant differences between, the mean,
fluctuation, and correlation profiles obtained with a constant or
dynamic Prsgs.

We can conclude that, for a temperature ratio lower than or
equal to 2, we can use a constant Prsgs to solve the thermal
subgrid scale.
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Figure 12 Influence of the thermal subgrid-scale model for T2/T1 = 2.00 at
Reτm = 395.

ANALYSIS OF THE EFFECT OF INCREASING THE
TEMPERATURE RATIO

We now focus on the impact of the temperature gradient
on the turbulent flow for Reτm ≈ 180 and 395. Following the
conclusions of the previous section, we consider here the simula-
tions carried out with a constant subgrid-scale Prandtl number.
For low temperature ratios, we use the simulation with fixed
values of the conductivity and the viscosity and for the high
temperature ratio we use the simulations where the variations
of λ and µ are taken into account. Therefore, we compare first
the cases 180-1-cc and 180-2-vc for Reτm ≈ 180 and, second,
the cases 395-1-cc and 395-2-vc for Reτm ≈ 395. We begin with
the presentation of the evolution of the mean, fluctuation, and
correlation profiles when T2/T1 increases. Then we propose an
underlying physical mechanism.

Mean Profiles

The mean velocity and temperature profiles normalized using
the friction velocities Uτ and the friction temperatures Tτ are
plotted as a function of y+, in Figures 13c and 13d, for Reτm =
180 and in Figures 14c and d for Reτm = 395.

We note that for Reτm ≈ 180 in the linear region, the profiles
of the low and high temperature ratio cases are similar. In the
logarithmic area, when T2/T1 is higher the profile of the cold
side increases and the profile of the hot side slightly decreases.

It therefore seems that the velocity profile becomes dissym-
metrical for a high temperature ratio; this effect can also be seen
in Figure 13a, where the velocity is normalized using the max-
imum velocity and plotted as a function of y/h. Some authors
have previously mentioned [5, 20] this dissymmetry but only
for simulation with a weak turbulent intensity (Reτm ≤ 180).

Always in Figure 13a, the high temperature ratio curve is
a little above the low temperature ratio one near the cold wall
(y/h = 0) and then it is slightly under the low temperature ratio
one farther away from the wall. On the hot side the effect is
reversed: The profile related to T2/T1 = 2.00 is under the profile
related to T2/T1 = 1.01 close to the hot wall (y/h = 2) and above
this profile closer to the channel centerline. As a consequence,
the velocity gradients are modified when T2/T1 increases. This,
in addition of the variations of the fluid properties, explains
the difference between the turbulent Reynolds numbers of the
bottom and top walls for T2/T1 = 2.00 (Table 2). These changes
also induce a small shift of the velocity maximum, which is
reached slightly closer to the hot wall.

For the mean temperature, the profiles of simulations 180-
1-cc and 180-2-vc are very close (Figure 13d). However, we
notice a small gap between the three curves for y+ ≥ 80. When
looking at Figure 13b, where the temperature is normalized
using the temperature difference (T2 – T1) and the vertical co-
ordinate is divided by the channel half height, h, we can see a
deviation between the weakly and the strongly non-isothermal
profiles. The curve corresponding to T2/T1 = 2.00 is slightly
above the curve corresponding to T2/T1 = 1.01 all along the
channel. Consequently, when the temperature ratio rises, the
mean temperature profile becomes dissymmetrical, as observed
by Wang and Pletcher [5] and Nicoud [20], and the average
temperature has not reached at the channel centerline anymore
but is closer to the cold wall (at y/h ≈ 0.92). The tempera-
ture gradients are then not the same as the low temperature
ratio case and are different on the cold and hot halves of the
domain.

With a turbulent Reynolds number of 395, increasing T2/T1

has the same influence on the mean velocity and temperature
profiles than for Reτm = 180 (Figure 14).

Moreover, the deviations between the curves corresponding
to the low and the high temperature ratios are stronger for this
turbulent Reynolds number than for Reτm ≈ 180. This is par-
ticularly striking for the mean temperature profiles. Indeed, we
note that the curves do not collapse since y+ ≈ 20 in Figure 14d,
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Figure 13 Influence of T2/T1 at Reτm = 180: mean velocity and temperature. Figure 14 Influence of T2/T1 at Reτm = 395: mean velocity and temperature.
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and in Figure 14b the strongly non-isothermal profile is really
higher than the weakly non-isothermal profile.

Fluctuations

The velocity and temperature fluctuations given by the ther-
mal large eddy simulations 180-1-cc and 180-2-vc (Reτm =
180) are compared in Figure 15 and those given by simulations
395-1-cc and 395-2-vc (Reτm = 395) are shown in Figure 16.

The impact of a rise in the temperature ratio on the velocity
fluctuations is the same for both turbulent Reynolds numbers. It
can be seen in Figures 15a–c that T2/T1 strongly influences the
longitudinal, vertical, and transverse velocity fluctuations. We
again observe that the profiles become dissymmetrical when the
temperature ratio increases. This effect is much more obvious
than for the mean profiles. On the cold side of the channel, the
levels of the velocity fluctuations are strongly enhanced. On the
hot side, on the contrary, their levels are clearly reduced. It must
also be noticed that when T2/T1 is higher, the locations of the
peaks maxima are shifted away from the wall on the cold half
of the channel and toward the wall on the hot half.

When the temperature ratio increases, the temperature fluctu-
ations are modified too. The comparison of the curves obtained
for a turbulent Reynolds number of Reτm = 180 is displayed
in Figure 15d. On the cold side, the profile given by the high
temperature ratio simulation is above the profile of the low tem-
perature ratio simulation in the near-wall area and for y+ ≥ 95
it is the contrary. On the hot side of the channel, the curves
obtained in simulations 395-1-cc and 395-2-vc collapse for 0
≤ y+ ≤ 35. For y+ > 35, the level of the temperature fluctua-
tion corresponding to the strongly non-isothermal case is higher
than in the weakly non-isothermal case. In regard to the peak
position, it is unchanged on the upper (hot) side but it is slightly
shifted away from the wall on the lower (cold) side.

For Reτm ≈ 395, we can see in Figure 16d that the temperature
fluctuations are more strongly modified when T2/T1 increases.
On the cold half of the domain, the peak intensity is increased
and then for y+ ≥ 180 the level of the temperature fluctuations
diminishes. On the hot half the effect is reversed: the profile
of Trms is reduced around the peak and beyond y+ = 80 it is
greatly enhanced. The peak location is also shifted when the
temperature ratio rises: It moves slightly away from the wall on
the cold side and toward the wall on the hot side.

Velocity–Velocity and Velocity–Temperature Correlations

The velocity–velocity and velocity–temperature correlations
obtained for both turbulent Reynolds numbers are displayed in
Figures 17 (Reτm ≈ 180) and 18 (Reτm ≈ 395). As for the
velocity fluctuations, we note large gaps between the profiles
of the low temperature ratio and the high temperature ratio
simulations.

Figure 15 Influence of T2/T1 at Reτm = 180: velocity and temperature fluc-
tuations.
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Figure 16 Influence of T2/T1 at Reτm = 395: velocity and temperature fluc-
tuations.

Figure 17 Influence of T2/T1 at Reτm = 180: velocity–velocity and
velocity–temperature correlations.
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The consequence of increasing T2/T1 is similar for Reτm ≈
180 and Reτm ≈ 395. For the velocity-velocity correlation (Fig-
ure 17a) and the longitudinal velocity-temperature correlation
(Figure 17b), the effect is the same than for the velocity fluc-
tuations: On the cold side of the channel, the profiles levels
become much higher and the peaks are slightly shifted away
from the wall and on the hot side the profiles intensities are
reduced and the peaks get a little closer to the wall. For the
vertical velocity-temperature correlation profiles (Figure 17c),
the evolution is similar when the temperature ratio increases if
we consider their absolute values.

Effect of Semilocal and Van Driest Scalings

Up to this point, we have compared simulations using fric-
tion velocity and temperature scaling. In this section, we use
semilocal and Van Driest scalings.

The semilocal scaling is performed using the following equa-
tions

U ∗
τ =

√
τw

< ρ > (y)
; T ∗

τ = Qw

< ρ > (y) CPUτ

;

y∗ = yU ∗
τ

< ν > (y)
(26)

We can see, in Figures 19, the longitudinal mean velocity
in Figure 19a, the longitudinal velocity fluctuations in Figure
19b, and the temperature fluctuations in Figure 19c, for the sim-
ulation 395-2 using the semilocal scaling. We observe that for
the longitudinal mean velocity (Figure 19a) and the longitudinal
velocity fluctuations (Figure 19b), the semilocal scaling permits
us to obtain closer results between the hot and the cold sides by
comparison with the friction velocity scaling (Figures 14c and
16a). The dissymmetry remains for yI = 10 to 300. On the other
hand, for the fluctuation temperature profiles (Figure 19c) and
by comparison with Figure 16d, the semilocal scaling does not
reduce the dissymmetry.

The Van Driest scaling for a low Mach flow is calculated as
follows [40]:

U+
V D = −2

Prsgs Tτ/Tw

[√
1 − Pr

sgs
Tτ/TwU+ − 1

]
(27)

In Figure 20 is plotted the longitudinal mean velocity using
Van Driest scaling. By comparison to Figure 14c, the profiles
obtained on the hot and the cold sides are closer using Van Driest
scaling than using friction velocity scaling.

Taking into account the fluid property variations (semilocal
or Van Driest scalings) does not permit us to suppress the dis-
symmetry. The coupling between turbulence and heat transfer
is more complex than a simple effect of the temperature on the
fluid properties.

Figure 18 Influence of T2/T1 at Reτm = 395: velocity–velocity and
velocity–temperature correlations.

DISCUSSION OF THE PROFILE EVOLUTION

The influences of the temperature ratio on the mean
profiles, on the fluctuations, and on the correlations have
been described. We now turn our attention to the physical
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Figure 19 Semilocal scaling for the simulation 395-2.

mechanism that could explain the observed modifications.
A diagram of this mechanism is given in Figure 21. It
presents the phenomena created for the non-isothermal case
(T2/T1 = 2).

We know that the temperature imposed on the top wall is
twice higher than the temperature imposed on the bottom wall.
This difference of temperature will directly affect all the fluid

Figure 20 Van Driest scaling for the velocity, simulation 395-2.

properties but in opposite manner on the two sides. Indeed, one
gets:

• T2 higher than T1 induces ρ2 lower than ρ1 (ρ = Pthermo
RT ).

• T2 higher than T1 induces µ2 higher than µ1

(µ(T ) = 1.461 10−6 T 1.5

T +111 ).
• T2 higher than T1 induces λ2 higher than λ1

(λ(T ) = µCP
Pr = 1.468 10−3

Pr
T 1.5

T +111 ).

The large variations of ρ, µ, and λ (Table 4) when T2/T1 =
2 affect the flow through the following mechanism. The ρ and
µ variations (respectively ρ and λ variations) induce significant
differences for the velocity gradients (respectively temperature
gradients). The differences of velocity and temperature gradients
near the two walls (Table 4) result in a loss of symmetry in the ve-
locity and temperature profiles for the whole domain. However,
the relations between the fluctuations and these gradients are not
linear. As a consequence, we cannot predict a priori the evolu-
tion of Urms, Vrms, Wrms, and Trms. Finally, the density profile
becomes dissymmetric due to the dissymmetry of the mean tem-
perature profile. This dissymmetry results in the redistribution
of the mass flow rate, Dm = Lz

∫ L y

y=0 ρ (y) U (y) dy, through
the domain when T2/T1 increases. This mechanism raises the

Figure 21 Physical mechanisms responsible for the modifications of all the
profiles when T2/T1 increases (T2/T1 = 1, 1.01, 1.07 and 2).
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Table 4 Values of the fluid properties and velocity and temperature gradients to the wall

Case ρ µ λ ∂<Ũ>
∂y

∣∣∣
w

∂<T̃ >
∂y

∣∣∣
w

∂<Urms>
∂y

∣∣∣
w

∂<T rms>
∂y

∣∣∣
w

180-2-vc Cold 1.189 1.814 × 10−5 0.0240 4.7 × 103 7.7 × 104 2.1 × 103 3.1 × 104

180-2-vc Hot 0.595 2.974 × 10−5 0.0393 2.5 × 103 3.5 × 104 9.2 × 102 1.4 × 104

395-2-vc Cold 1.189 1.814 × 10−5 0.0256 2.1 × 104 1.4 × 105 9.8 × 103 5.1 × 104

395-2-vc Hot 0.595 2.974 × 10−5 0.0421 1.3 × 104 5.8 × 104 6.3 × 103 2.1 × 104

Table 5 Heat transfer coefficient (W K−1 m−2)

Side 395-1.07 395-2

Cold 18 W K−1 m−2 25 W K−1 m−2

Hot 17 W K−1 m−2 16 W K−1 m−2

question of the relative influence of the variations of the density
compared to the variations of the conductivity and the viscosity.
We can state that in the physical mechanism described earlier,
the evolutions of the profiles are mainly due to the variations of
the density, but not only to this. We showed in this article that
the variations of λ and µ are not negligible. However, the impact
of the variations of λ and µ is less important than the impact of
ρ. Indeed, the effect of a high temperature ratio (dissymmetry
of the profiles) is important even if λ and µ are assumed to
be constant (Figures 5–7). Furthermore, the use of semilocal or
Van Driest scaling does not contain the physic that is respon-
sible for the dissymmetry. Consequently, the coupling between
turbulence and heat transfer must be taken into account.

Another important effect of the temperature ratio concerns
the heat transfer coefficient. For a turbulent Reynolds number of
395, the coefficients calculated using the results of the thermal
large eddy simulations are given in Table 5. For the same turbu-
lent Reynolds number, when the temperature ratio increases, the
heat transfer coefficient increases in the cold side and decreases
in the hot side. This effect is linked to the relaminarization in the
hot side. It is a major inconvenience of the asymmetric heating
of high-temperature solar receivers.

CONCLUSIONS

We investigated a subsonic non-isothermal turbulent channel
flow representative of the flow inside a solar receiver using ther-
mal large eddy simulation with the low Mach number equations.
We studied two turbulent Reynolds numbers (Reτm ≈ 180 and
395) and considered low and high temperature ratios (T2/T1 =
1.01, 1.07, and 2.00).

We first investigated the influence of the variations of the vis-
cosity and the conductivity. We showed that for a low tempera-
ture ratio they can be fixed at constant values without changing
the profiles. However, when T2/T1 = 2.00, these variations must
be taken into account. We then compared two thermal subgrid-
scale models: a constant subgrid-scale Prandtl number and a
dynamic calculation of the subgrid-scale Prandtl number. Our

results tend to demonstrate that they both give similar results,
even for a temperature ratio as high as T2/T1 = 2.00. Addi-
tional simulations with a higher temperature ratio need to be
carried out in order to definitely conclude as regards the thermal
subgrid-scale modeling.

The modifications induced by a rise in the temperature ratio
are analyzed. We observed for both Reτm ≈ 180 and Reτm ≈
395 that when T2/T1 increases, the profiles become dissymmet-
ric. Moreover, the levels and the locations of the peaks of the
fluctuations and correlations are modified. Finally, we presented
an explanation of the physical mechanism responsible for these
changes. They are due to the combination of the variations of
the fluid properties, mainly those of the density, and of their
effect on the velocity and temperature gradient in the near wall
region.

The results presented in this article show that the flow in-
side a solar receiver is driven by a complex coupling between
the temperature gradient and the turbulence. This interaction
is not totally included in the semilocal or Van Driest scalings.
Furthermore, the heat transfer coefficient cannot be precisely
determined using correlations and accurate simulations are re-
quired.

NOMENCLATURE

CP calorific capacity, CP = 1005 J kg−1 K−1

h channel half height, h = 0.015, m
Pthermo thermodynamic pressure, Pa
P’ corrected dynamic pressure, Pa
Pr Prandtl number
Qw heat flux to the wall, W m−2

Reb bulk Reynolds number, Reb = ρbhUb /µb

Reτ wall Reynolds number, Reτ = ρwhUτ /µw
S̃i j strain tensor, S̃i j = 1

2

(
∂Ũi
∂x j

+ ∂ŨJ
∂xI

)

T temperature, K
Tb bulk temperature, Tb = 1

2h

∫ 2h
0 < T̃ > (y) dy

Tm average temperature, Tm = T1+T2
2

Tτ friction temperature, Tτ = Qw/ρwCpUτ, K
T∗

τ semilocal temperature, T ∗
τ = Qw

<ρ>(y)CP Uτ

U longitudinal velocity, m s−1

Ub bulk velocity, Ub = 1
2h

∫ 2h
0 < Ũ > (y) dy

Uτ friction velocity, Uτ =
√

τw/ρw

Uτ
∗ semilocal velocity, U ∗

τ =
√

τw

<ρ>(y)
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U+
VD Van Driest scaling, U+

V D =
−2

Prsgs Tτ/Tw

[√
1 − Prsgs Tτ/TwU+ − 1

]

V vertical velocity, m s−1

W transverse velocity, m s−1

y+ nondimensionalized coordinate,

Greek Symbols

κ thermal diffusivity, m2 s−1

λ thermal conductivity, W m−2 K−1

µ dynamic viscosity, kg m−1 s−1

ν kinematic viscosity, m−2 s−1

ρ density, kg m−3

& j subgrid-scale heat flux, W m−2

τij subgrid-scale stress tensor, Pa
τw wall shear stress, τw = µw∂Ũ /∂y|w, Pa

Subscripts

m average value
w value at the wall
1 value at the cold (bottom) wall
2 value at the hot (top) wall
sgs subgrid scale

Superscripts

+ obtained using friction scaling
∗ obtained using semi-local scaling

Mathematical Operators

– operator of Reynolds meaning
∼ operator of Favre meaning
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