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ABSTRACT

Context. The star formation rate density (SFRD) evolution presents an area of great interest in the studies of galaxy evolution and reionization. The
current constraints of SFRD at z > 5 are based on the rest-frame UV luminosity functions with the data from photometric surveys. The VIMOS
UltraDeep Survey (VUDS) was designed to observe galaxies at redshifts up to ∼6 and opened a window for measuring SFRD at z > 5 from a
spectroscopic sample with a well-controlled selection function.
Aims. We establish a robust statistical description of the star-forming galaxy population at the end of cosmic HI reionization (5.0 ≤ z ≤ 6.6) from
a large sample of 49 galaxies with spectroscopically confirmed redshifts. We determine the rest-frame UV and Lyα luminosity functions and use
them to calculate SFRD at the median redshift of our sample z = 5.6.
Methods. We selected a sample of galaxies at 5.0 ≤ zspec ≤ 6.6 from the VUDS. We cleaned our sample from low redshift interlopers using
ancillary photometric data. We identified galaxies with Lyα either in absorption or in emission, at variance with most spectroscopic samples in the
literature where Lyα emitters (LAE) dominate. We determined luminosity functions using the 1/Vmax method.
Results. The galaxies in this redshift range exhibit a large range in their properties. A fraction of our sample shows strong Lyα emission, while
another fraction shows Lyα in absorption. UV-continuum slopes vary with luminosity, with a large dispersion. We find that star-forming galaxies
at these redshifts are distributed along the main sequence in the stellar mass vs. SFR plane, described with a slope α = 0.85±0.05. We report a flat
evolution of the specific SFR compared to lower redshift measurements. We find that the UV luminosity function is best reproduced by a double
power law, while a fit with a Schechter function is only marginally inferior. The Lyα luminosity function is best fitted with a Schechter function.
We derive a log SFRDUV(M� yr−1 Mpc−3) =−1.45+0.06

−0.08 and log SFRDLyα(M� yr−1 Mpc−3) =−1.40+0.07
−0.08. The SFRD derived from the Lyα luminosity

function is in excellent agreement with the UV-derived SFRD after correcting for IGM absorption.
Conclusions. Our new SFRD measurements at a mean redshift of z = 5.6 are ∼0.2 dex above the mean SFRD reported in Madau & Dickinson
(2014, ARA&A, 52, 415), but in excellent agreement with results from Bouwens et al. (2015a, ApJ, 803, 34). These measurements confirm the
steep decline of the SFRD at z > 2. The bright end of the Lyα luminosity function has a high number density, indicating a significant star formation
activity concentrated in the brightest LAE at these redshifts. LAE with equivalent width EW> 25 Å contribute to about 75% of the total UV-derived
SFRD. While our analysis favors low dust content in 5.0 < z < 6.6, uncertainties on the dust extinction correction and associated degeneracy in
spectral fitting will remain an issue, when estimating the total SFRD until future surveys extending spectroscopy to the NIR rest-frame spectral
domain, such as with JWST.

Key words. galaxies: high-redshift – galaxies: evolution – galaxies: formation – galaxies: star formation – dark ages, reionization, first stars –
galaxies: luminosity function, mass function

1. Introduction

As the first galaxies formed, they ionized the local medium
they are embedded in, making radiation free to propagate (e.g.,
Dayal & Ferrara 2018). There is a growing consensus that
the end of the Hydrogen reionization epoch is at a redshift
z ∼ 6, stemming from several lines of evidence. The opti-
cal depth of HI reionization is one of many parameters in the
standard ΛCDM cosmological world model and it can be mea-
sured from observations of the cosmic microwave background
(CMB) power spectrum, giving access to the start, midpoint,
and end of the reionization process (Hinshaw et al. 2013). These

? Based on data obtained with the European Southern Observa-
tory Very Large Telescope, Paranal, Chile, under Large Program
185.A−0791.

measurements can then be compared to the ionizing background
output by observed populations of galaxies and active galactic
nuclei (AGN). From the WMAP CMB observations, it has been
inferred that the reionization would have been ∼50% completed
at z ∼ 10.5 (Spergel et al. 2003). This would require a pres-
ence of a substantial ionizing background at quite early times,
which should have materialized from star-forming galaxies at
very early epochs. Early attempts to reconcile WMAP measure-
ments with UV background estimates found it hard to iden-
tify enough galaxies capable of producing the required number
of UV photons at early times (Robertson et al. 2013). Several
hypotheses were proposed in order to solve this discrepancy,
some among them invoking a substantial population of growing
supermassive black holes and numerous faint galaxies escaping
detection (Ciardi et al. 2003; Volonteri & Gnedin 2009).
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The more recent findings on the epoch of HI reioniza-
tion from the Planck experiment revisited the issue from the
CMB point of view and significantly reduced the optical depth
of reionization, which lowers the requirements on the num-
ber of ionizing photons and hence on the number of galaxies
at high redshifts. Comparing the optical depth of reionization
from Planck and from deep surveys, Robertson et al. (2015) and
Bouwens et al. (2015b) claim that galaxies produce enough ion-
izing photons provided that there are enough faint galaxies pop-
ulating the faint-end slope of the UV luminosity function. The
latest results from the Planck experiment favor an even smaller
reionization optical depth. The redshifts of the start, 50%, and
end of reionization, derived from the CMB Planck maps with
95% CL, are now z = 10.4 ± 1.8, 8.5 ± 0.9, <8.9, respectively
(Planck Collaboration XLVII 2016). These results further con-
solidate the picture of reionization that happened late and fast,
with reionization being driven by photons from massive stars in
low mass galaxies as outlined in the 2018 Planck satellite results
(Planck Collaboration VI 2018).

However, matching the CMB results with galaxy counts
remains a considerable challenge. Deep galaxy surveys are con-
stantly pushing the search for galaxies capable of producing the
needed ionizing photons to higher redshifts and fainter luminosi-
ties (e.g., Le Fèvre et al. 2005, 2013, 2015; Scoville et al. 2007;
Stark et al. 2009; Koekemoer et al. 2011; Pentericci et al. 2011;
Ellis et al. 2013; Bowler et al. 2015; Bouwens et al. 2015b). The
challenge is to characterize the luminosity function of these first
galaxies with enough accuracy that the total number of ioniz-
ing photons can be accurately estimated. The census of high red-
shift galaxies is continuously improving, first and foremost on the
basis of deep imaging with the Hubble Space Telescope (HST)
and selected ground-based facilities. Faint multiband photometry
reaching magnitudes AB∼ 30 significantly increased the number
of galaxy candidates with z > 6 and up to z ∼ 10, from the
HST CANDELS (Grogin et al. 2011; Koekemoer et al. 2011),
COSMOS (Scoville et al. 2007), Frontier Fields (Finkelstein et al.
2015; Lotz et al. 2017) and UltraVista surveys (McCracken et al.
2012). The additional boost from gravitational lensing allows to
further constrain the faint-end slope of the luminosity function,
reaching MUV ∼ −13 (Livermore et al. 2017; Bouwens et al.
2017; Ishigaki et al. 2018; Yue et al. 2018). These surveys form the
basis of our understanding of the UV rest-frame luminosity func-
tion and the derived star formation rate density (SFRD, Madau
& Dickinson 2014), at these redshifts. However, these observa-
tions remain challenging, and improving the faint galaxy census
at z > 5 from high purity and completeness counts of galaxies
with confirmed redshifts, therefore, remains of the utmost impor-
tance, particularly with regard to setting robust constraints on the
SFRD history.

In this paper, we focus on providing robust counts of galax-
ies covering a redshift range from z ∼ 5 to z ∼ 6.6, a time close
to, or including, the end of reionization. This corresponds to a
cosmic time period from 0.8 to 1.15 Gyr after the Big Bang. We
base our counts on a sample of galaxies with a reliable spectro-
scopic redshift identification obtained from the VIMOS Ultra-
Deep Survey (VUDS, Le Fèvre et al. 2015), at variance from
most previous studies based on photometric redshift identifica-
tion (McLure et al. 2009; Bouwens et al. 2015a; Bowler et al.
2015) or spectroscopy with narrower selection criteria (Ouchi
et al. 2008; Cassata et al. 2011; Santos et al. 2016; Drake et al.
2017). We identify and characterize star-forming galaxies, focus-
ing on several key quantities, including the UV rest-frame lumi-
nosity, the Lyα line luminosity, as well as stellar mass, star
formation rates (SFR), and other parameters derived from the

spectral energy distribution (SED) fitting. We derive cosmic
SFRDs from observed rest-frame UV luminosity functions, as
well as from Lyα luminosity functions.

The paper is organized as follows. In Sect. 2, we describe our
methods to isolate a reliable sample of 49 galaxies with spectro-
scopic redshifts 5 < z < 6.6. We present the sample in Sect. 3,
including the redshift distribution, average spectral properties,
UV β-slopes, and the distribution of these galaxies in the SFR
versus stellar mass diagram. Observed galaxy counts are used
with UV and Lyα luminosities to derive luminosity functions in
Sect. 4. We then derive SFRDs from the UV and Lyα luminosity
functions, compare them, and discuss their evolution with red-
shift in Sect. 5. The results are summarized in Sect. 6.

Throughout the paper we use ΛCDM cosmology with H0 =
70 km s−1 Mpc−1, ΩΛ = 0.70, Ωm = 0.30. All magnitudes are
given in the AB system.

2. Data

2.1. Spectroscopic and photometric data

We used the spectroscopic sample of galaxies drawn from
VUDS, which is described in detail in Le Fèvre et al. (2015).
The wavelength coverage of the survey is from 3650 to 9350 Å,
making it possible to obtain secure redshift measurements up to
redshift z∼6.6, at which the Lyα–1215 Å line leaves the spec-
tral window. The spectroscopic redshifts in VUDS are measured
based on several spectral features with accuracy of dz ∼ 10−3

(Le Fèvre et al. 2015). Most of the spectra in the survey were
observed with a low-resolution grating of VIMOS spectrograph
(R = 230). Complementary to it, a number of objects were
observed with a medium resolution of R = 580. The targets with
zphot > 4.0 had a higher priority to be observed with a medium
resolution.

The survey covers three different fields with a total area of
1 deg2: VVDS02h, COSMOS, and ECDFS. This minimizes the
effects of cosmic variance. A wide range of ancillary data is
available for each field to produce a sample, for which complete-
ness and purity are well controlled, and to infer physical param-
eters, most importantly stellar masses and SFRs through SED
fitting performed with the knowledge of the accurate redshift.

In the VVDS02h field, we used photometry from the 7th
data release of CFHT Legacy Survey (CFHTLS, Cuillandre et al.
2012), which covers the u∗, g′, r′, i′, z′ optical bands. It is
complemented by the infrared data in J, H, and K bands from
WIRCam Deep Survey (WIRDS, Bielby et al. 2012), and in
two IRAC bands (3.6 and 4.5 µm) from the Spitzer Extragalactic
Representative Volume Survey (SERVS, Mauduit et al. 2012).

The full range of photometric observations in the COSMOS
field is presented on the COSMOS web site1. In this work, we
use the optical data from CFHT for u∗ band, Subaru broad bands
(B, V , g+, r+, i+, z+), the near-infrared bands J and K from
UltraVista (McCracken et al. 2012), and IRAC bands from the
Spitzer Extended Deep Survey (SEDS, Ashby et al. 2013).

In the ECDFS field, we used depending on availability
either the CANDELS set of photometry (Grogin et al. 2011;
Koekemoer et al. 2011), which includes observations in the
optical and near-infrared HST bands, or the Taiwan ECDFS
Near-Infrared Survey data (TENIS) with observations in J and
Ks bands (Hsieh et al. 2012) complemented by the Galaxy

1 http://cosmos.astro.caltech.edu/
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Evolution from Morphology and SEDs survey (GEMS) in
F606W and F850LP bands (Caldwell et al. 2008).

The main target selection was based on photometric redshifts
and was designed to go to the highest possible redshifts starting
from z = 2. The galaxies were chosen to have zphot + 1σ ≥ 2.4,
where zphot is either the first or the second peak in the photo-
metric redshift probability distribution function (PDF). The lim-
iting magnitude of the main survey target selection is i = 25.
This primary sample was complemented by galaxies chosen with
two widely used techniques. The first one is the Lyman-break
or dropout technique, which is based on the search of a break
in the continuum corresponding to the changing spectral shape
of a galaxy continuum between the Lyman limit at 912 Å and
Lyα, classically followed in color-color diagrams (Steidel et al.
1996). The second technique is based on the search of Lyα emis-
sion line in narrow bands at 814 nm and 921 nm corresponding
to z ∼ 5.7 and 6.57, respectively (Taniguchi et al. 2005). The
galaxies from both these selections may have i > 25. The galax-
ies chosen with the dropout technique have limiting magnitude
KAB ≤ 24 and were added to the target sample only if they
are not already selected in the primary sample. In our high red-
shift sample, we have about 10% of the sample chosen by these
criteria.

In addition to this main sample, in the process of examining
all 2D spectra visually, the VUDS team discovered a number of
single emission lines belonging to objects falling by chance in
the slits, but for which no counterparts could be identified on
any of the available images. These were analyzed following a
method similar to that of Cassata et al. (2011) to assess the nature
of the line. In this way, we identified a number of serendipitous
Lyα emitters (LAE) with a UV continuum flux too faint to be
detected in broad photometric bands.

The combination of these samples assembled from comple-
mentary selection functions resulted in a high redshift sample
covering a broad range of properties. The selection function of
the sample is well-defined and makes it possible to accurately
derive volume-average quantities, such as luminosity functions.
The selection of each subsample needs to be fully taken into
account in determining luminosity functions because the galax-
ies chosen by different techniques were drawn from different par-
ent populations, as discussed in Sect. 4.

Spectroscopic redshifts were measured with standard cross-
correlation of a spectrum with reference galaxy spectra using
the EZ tool (Garilli et al. 2010). The adopted redshift reliability
flags are described in Le Fèvre et al. (2015). In short, these were
obtained from visual estimates of the redshift measurement relia-
bility from several observers, based on several indicators includ-
ing the signal-to-noise ratio (S/N) of the spectral continuum,
the number of matching emission and/or absorption lines, the
strength of the cross-correlation peak, etc. The following proba-
bilities to be correct were determined for each of the flags after
repeat and independent observations of a subsample of galaxies
in the survey: 50−75%; flag 2: 75−85%; flag 3: 85−95%; flag 4:
95−100%; flag 9: ∼80%.

Spectroscopic redshift measurements using the observed
spectral range 3650−9350 Å are challenging at z > 5 since the
faint fluxes of the continuum and emission lines are detected
against the bright Earth atmosphere emission. Even with 14 h
integrations with VIMOS on the 8 m ESO-VLT, a high frac-
tion of galaxies still has insecure redshifts with reliability flag 1
at these redshifts. Another challenge is the possible confusion
between the Lyα and [OII] emission lines due to the resolution
of our spectra. The [OII] doublet or an asymmetric structure of

Lyα line are not resolved on the spectra of individual objects at
the observed spectral resolution. Therefore, additional verifica-
tion of measured redshifts was necessary. We scrutinized each
of the z > 5 candidates following a clear reference protocol to
further assess the reliability of their redshifts. This procedure is
described in Sect. 2.2.

We extensively used the ancillary data, such as multiband
deep imaging and photometry. With direct image examination,
we identified cases, in which spectra belonged to two close com-
panions at different redshifts. We then attempted to disentangle
true high redshift object from the low redshift interloper combin-
ing the spatial location of spectral features observed on the 2D
spectrograms with the location of objects observed in images
in different wavebands (e.g., indicating a possible continuum
dropout signaling a Lyman break for one of the objects).

We also used the photometric measurements to perform SED
fitting of each candidate galaxy, with and without fixing the red-
shift. The SED fitting without fixing the redshift provided us
with the PDF of photometric redshifts and the best fit template
at the peak of this PDF. In order for the SED fitting to be help-
ful in distinguishing between the true high redshift galaxies and
low redshift interlopers as described in Sect. 2.2, we used a wide
range of templates, suitable for both high and low redshift. We
used Bruzual & Charlot (2003) models with Chabrier (2003)
initial mass function, two star formation histories: exponen-
tially declining and delayed, and solar and subsolar metallicities
(Z = 0.02 and Z = 0.008) to fit the SED with LePhare (Arnouts
et al. 2002; Ilbert et al. 2006). We considered two extinction
laws: Calzetti et al. (2000) and SMC-like (Prevot et al. 1984),
and a range of the E(B − V) values from 0.0 to 0.5. The best fit
was determined by the minimization of χ2.

The SED fitting using the fixed spectroscopic redshift deliv-
ered the best estimates of physical parameters and the best fit
template at the spectroscopic redshift. We defined the uncertain-
ties on physical parameters from the PDF of each parameter. We
used the uncertainties of the apparent magnitudes used for SED
fitting to robustly determine the uncertainty of the FUV magni-
tude measurements (see Sect. 4.2).

In Sect. 3, we extend up to z = 6.6 the work of Tasca et al.
(2015), which was done up to z = 5.5. When comparing different
physical parameters and their evolution with redshift, we used
consistent methods.

2.2. Cleaning of the high redshift sample

We started by selecting all galaxies from VUDS with spec-
troscopic redshifts in our range of interest 5.0 < z < 6.6.
We selected 111 candidates with all reliability flags. Seven of
these candidates had the most secure redshifts with flags 3 or
4. In most of the spectra, however, the observed features were
either one emission line, which was associated to Lyα in the
redshift measurement process, or a continuum break, which
was associated to the break at 1215 Å produced by the strong
intergalactic medium (IGM) extinction at these redshifts (e.g.,
Thomas et al. 2017a). Up to redshift 5, we could usually dis-
tinguish between Lyα and [OII] emission lines because Hβ and
the [OIII]–4959/5007 Å doublet would still be observed in the
VIMOS spectral window if a single line with λ < 7200 Å was
[OII]–3727 Å rather than Lyα. At the higher redshifts consid-
ered in this paper, Hβ and [OIII] would be shifted beyond the
observed wavelength range and, therefore, the detection of a sin-
gle emission line with λ > 7200 Å should be interpreted with
caution. Another degeneracy in redshift measurement comes
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from the possibility to misinterpret a Balmer break at ∼4000 Å
in a spectrum as a Lyman break or dropout in the continuum due
to the absorption by the neutral gas along the line of sight. These
degeneracies impose that each high redshift galaxy candidate has
to be scrutinized to identify possible low redshift galaxies con-
taminating our sample. To resolve this issue, we made use of all
spectroscopic and photometric data and inspected each galaxy
individually imposing several criteria for a galaxy to be retained
in the final 5.0 < zspec < 6.6 sample:

1. No detection in photometric bands corresponding to wave-
lengths below the Lyman limit at 912 Å, as neutral gas in the
galaxy itself should not let photons out;

2. No detection or weak detection below the 1σ limit in
photometric bands corresponding to wavelengths 912 Å<λ<
1215.7 Å, as neutral gas in the intervening IGM should absorb
most of the photons emitted by the galaxy (depending on the line
of sight; Thomas et al. 2017a);

3. At least one detection in a photometric band correspond-
ing to the rest-frame 1215.7 Å (for LAE) or at wavelengths
longer than 1215.7 Å for galaxies without Lyα in emission, as
some continuum photons should be detected;

4. The difference between spectroscopic and photometric
redshifts should be zspec−zphot ≤ 3σ, with σ being the halfwidth
of the 68.3% confidence interval around the peak in the photo-
metric redshift PDF, for at least one of the peaks in the photo-
metric redshifts PDF2;

5. The best SED fit template with the redshift fixed at the
spectroscopic redshift and based on photometric points only is
in agreement with the observed spectrum, including features
expected to be observed in the spectrum (e.g., main spectral
lines, continuum shaped like a break at around Lyα or at the
Lyman break).

Galaxies with redshift reliability flags 1 and 9 will be
affected the most by the degeneracies described above; as for
flag 1, these spectra have generally low S/N and correspond to
the faintest galaxies. The spectra with flag 9 have only a sin-
gle feature identified in the spectrum – emission line (presum-
ably Lyα). To be retained in our final sample, these galaxies,
therefore, had to pass all the above criteria. The galaxies with
reliability flags 2−4 have a higher probability to be correct and,
therefore, we excluded them from the final sample only if they
did not pass more than one of the above criteria.

This procedure was motivated by the fact that various effects
could affect the photometry of the galaxy. The spectroscopy
of each galaxy should, therefore, remain the primary source of
information. We paid special attention to the following cases.
First of all, if the PDF was very wide, it was not possible to have
a robust estimate of the photometric redshift. In this case, we
trusted the spectroscopic redshift (this is the case for six galaxies
in the sample). Next, in the presence of bright nearby objects, the
sky subtraction could be unreliable. The broad band magnitudes
for the faint objects were highly uncertain in that case and the
photometry could be misleading. The same goes for the cases,
where the foreground object along the line of sight was blend
with the high redshift candidate, or when the image was affected
by artifacts from the image processing. Finally, we found

2 We note that since this is a spectroscopically selected sample, we
used this criterion with caution, and only in cases, where the PDF had
a distinct peak or two peaks with width <1. If both peaks corresponded
to redshifts compatible with zspec (for example, due to Lyman/Balmer
break degeneracy), we chose the redshift with a highest probability from
PDF. See also the discussion about the reliability of PDF below.

evidence that one of the observed object is an AGN (this object
has a broad Lyα emission line) and, therefore, can be variable.

Together with the spectra (1D and 2D), photometry, and SED
of each galaxy, we analyzed all the images and looked for the
evidence of such effects. If the 2D spectrum and the images were
consistent with the galaxy being at high redshift, but some evi-
dence for contamination was found, we kept it in our sample.
The photometry of this galaxy should, however, be used with
caution. Such an example is shown in Fig. A.1 where the high
redshift object is close to a foreground object affecting both the
photometry and spectrum.

In Table A.2, we present a summary of the selection criteria
for each galaxy. We found six galaxies, which have zspec−zphot >
3σ. Three of them show signs of contamination by nearby
objects, and two have very narrow peaks in PDF, which are 3σ
to 6σ away from the spectroscopic redshift, but the best fit tem-
plate to the photometric redshift cannot explain the observed
spectrum. We, therefore, kept these galaxies with their spectro-
scopic redshift. We also retained two galaxies with faint detec-
tions below 912 Å in the final sample since they have reliable
spectroscopic redshifts and SED fitting clearly points to the same
redshift as spectroscopy, while the detections below 912 Å are
likely to be spurious.

The criteria above helped us to efficiently get rid of low red-
shift interlopers, as well as to analyze the reliability of the pho-
tometry, which we used later to derive FUV-fluxes and physical
properties.

Other possible contaminants of our sample are late-type stars
(e.g., late M-types or brown dwarfs). When we measured red-
shifts with EZ, we used a library of star and galaxy templates to
fit the observed spectrum by chi-square minimization algorithm.
If we only observed continuum in spectra without emission lines,
we compared best fit with a star template with the best fit from
galaxy templates. If no star template was able to reproduce the
observed spectrum better than the galaxy template, we saved the
object in our sample. Otherwise, we concluded that the observed
object is a star.

During the inspection of the spectra, we found one quasar
with a broad Lyα line (FWHM ∼ 4300 km s−1) at redshift of z =
5.472. We used the luminosity function of McGreer et al. (2018)
to estimate the probability of finding quasars in our sample.
We integrated the luminosity function down to MFUV = −21.4
(the range of absolute magnitudes corresponding to complete-
ness limits of the parent catalog of our sample) and obtained the
quasar number density. We then multiplied it with the average
target sampling rate and the comoving volume of the survey area
between the redshift limits z = 5.0 and 6.6, assuming for sim-
plicity a 100% detection probability over the full redshift range
(this assumption can lead to overestimation of the real probabil-
ity to find quasars but it is safe to use in defining an upper limit).
Assuming Poisson distribution, we found that the probability of
finding more than one quasar is less than 0.7%, and the proba-
bility of finding one is 11%. Therefore, in the observed range of
absolute magnitudes, we expect to have a clean sample of only
star-forming galaxies after excluding this quasar discovered in
the sample.

We could not apply the above-described criteria to the galax-
ies with a single emission line and without a photometric coun-
terpart or with contaminated photometry. We, therefore, needed
a different way of investigating the reliability of their red-
shifts. One of the arguments in support of observing Lyα is
the skewness of the emission line. We defined the skewness as
a normalized third moment of the flux distribution in the line
(see Eq. (1) in Kashikawa et al. 2006). The Lyα line has an
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Fig. 1. Stacked spectrum of 36 galaxies with Lyα in emission. The solid
line and shaded area is the observed spectrum, the dashed blue line is a
Gaussian, fitted to the red wing of the emission line. The orange dotted
line is the line spread function. The vertical dashed line indicates the
position of Lyα line λ = 1215.7 Å.

asymmetric shape with positive skewness due to radiation trans-
fer effects, while the unresolved [OII] doublet is usually sym-
metric with a skewness close to zero (Kashikawa et al. 2006;
Cassata et al. 2011). Another effect at high redshift comes from
the IGM and circumgalactic medium (CGM), which absorb the
continuum below Lyα. Due to this effect, the Lyα line becomes
even more asymmetric.

These effects are difficult to observe on a single low signal-
to-noise spectrum at the observed spectral resolution, but the
structure of the emission line is visible on the stacked spectra.
We show in Fig. 1 the stacked spectrum around Lyα of LAE from
our sample (see Sect. 3.1 for details). We clearly see that the con-
tinuum at wavelengths bluer than Lyα is completely absorbed by
IGM and CGM, and the shape of the line is asymmetric.

The measured skewness of the line is SK = 2.05. Therefore,
the line is consistent with being Lyα and cannot be associated
to [OII]. This value is higher than the value from Cassata et al.
(2011) reporting SK = 1.73 for redshifts 4.6 < z < 5.9, but is
consistent with expectations for higher redshifts of our sample,
where the IGM absorption would be higher. Cassata et al. (2011)
report a value SK = 2.02 for 5.9 < z < 6.6 (measured from only
six galaxies). This is comparable with our result within uncer-
tainties. The fact that the stacked spectrum of our galaxies has a
very strong skewness gives further confidence that our sample is
free from the contamination of low redshift objects.

3. Final sample of 5.0< z <6.6 galaxies

After the procedure described above, we obtained a sample
of 49 galaxies with secure spectroscopic redshifts, 8 of them
observed with a medium resolution.

The redshift distribution of the sample is shown in Fig. 2. The
median redshift is z = 5.59. For 32 of them, we derived physical
properties and FUV magnitudes from ancillary photometric data
(the wavelength coverage does not allow us to measure FUV flux
from spectra). In the subsections below, we describe the average
and individual properties of the galaxies in our sample.

3.1. Average spectral properties

The 1D spectra of the individual galaxies together with the best
fit SED template and images can be found in the appendix. We
present the 2D spectra ordered by redshift in Fig. 3.

Fig. 2. Redshift distribution of our sample.

Fig. 3. 2D spectra of VUDS galaxies with 5.0 ≤ z ≤ 6.6, ordered by
redshift. The spectral range covers from 6300 to 9350 Å following the
spectral region around Lyα. Lyα appears in emission or in absorption
depending on spectra.

We present median stacked spectra of galaxies in our sam-
ple, normalized on the continuum at 1400 Å rest-frame and
with equal weight to reflect the average stellar population. We
stacked two groups of galaxies observed with low resolution:
galaxies with Lyα in emission (Fig. 4) and Lyα in absorption
(Fig. 5). The continuum was detected in both cases without
significant emission below the Lyman limit at 912 Å, an indi-
cation that our sample selection and subsequent screening for
low redshift interlopers was efficient in keeping only objects
at 5.0 ≤ z ≤ 6.6. The stack of emission line galaxies corre-
sponds to galaxies with a median MFUV =−20.50 fainter than for
the absorption stack with a median MFUV =−20.78 (for galax-
ies with unknown FUV-magnitude an upper limit of −19.0 was
used). The most prominent line in both cases is Lyα with equiv-
alent width EW0(Lyα) ' −100 Å in the emission spectrum
(negative values of EW correspond to emission lines, positive
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Fig. 4. Median stack of 36 spectra at 5.0 ≤ z ≤ 6.6 (median z ∼ 5.6)
with Lyα in emission.

Fig. 5. Median stack of 11 spectra at 5.0 ≤ z ≤ 6.6 (median z ∼ 5.6)
with Lyα in absorption.

to absorption), and EW0(Lyα) ' 5 Å in the absorption spec-
trum. There are only weak traces of absorption lines in the
stack of Lyα emitting galaxies, while on the stack of spec-
tra with Lyα absorption, the absorption lines are more promi-
nent thanks to the brighter FUV continuum. In particular, the
Lyman series (Lyγ−972 Å, Lyβ−1026 Å and Lyα−1215 Å), as
well as absorption lines (SiII–1260 Å, OI–1303 Å CII–1334 Å,
and SiIV–1394 Å) are well seen on the stacked spectra. We defer
the comparison of the spectral properties of star-forming galax-
ies at z ∼ 5.6 to the properties at lower redshifts to a future paper.

3.2. UV-continuum slopes

We explored three methods of measuring UV-continuum slopes
β: a power law fλ ∼ λβ (e.g., Meurer et al. 1999) fit to the region
from 1490 Å to 2350 Å on the best fit SED template, a fit to the
photometric points corresponding to the same region (if avail-
able) or a fit to the spectrum in the region observed after Lyα
(if the UV continuum is observed with S/N > 1). The results are
consistent within the errors (see Fig. 7).

In Fig. 6, we show the relation between the UV-continuum
slopes β and the rest-frame FUV absolute magnitudes for galax-
ies (both measured from SED fitting). We observe a decrease
in the biweight mean β with MFUV, similar to the results of
Bouwens et al. (2014). We note, however, that most of the β
measurements lay below the average values of Bouwens et al.
(2014) at z = 4 and z = 5. This indicates that the galaxies in

Fig. 6. β-slope vs. FUV-magnitudes of our sample. Gray circles indi-
cate the individual measurements for the galaxies with most reliable
photometry, and gray crosses for the remaining ones. Blue circles are
biweight means in bins of 0.7 mag size. The straight blue line is the lin-
ear fit to the biweight mean values. The colored crosses are values from
Bouwens et al. (2014) and Castellano et al. (2012) at different redshifts.

our sample are on average less dusty than Lyman-break galax-
ies (LBGs) at z < 5, although the results of Castellano et al.
(2012) at z ∼ 4 have steeper slopes and are in a better agreement
with our results. For MFUV > −22, we observe a steepening of
the continuum slopes to fainter FUV magnitudes with a similar
slope as in Bouwens et al. (2014).

At the brightest magnitudes, however, we observe a larger
scatter and a possible change of this behavior with some galax-
ies appearing bluer with very steep (negative) β slopes. In the
same bin, we also observe a galaxy with the reddest color in our
sample and flat β slope. This galaxy is shown in Fig. 7. It has
robust measurement of β = −0.56 ± 0.05 from the photomet-
ric fit (β = −0.67 ± 0.23 from the fit to spectroscopic data). This
galaxy, therefore, is not an outlier. We conclude that the scatter of
β is large in this bin. The brightest galaxies in this redshift range
seem to be diverse in their spectral slopes, which may indicate
different dust properties. The properties of galaxies depend on
their age: the oldest galaxies had enough time to build up dust
and appear redder in their continuum, while younger, recently
formed galaxies lack dust and appear bluer.

3.3. Main sequence of star-forming galaxies and sSFR at
z∼5.6

The distribution of galaxies in the SFR-stellar mass diagram
is shown in Fig. 8. SFR and stellar mass are tightly correlated
over the stellar mass range 9 < log Mstar/M� < 10.5, showing
the existence of the “main sequence” of star-forming galaxies
at 5 < z < 6.6 (e.g., Elbaz et al. 2007; Whitaker et al. 2012,
2014; Tasca et al. 2015; Salmon et al. 2015; Santini et al. 2017;
Pearson et al. 2018). We fitted the distribution with a simple
power law and found that log SFR(M� yr−1) ∝ α × log Mstar/M�
with α = 0.85 ± 0.05 at z ∼ 5.5 and with a scatter around the
relation of ∼0.13 dex.

The low dispersion in the Mstar−SFR relation that we observe
may result in part from using spectroscopic redshifts rather than
less precise photometric redshifts as used in most other studies
(with typical errors δz ∼ 0.3 at these redshifts). It may also be
the result of the method used to derive Mstar and SFR from the
SED fitting, as masses and SFRs were not derived independently,
even if we used a broad range of SED models (Sect. 2.1). Obtain-
ing independent estimates of the SFR with the data in hands is
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Fig. 7. Spectra of UV bright galaxies with flat and steep UV-continuum
slopes (id = 528295041 and id = 520180097 at z = 5.487 and 5.1378,
respectively). The rest-frame spectra are plotted in gray and the best
SED template in light green. The solid blue line shows our fit to the
continuum on spectra.

difficult, but we made an attempt using UV-luminosities with the
standard Kennicutt relation (Kennicutt 1998) together with the
IRX–β relation to account for dust attenuation following Meurer
et al. (1999). Both SFR-estimates are fairly consistent with each
other. We find a similar main sequence relation, but with a larger
scatter around the main sequence of 0.34 dex. However, in this
case, the SFR is affected by uncertainties on the dust correction,
which may not follow the Meurer et al. (1999) relation at high
redshifts (Narayanan et al. 2018, and references therein). More
robust estimates of the SFR could possibly be obtained by com-
bining UV and IR luminosities, but this is beyond the scope of
this paper and will be discussed in a future paper.

Previous studies show that the main sequence has a turnover
at higher masses. This was observed at z ∼ 2. At higher redshifts,
however, the turnover becomes less prominent (e.g., Whitaker
et al. 2014; Tasca et al. 2015; Santini et al. 2017; Pearson et al.
2018). We show in Fig. 9 the median SFRs of galaxies in differ-
ent mass bins for redshift ranges from 0 to 6.6 from VUDS. The
data for z < 5.5 is taken from Tasca et al. (2015), and the data in
the last redshift bin 5.5< z< 6.6 is from this work. Since we used
consistent methods to derive SFRs and stellar mass, we are able
to extend the previous results from VUDS to higher redshifts.

The turnover of the main sequence is clearly seen at z< 3.5,
but it seems to disappear at higher redshifts. Essentially all our
galaxies lay very close to a linear main sequence suggesting that
the majority of them are still star-forming. In our redshift range,
we do not observe a significant turnover at high mass in the
main sequence, as would be expected if star-formation in mas-
sive galaxies was starting to be quenched. However, we find that
a few individual galaxies are slightly below the main sequence
at masses log M∗/M� > 10.3. The uncertainties on the stellar
masses and SFRs of these galaxies and their small number, how-
ever, do not allow us to draw any firm conclusions about their
nature and a possible start of quenching processes.

Fig. 8. SFR–M∗ diagram of our sample. The solid blue line is the fit
to our data, representing the main sequence of star-forming galaxies at
these redshifts. The dotted cyan, orange, and green lines are extrapola-
tions of the main sequence at our median redshift from Speagle et al.
(2014), Schreiber et al. (2015), Pearson et al. (2018). Filled circles are
galaxies with reliable photometry and open circles are galaxies with
possible contamination from bright nearby objects. The magenta dia-
mond is the AGN identified in our sample. The gray diamonds are esti-
mations of SFRs from the FUV magnitudes using IRX–β relation.

Fig. 9. Main sequence of VUDS galaxies at different redshifts. The
colored squares show the median SFR in mass bins from Tasca
et al. (2015). The black circles are median SFRs from this work at
5.5< z< 6.6.

We then measured the specific star formation rate (sSFR)
in the 5.0 < z < 6.6 redshift range. It was previously shown
that the sSFR evolution with redshift is slower at z& 2.4 (Tasca
et al. 2015; Faisst et al. 2016). We computed the median sSFR
of our sample using a lower stellar mass limit of M∗ > 1010 M�.
We found log sSFR(Gyr−1) = −8.37 ± 0.08 and −8.46 ± 0.09 at
5.0 < z < 5.5 and 5.5 < z < 6.6, respectively. SSFR in our high-
est redshift bin is only slightly higher than log sSFR(Gyr−1) =
−8.46 ± 0.06 found by Tasca et al. (2015) at 4.5 < z < 5.5.
We conclude that the sSFR evolution continues to flatten with
redshift up to z ∼ 6.6.

Our results are shown in Fig. 10. Over the redshift range
of our sample, they are in excellent agreement with the lat-
est results from HST Frontier Fields (Santini et al. 2017), with
semi-analytical models based on gas accretion via cold streams
(Dekel et al. 2009) and with the Gadget-2 and Illustris numer-
ical simulations (Davé et al. 2011; Sparre et al. 2015). The
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Fig. 10. Redshift evolution of the sSFR.
Results of various observations and numeri-
cal simulations are shown. The magenta star
shows the result of this work, an extension of
Tasca et al. (2015) work (light blue stars). The
solid line shows the fit to the previous results
from VUDS (Tasca et al. 2015), the shaded
area and the dashed line shows the results,
coming from the observations of EW(Hα) in
COSMOS (Faisst et al. 2016).

simulations, however, do not show any change in the sSFR evo-
lution at z ∼ 2.5, contrary to what is observed: a fast increase
with redshift at z < 2.5 and a slower increase at z > 2.5. More
work needs to be done to infer, which processes are driving the
evolution of the sSFR through cosmic time.

We note that our SFR estimates are based on rest-frame UV
and optical. If a significant fraction of the star formation is hid-
den by dust at redshifts z ∼ 5−6, then our measurements may
underestimate the total SFR. Observations of the dust-obscured
star formation from the far-infrared are necessary to quantify this
and will be discussed in a future paper.

3.4. Age and formation redshift distribution

Another property that can be inferred from the SED fitting is the
age of the dominant stellar population(s). We followed Thomas
et al. (2017b) to compute ages, defined as the timespan since the
onset of star formation. Ages were derived from fitting a broad
range of SED templates to the combination of the spectra and
photometry, using exponentially delayed star formation histo-
ries; see Thomas et al. (2017b) for more details. The median
age of galaxies in the sample is 0.35 Gyr and the redshift of for-
mation varies from z = 5.5 for the youngest galaxies at z ∼ 5
to z = 10.7 for the oldest galaxies at the highest redshifts. Over
90% of the galaxies in our sample have a redshift of formation
z > 6.0 and, therefore, might have contributed to the reionization
of the Universe, if they had non-negligible Lyman continuum
escape fractions.

4. Luminosity functions

4.1. 1/Vmax method

We used the 1/Vmax method (Schmidt 1968) to determine lumi-
nosity functions. Since we were using a spectroscopic survey,
we had to take into account that only a fraction of the galaxies in
the field was targeted by the spectrograph (target sampling rate,

TSR) and that for only a fraction of these galaxies, a redshift has
been measured (spectroscopic success rate, SSR). We, therefore,
weighted each galaxy as

wi =
1

TSR ∗ SSR
· (1)

The TSR is defined as the ratio of galaxies targeted in the survey
to the underlying population of galaxies for each of the selec-
tion criteria used (Sect. 2.1), which is known from the parent
photometric catalog. Since different priorities were given to tar-
gets depending on the redshift (Sect. 2.1), the TSR is different
depending on the redshift range. We evaluated the TSR and SSR
for the redshift range discussed in this paper.

The parent population of galaxies is well known for mag-
nitudes i < 25 from the parent catalog (the catalog is com-
plete at these magnitudes). At fainter magnitudes, we needed to
take into account the magnitude incompleteness in the parent
catalog. We applied additional completeness corrections (Ccorr)
using the ratio of Ncat/Nexp, where Ncat is the number of galax-
ies in the parent catalog, and Nexp is the expected number of
galaxies at fainter magnitudes if the catalog was complete. To
evaluate Nexp, we used the i-band magnitude distribution in the
photometric catalog and assumed that the number of faint galax-
ies continues to increase at i > 25. This correction is shown in
Fig. 11. The weights for faint galaxies were then calculated as
1/(TSR ∗ SSR ∗ Ccorr). We note that due to these additional cor-
rections, the data on the faint end of luminosity functions should
be interpreted with caution.

The underlying parent population of serendipitous galaxies
is not known. We assumed that all faint galaxies, which fall on
the slit area serendipitously, were observed and we estimated the
TSR of this population as the ratio of the area covered by slits to
the whole observed area, which is equal to ∼0.2%. A few galax-
ies with i > 25 from the parent catalog were also observed if
they fell by chance into the slits. We treated them as serendip-
itous and used the same TSR. All TSR used in this paper are
shown in Table 1.
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Fig. 11. SSR as a function of i magnitude and the corrections applied to
TSR at magnitudes i > 25, below the completeness limits.

Table 1. Target sampling rates of different selection criteria.

Criterion i TSR (%)

Photometric redshifts i < 25 3.6
Color-color criteria i < 25 2.8

i > 25 3.4
Narrow band selection i < 25 2.5

i > 25 3.6
Serendipitous i > 25 0.2

We used galaxies with all reliability flags, which were con-
firmed with a redshift in the range of interest following the crite-
ria in Sect. 2.2. The SSR is, hence, the ratio between the number
of galaxies with a confirmed redshift to the number of observed
galaxies. The SSR should not depend on the selection criteria,
but it depends on the i-band magnitude since brighter galaxies
have a higher S/N of continuum detection enabling easier red-
shift measurement. We evaluated SSR for the whole sample of
galaxies with i < 25 as a function of magnitude. The SSR of
fainter galaxies is more uncertain as it starts to depend on the
strength of the Lyα line, rather than on the brightness of the con-
tinuum. Indeed, the strong LAE have fainter FUV-continuum,
but higher probability to be detected. We, therefore, ignore the
dependence on i-band magnitude for the fainter subsample and
assume a constant SSR based on Lyα emission detection limits.
The resulting SSR is shown in Fig. 11.

After assigning the TSR and SSR as described above, we
determined the luminosity function as

φ(M) =
1

dM

Ngal∑
i=1

wi

Vmax,i
, (2)

where M is the FUV magnitude or the Lyα luminosity in log,
φ(M) is the number density in magnitude or luminosity bin, dM
is the bin size, Ngal is the total number of galaxies, and Vmax,i
is the maximum comoving volume where the ith galaxy can be
observed. We determined the volume Vmax,i using the i magni-
tude for the main photo-z selected sample, K-magnitude for the
color selected sample, and the flux of Lyα line for the remaining
galaxies.

We estimate the uncertainties of our results assuming
Poisson distribution of the number counts and taking into
account the weights associated with each galaxy. Since the

weights themselves have uncertainties, we calculated the lumi-
nosity function using the upper and lower limits of the weights,
which are defined by the estimated errors on the weights.

4.2. UV luminosity function

Before determining the UV luminosity function, we investigated
how uncertainties of the observed magnitudes propagate into
the uncertainty of FUV magnitudes determined with LePhare.
We took a set of observed magnitudes of each galaxy and then
sampled 500 new magnitude sets, assuming Gaussian errors on
the measured flux. We used these magnitude sets to recompute
the absolute magnitude using the same method and compared
the new values with the M0

FUV (the initial and the best estimate
of the absolute magnitude of a galaxy). We obtained in this way
the distribution of ∆MFUV for each individual galaxy.

The inspection of these distributions shows that galaxies with
the smallest number of photometric detections (2−3) have the
largest uncertainties on MFUV. These galaxies were only detected
in the bands where the emission lines are located, such as the
i-band or z-band for Lyα and IRAC bands for [OIII] and Hα
lines. Therefore, for these galaxies, the estimation of MFUV
strongly depends on the assumptions made about the strength
of the emission lines. We introduced these galaxies into the
luminosity function by weighting them with the probability for
each of them to be inside each absolute magnitude bin. To com-
pute this probability, we normalized the distribution of ∆MFUV,
obtaining the probability distribution of the absolute magnitude
and integrated this distribution between the bin limits.

Although the distribution of ∆MFUV varies slightly from
galaxy to galaxy, the average uncertainty remains almost the
same for a given photometric set used, which is different depend-
ing on the field (as discussed in Sect. 2). The average uncertain-
ties are 0.07, 0.04, 0.05 for COSMOS, VVDS02h and ECDFS
fields respectively. For a few galaxies in ECDFS field with
photometry from TENIS, the average uncertainties are larger
(∼0.14), due to a small number of bands.

After examining the quality of MFUV magnitudes, we pro-
ceeded to determine the UV luminosity function of our sam-
ple. We present our results in Fig. 12 and Table 2. We compare
our results with luminosity functions reported in the literature at
z = 5 and z = 6 (McLure et al. 2009; Bouwens et al. 2015a;
Bowler et al. 2015) and find a good agreement within error bars
with our luminosity function being closest to the z = 5 luminos-
ity function of Bouwens et al. (2015a).

Bowler et al. (2015) reported that the bright end of the lumi-
nosity function at z ∼ 6 has a higher number density than
expected from a classical luminosity function Schechter (1976)
shape and is better represented by a double power law (DPL).
We tried to fit the luminosity function with the two functional
forms – a standard Schechter function and a DPL. We fitted the
parameters of the luminosity function in these two representa-
tions with an MCMC method implemented within the python
package pymc. Because our sample is mostly built from bright
star-forming galaxies, our measurements of the faint end are not
well-constrained, while we set strong constraints on the bright
end. In order to fit the luminosity function, we set the faint end
slope to value from the literature (α = −1.76 from Bouwens
et al. 2015a). In case of DPL, a larger number of parameters leads
to a divergence of the fit. In particular, we obtained rather weak
constraints on the number density. Therefore, we set the values
of two parameters: φ∗ and α. By setting these two parameters, we
managed to obtain a fit of the bright end of the luminosity func-
tion, while ensuring that the faint end beyond our magnitude range
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Fig. 12. UV luminosity function at the median redshift z = 5.6. The blue
stars are UV luminosity function estimations drawn from the bright i <
25 sample, the green stars are from the faint sample with completeness
correction as described in Sect. 4.1. The black open symbols are UV
luminosity function from the literature at z ∼ 5 and the gray ones at
z ∼ 6.

Table 2. UV and Lyα luminosity function measurements.

log10 LLyα(erg s−1) φ(10−4 Mpc−3) Bin size Ngal

42.06 44.6+10.1
−8.6 0.35 10

42.48 27.4+4.3
−5.5 0.35 15

42.69 20.4+5.9
−4.9 0.35 6

43.12 6.18+2.0
−4.0 0.35 3

43.59 0.06+0.24
−0.02 0.35 1

MFUV φ(10−4 Mpc−3) Bin size Ngal

−22.56 0.07+0.03
−0.02 0.3 1

−22.36 0.10+0.04
−0.03 0.4 2

−21.93 0.43+0.20
−0.22 0.5 3

−21.44 1.16+0.48
−0.44 0.6 6

−20.98 3.2+2.1
−1.7 0.6 4

−20.12 9.6+4.6
−3.8 0.6 4

(MFUV > −20.0) is consistent with the literature. We first set
α = −1.76 from Bouwens et al. (2015a) and φ∗ = 0.71, obtained
from our fit with a Schechter function, and then α = −2.00 and
φ∗ = 0.25 from Bowler et al. (2015). Our results are shown in
Fig. 13 and listed in Table 3.

Both the Schechter and DPL fits represent our data well at
all magnitudes. However, the reduced χ2 of the fit with DPL and
α = −2.00 and φ∗ = 0.25 is lower (see Table 3) and for the bright
sample (i < 25), the reduced χ2 of this fit is 2.5 times lower
compared to the Schechter function fit. Since the parent catalog
is complete for the bright subsample, we expect these data to be
the most reliable. We conclude that the luminosity function at
z ∼ 5.6 is better represented by a DPL.

4.3. Lyα luminosity function

We measured Lyα fluxes manually using the splot tool in iraf.
We proceeded in the following way: first, we interpolated the
continuum flux at Lyα from the continuum levels redward of
Lyα and measured the flux in the line above this level. Then,
we placed the continuum level 1σ (rms of continuum measure-

Fig. 13. Fit of the UV luminosity function with a DPL (blue solid line)
at z = 5.6 compared to a Schechter function (red solid line). The dotted
lines of respective colors are fits from the literature. The filled stars are
the same as in Fig. 12.

ments) above and below the average value of the continuum
redward from Lyα, to estimate the uncertainties of our measure-
ments. We also measured the ratio of continuum flux red- and
blueward from Lyα for the galaxies without the emission line,
but with a visible break in the continuum.

We corrected all fluxes for slit losses. Slit losses in VVDS,
a survey with a nearly identical observational setup to VUDS,
were extensively studied by Cassata et al. (2011) and we applied
the same corrections. For the targeted galaxies, centered on
the slits, the recovered flux is ∼85% and for the serendipitous
objects, the median value is ∼55%.

We computed the Lyα luminosity function as described in
Sect. 4.1. We present our results in Fig. 14 and Table 2. Given
the detection limits for the Lyα flux in spectra, we expect our
sample to be complete up to log10 LLyα(erg s−1) ∼ 42.0.

The observed bright end of the luminosity function is in good
agreement with Cassata et al. (2011) (for 4.55 < z < 6.6) and
Santos et al. (2016) (for LAE at z = 5.7). On the bright end,
the number density decreases, but not as fast as reported from
the MUSE deep fields (Drake et al. 2017) or Ouchi et al. (2008).
However, the uncertainty of the MUSE data is much higher at
the bright end due to the low number statistics in the brightest
bins, as well as strong cosmic variance due to the small volume
sampled (Moster et al. 2011).

One of the important sources of uncertainty in the Lyα
luminosity function is the faint end slope. Only recently, some
attempts to provide such constraints have been published, still
very uncertain (Santos et al. 2016; Drake et al. 2017). Since
our data do not effect enough constraints on the faint end slope,
we set it to values from the literature as priors when fitting the
Lyα luminosity function: α = −1.76,−2.00 (the same values,
which we used for the UV luminosity function), and α = −1.69
(as used in Cassata et al. 2011). We also tested a wide range
of faint end slopes from α = −1.5 to −2.3. We used uniform
priors on L∗Lyα(erg s−1) and φ∗ (35 < log10 L∗Lyα < 50 and
−15 < log10 φ

∗ < −1) and ran MCMC minimization to find the
best fit of the Lyα luminosity function.

Results are given in Table 3 and Fig. 15. As expected,
uncertainties on the faint end slope lead to uncertainties on the
Schechter function parameters φ∗ and M∗, which were left free
in the fit. As the slope α is set to steeper values, a brighter L∗Lyα
and a lower φ∗ are obtained.
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Table 3. Parametric fitting of the UV and Lyα luminosity functions.

LF α M∗ φ∗/10−4 β logSFRDuncorr logSFRDcorr χ2
whole χ2

bright

(mag) (mag−1 Mpc−3) (M� yr−1 Mpc−3)

UV (a) −2.00 −21.43+0.13
−0.10 2.5 −4.52+0.49

−0.48 −1.63+0.06
−0.08 −1.45+0.06

−0.08 0.72 0.37
UV (a) −1.76 −20.53+0.51

−0.54 11.5+1.09
−0.65 −3.75+0.37

−0.51 −1.58+0.14
−0.20 −1.40+0.14

−0.20 1.30 0.80
UV (a) −2.00 −20.61+0.52

−0.60 10.0+1.18
−0.63 −3.78+0.34

−0.54 −1.46+0.14
−0.18 −1.28+0.14

−0.18 1.39 0.79
UV (a) −1.76 −20.85+0.17

−0.13 7.1 −4.01+0.34
−0.34 −1.62+0.07

−0.10 −1.44+0.07
−0.10 0.85 0.74

UV (b) −1.76 −21.10+0.13
−0.15 7.1+3.2

−2.5 – −1.63+0.13
−0.16 −1.45+0.13

−0.16 1.18 0.86

LF α log10 L∗Lyα log10 Φ∗ logSFRDuncorr logSFRDcorr χ2

(erg s−1) (∆ log L−1 Mpc−3) (M� yr−1 Mpc−3)

Lyα (b) −1.69 43.00+0.09
−0.12 −3.21+0.12

−0.10 −2.02+0.07
−0.08 −1.40+0.07

−0.08 4.95
Lyα (b) −1.76 43.03+0.09

−0.12 −3.30+0.12
−0.11 −2.02+0.07

−0.08 −1.40+0.07
−0.08 5.78

Lyα (b) −2.00 43.15+0.12
−0.15 −3.63+0.18

−0.15 −2.05+0.08
−0.09 −1.43+0.07

−0.08 21.9

Notes. (a)Parameterized as DPL. (b)Parameterized as Schechter function.

Fig. 14. Lyα luminosity function at the median redshift z = 5.6 (blue
stars). The blue stars are results obtained from our high redshift sample,
the open symbols are previous results from the literature.

The steep values of the faint end slope (α < −2.0) do not
agree well with our data and we could not obtain a satisfactory fit
with them. Recent works (Santos et al. 2016; Drake et al. 2017)
suggest values of faint end slope below −2.0, but already with a
slope α = −2.0, it becomes challenging to fit both the bright and
faint ends in our data. A reason for the steeper faint end slope
in the MUSE data lies possibly in the method used for mea-
suring Lyα flux. Drake et al. (2017) take into account the Lyα
emission in low surface brightness extended haloes. The nature
of this emission remains an open question, as it may not neces-
sarily be linked to the young stars inside the galaxy (Wisotzki
et al. 2016; Leclercq et al. 2017). Given that it is more consis-
tent with our measurements on the bright end, we conservatively
chose a value of the faint end slope α = −1.69 in reporting our
results, keeping in mind the uncertainty of the faint end slope
constraints.

5. Star formation rate density
Using our UV and Lyα luminosity functions, we proceeded to
determine the SFRD within the redshift range of our sample. To
calculate the SFRD, we integrated the luminosity functions to

Fig. 15. Lyα luminosity functions fitted with a Schechter function at
redshifts 5.0 < z < 6.6. The colored solid lines are fits to our data with
different faint end slopes, the gray lines are results from the literature.
The filled stars are the same as in Fig. 14.

compute the luminosity density. For Lyα emitting galaxies, we
integrated from 0.04 × L∗Lyα (with log L∗Lyα = 43.0 from our best
estimate) to log10 LLyα = 44. We then transformed it to SFRD as:

SFRDLyα[M� yr−1 Mpc−3] = LLyα[erg s−1]/1.1 × 1042. (3)

We used the same conversion factor as Cassata et al. (2011),
based on the ratio between LLyα and LHα of Brocklehurst
(1971) and the conversion factor between SFR and LHα from
Kennicutt (1998). We integrated the UV luminosity func-
tion from MFUV = −17.0 down to MFUV corresponding to
100L∗FUV (Madau & Dickinson 2014). We used κFUV = 2.5 ×
10−10 [M� yr−1 L−1

� ] from Madau & Dickinson (2014) to convert
LFUV to SFRDFUV. For both luminosity functions, our lower inte-
gration limits correspond to the same lower SFR value enabling
consistent comparison between the SFRD traced by UV and Lyα.

We corrected SFRDFUV for dust extinction using our mea-
surements of β slopes and IRX–β relation from Meurer et al.
(1999). In Sect. 3.2, we show that UV continuum slopes steepen
as we go to fainter FUV magnitudes. We used this β−MFUV
relation to correct for the dust attenuation as a function of
FUV magnitude when performing the integral. We obtained
dust-corrected log SFRDUV = −1.45+0.06

−0.08 for a sample average
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Fig. 16. SFRD vs. redshift. The stars are
results from this work (unfilled before dust and
IGM correction, filled – after). The light green
points are Lyα luminosity function based mea-
surements, the gray points are UV-based. The
SFRDs from the literature are calculated from
the luminosity functions using the same inte-
gration limits and conversion factors as in this
work.

extinction AFUV = 0.45. Results are presented in Fig. 16 and
Table 3. The error bars include the uncertainties on the fit and
cosmic variance. Cosmic variance is calculated using the recipe
of Driver & Robotham (2010) and is equal to 5% given the
geometry and population of our survey.

We computed a UV derived SFRD of log SFRDUV =
−1.45+0.06

−0.08 (obtained from the best fit to the luminosity function
parametrized as a DPL). We obtained the same value from the fit
with the Schechter function. The increase in number density of
the bright end in the case of DPL parameterization does not sig-
nificantly change the estimate of the SFRD. Our result is slightly
higher, by 0.2−0.3 dex, than the best fit to literature measure-
ments as reported by Madau & Dickinson (2014) (Fig. 16), but
it is in agreement with Bouwens et al. (2015a) within error bars.

The SFRD results depend evidently on our assumptions of
the faint end slope value. A variation of the faint end slope by
0.2 can lead to a 0.1−0.15 dex difference on the SFRD measure-
ment. In case of the SFRDLyα, however, our estimate remains
roughly constant within error bars for slopes in a range from
α = −1.5 to α = −1.85, This is because when the faint end
slope steepens, the normalization density decreases acting as a
compensating effect. For steeper values of α, the normalization
density starts to decrease faster and the best fit of the luminosity
function is forced to fall below our measurements at the bright
end, which is not satisfactory. This leads to an underestimate of
the contribution of bright galaxies to the SFRD. Therefore, we
consider log SFRDLyα = −2.02+0.07

−0.08, obtained with α = −1.69,
to be our best estimate of the contribution from Lyα emitting
galaxies to the SFRD.

This result is in agreement within error bars with previously
published results for samples selected in completely different
and independent ways (Ouchi et al. 2008; Cassata et al. 2011).
It differs by 0.76 dex from results obtained with MUSE observa-
tions of Hubble UltraDeep Field (Drake et al. 2017) mainly due
to the very steep faint end slope used by Drake et al. (2017). Our
results, however, are in broad agreement with Drake et al. (2017)

when taking into account the large error bars of their measure-
ments.

The fact that we determined both the UV and Lyα luminos-
ity functions using the same sample of galaxies enables us to
obtain a robust constraint of the ratio SFRDLyα/SFRDUV. As
discussed in Hayes et al. (2011), this value is an estimate for
volumetric Lyα escape fraction f Lyα

esc . Using the same formal-
ism, we obtained a robust estimate f Lyα

esc = 21 ± 4%, the same as
Hayes et al. (2011) estimate of f Lyα

esc = 21+19
−7 % at z = 5.6 (the

value from the best fit of a compilation of measurements using
previous works on UV and Lyα luminosity functions).

To obtain an estimate of the total number of Lyα photons emit-
ted within a galaxy, one has to correct for the Lyα flux absorption
by the IGM. Observations of the Gunn-Peterson trough in high
redshift quasars (Fan et al. 2006) indicate that more than half of the
Lyαflux is absorbed by the IGM at our redshifts. The same results
were obtained by Thomas et al. (2017a) from VUDS at z < 5.5.
We estimated the IGM transmission of the Lyα flux directly from
the spectra in our sample using the following technique: we fit-
ted spectra with a range of SED templates leaving the IGM trans-
mission as a free parameter. The IGM transmission was modeled
using the prescription of Madau (1995), but was allowed to vary
around this mean value to take into account the dispersion in trans-
mission along different lines of sight. For the dust, we allowed the
E(B − V) to vary in the range [0.0−0.1].

We found that the average Lyα transmission on our spec-
tra is Tr(Lyα) = 0.24. We corrected the observed luminosity
density LLyα by this value and thus obtained the intrinsic value
of the Lyα-derived SFRD log SFRDLyα = −1.40+0.07

−0.08. This result
is in excellent agreement with the UV-derived SFRD within
error bars (see Fig. 16). Therefore, we show that using either
the UV or Lyα luminosity functions, we obtain consistent esti-
mates of the SFRD at z ∼ 5.6. It also indirectly indicates that our
assumption on the low dust content of galaxies at these red-
shifts when computing the Lyα-derived SFRD is broadly correct.
While at low redshifts, Lyα is strongly absorbed by the dust in
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the ISM, at high redshifts, Lyα can more efficiently escape the
galaxy before entering into the IGM.

Since surveys of LAE at these redshifts use a sample selec-
tion based on the Lyα flux, we then estimated the fraction of the
SFRD, which is contained in the bright end of the Lyα lumi-
nosity function. Limiting the sample to LAEs chosen to have
EW> 25 Å, commonly used in the literature (Ouchi et al. 2008;
Santos et al. 2016), we find that the SFRD from LAEs with
EW> 25 Å includes 75% of the total SFRDUV.

Estimates of the SFRD from the UV and Lyα luminos-
ity functions both depend on how accurately one corrects for
dust, as well as for IGM absorption. The properties and the
amount of dust in high redshift galaxies remain very uncertain
and poorly constrained by current IR/submm data (Casey et al.
2018). Therefore, a better estimation of the amount of dust at
z > 5 is necessary. Recently, Bowler et al. (2018) discovered a
galaxy with a substantial dust obscuration already at z ∼ 7. If
dust plays an important role in obscuring high redshift galaxies,
the total SFRD at these redshifts may be even higher than derived
from the UV-selected samples. Observations of the infrared to
submm continuum of these galaxies are necessary to obtain more
robust estimates of the total SFRD. While there are some indi-
cations of low dust content in galaxies in our sample, such as
presence of galaxies with the steep β-slopes (see Sect. 3.2),
it is not possible with the available data to give more robust
constraints.

We note that reionization likely ended later than z ∼ 6.6.
Therefore, a major fraction of Lyα emitting galaxies could be
hidden at these redshifts. It has been previously shown that the
fraction of LAE drops above z ∼ 6 (Stark et al. 2010; Pentericci
et al. 2011; Schenker et al. 2012). This effect should be strong
for our sample and contribute to a substantial reduction of the
observed Lyα luminosity density. We will discuss this in detail
in a forthcoming paper.

6. Summary and conclusions

In this paper, we present a sample of 49 galaxies spectroscop-
ically confirmed at redshifts 5.0 < z < 6.6 and give simulta-
neously statistically robust constraints on the bright end of the
Lyα and UV luminosity functions. We carefully selected galax-
ies using several criteria, including redshift verification, ensuring
high completeness and purity. This work extends the results pre-
viously obtained to the highest redshifts probed by spectroscopic
surveys (Cassata et al. 2011; Tasca et al. 2015).

We observe galaxy number densities for the UV luminos-
ity function somewhat higher than reported in previous works
(Fig. 12) but comparable to the deepest results from Bouwens
et al. (2015a). The main difference between our sample and
previous work is the different selection technique: in previous
works (Bowler et al. 2015; Bouwens et al. 2015a) galaxies
were selected based only on photometric properties, using the
dropout technique. In this study, we produced a list of can-
didate galaxies selected from three complementary photomet-
ric techniques: photometric redshifts, the dropout technique,
and the narrow band technique. These candidates were fol-
lowed up with spectroscopy to establish the redshift and they
needed to satisfy a rigorous set of spectroscopic and photomet-
ric criteria to make it in our final sample. This made it possi-
ble to explore larger parameter space and select galaxies with
a broad range of properties, including galaxies with a strong
UV-continuum, with or without Lyα in emission but also galax-
ies with a less pronounced continuum break and with Lyα in
emission.

Our main results can be summarized as follows:
– The brightest galaxies at z > 5 are very diverse. Some have

strong Lyα emission; others do not have any Lyα emission at
all. Some galaxies have steeper UV-continuum β-slopes than
previously observed at this redshift (Bouwens et al. 2014),
which can be seen on both spectra and photometry, while
other galaxies have a flatter β-slope, indicating that some
dust is present. Young dust poor galaxies are mixed with
older, more dusty galaxies.

– We observed the main sequence of galaxies in the SFR vs stel-
lar mass plane, extending previous results (e.g., Tasca et al.
2015) to higher redshifts z > 5.0. We find no evidence for a
turn-over of the main sequence at the massive end, indicating
that star-formation quenching is not yet effective at these red-
shifts. We find that the normalization of the main sequence
does not show any strong evolution above z ∼ 3.5.

– We find that the sSFR at z > 5.0 remains similar as for
4.5 < z < 5.5. The evolution of the sSFR is, therefore, less
pronounced at z > 3 and up to z ∼ 6.5 compared to the fast
evolution observed at z < 3, at odds with current models
(Davé et al. 2011; Sparre et al. 2015).

– We find that the UV luminosity function at z ∼ 5.6 can be
represented by either a DPL or a Schechter function, with a
better fit obtained with a DPL. The UV luminosity function
is comparable to other recent work (Bouwens et al. 2015a)
and the integrated UV-based SFRD is 0.27 dex higher than
the median reported by Madau & Dickinson (2014) at the
mean redshift of z = 5.6 for our sample.

– We find a higher number density than previous studies on the
bright end of the Lyα luminosity function due to our ability
to find rare bright emitters thanks to the large volume probed.
We find it difficult to reconcile the high number density of
bright galaxies that we find with the very steep faint end
slope found by the MUSE observations (Drake et al. 2017) in
a satisfactory fit with a Schechter function. Our results rather
favor a shallower slope of the Lyα luminosity function of
α ∼ −1.7, similar to the slope of the UV luminosity function
at this redshift. We provide constraints to the SFRD associ-
ated with Lyα emitters and discuss the impact of uncertain-
ties on α.

– As we used the same sample for the UV and Lyα luminos-
ity functions, we are able to compute the SFRDLyα/SFRDUV
ratio in a fully consistent way. Correcting the SFRD esti-
mated from the Lyα luminosity function for IGM absorption
derived from spectral modelling of the observed spectra, we
obtain very similar SFRD estimates from both the UV and
Lyα luminosity functions. Limiting our analysis to LAE with
EW> 25 Å, the SFRD included in these bright emitters is
∼75% of the SFRD derived from the UV luminosity func-
tion, which should be taken into account when estimating
the SFRD from surveys based on LAE selection.

– While our comparative analysis of the UV and Lyα SFRD
favors low dust content in most galaxies at z ∼ 5.6, measur-
ing the total SFRD remains dependent on accurate IGM and
dust absorption corrections and some SFRD might still be
missed from current UV-based surveys.

Our results, based on a sample of galaxies with confirmed
spectroscopic redshifts, identify a higher number density of both
UV-selected star-forming galaxies and Lyα emitters, particularly
on the bright end. The SFRD derived from the corresponding
luminosity functions are within the reported range of previous
measurements. The steep decrease of the UV SFRD above z = 2
is confirmed up to z ∼ 6. The preferred shape of the Lyα lumi-
nosity function on the bright end as well as on the faint end
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still remains to be further consolidated. Future IR rest-frame sur-
veys, for example, with ALMA and JWST, will be necessary to
make further progress on constraining the SFRD at the highest
redshifts.
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Appendix A: Spectra, images, and physical
parameters of the whole sample

We present the physical properties of galaxies in our final sample
in Table A.1, selection criteria in Table A.2, and 1D spectra and
images for individual objects in the final sample in Fig. A.2. All
objects are ordered by redshift. On top of 1D spectra, we plot

the best SED fit to photometric points, for most of the objects
coinciding with the spectra. In some cases, the SED templates
may differ from the spectra due to slit losses. Some spectra have
nonzero flux below Lyman limit 912 Å due to either contami-
nation by a nearby object (see Fig. A.1) or noise at the overlap
between blue and red grism.

Fig. A.1. Spectra and 10 arcsec stamps of a galaxy with photometry contaminated by a close bright foreground object. The galaxy is pointed by
red lines on the images and has an emission line seen on 1D and 2D spectra. The continuum below the emission line belongs to the bright object
in the center of the images.
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Fig. A.2. Spectra and 10 arcsec image stamps of the galaxies in the sample ordered by redshift. All spectra are in the rest-frame and plotted in
gray. For galaxies with available photometry the photometric points are plotted in black and the best SED in light green. The PDF of photometric
redshifts is plotted on the side with the real redshift marked as magenta cross.
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(i)

Fig. A.2. continued.
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Table A.1. Physical parameters of galaxies in our sample.

ID zspec Flag MFUV FLyα/10−18 S/NEL Age log M∗/M� logSFR logsSFR
(erg s−1cm2 Å−1) (Myr) (M� yr−1) (Gyr−1)

526044493 5.0218 1 −22.000 – – 319.4+332.6
−194.2 10.3+0.3

−0.3 2.0+0.2
−0.1 −8.3+0.4

−0.3

510352126 5.0733 9 – 12.52+4.19
−4.29 24.8 – – – –

520447853 5.0744 4 −22.563 9.96+4.48
−3.94 20.0 331.8+341.6

−200.3 10.1+0.2
−0.3 1.8+0.2

−0.2 −8.3+0.4
−0.3

520326980 5.1075 39 −22.932 5.99+1.41
−1.39 27.2 – – – –

520091023 5.1157 29 −22.409 2.05+0.56
−0.32 16.5 329.3+411.7

−216.4 9.9+0.4
−0.4 1.6+0.2

−0.2 −8.3+0.5
−0.4

5181313821 5.1286 3 −20.665 10.19+8.48
−6.78 17.4 386.5+393.3

−242.3 10.1+0.2
−0.3 1.7+0.4

−0.3 −8.4+0.4
−0.3

526098666 5.1375 2 −21.653 8.44+4.32
−3.81 13.7 156.5+528.9

−106.0 9.1+0.7
−0.4 1.2+0.1

−0.1 −7.9+0.6
−0.7

520180097 5.1378 3 −21.931 119.20+7.80
−3.44 216.7 152.7+245.2

−99.0 9.6+0.3
−0.3 1.6+0.1

−0.2 −8.0+0.4
−0.4

5100816509 5.1770 4 −22.320 58.08+9.19
−13.11 53.0 278.6+321.8

−170.8 9.8+0.3
−0.3 1.5+0.2

−0.1 −8.2+0.4
−0.4

F51P008_23 5.1875 29 – 0.96+0.40
−0.06 8.7 – – – –

5180845047 5.2279 2 −21.903 – – 53.0+67.2
−5.8 9.9+0.1

−0.1 2.3+0.1
−0.1 −7.6+0.3

−0.2

5181204998 5.2467 2 −21.245 9.71+2.64
−3.04 15.4 412.9+402.6

−265.3 10.4+0.6
−0.7 1.8+0.6

−0.5 −8.4+0.4
−0.4

527022086 5.2530 2 −21.983 6.07+3.05
−2.78 11.0 439.2+392.4

−288.4 10.0+0.4
−0.4 1.5+0.2

−0.2 −8.4+0.5
−0.3

526008600 5.2546 2 −21.560 – – 480.8+386.6
−311.3 10.4+0.4

−0.5 1.9+0.5
−0.3 −8.5+0.5

−0.4

520348474 5.3397 4 −21.803 37.11+3.44
−1.53 95.5 292.5+396.8

−191.6 9.6+0.4
−0.4 1.3+0.2

−0.1 −8.2+0.5
−0.4

5101263627 5.3667 1 −21.153 2.39+0.64
−0.56 17.1 625.2+292.1

−331.7 10.4+0.2
−0.2 1.8+0.4

−0.3 −8.7+0.4
−0.4

532000128 5.3896 1 −20.051 2.09+0.72
−0.28 21.5 306.8+345.8

−191.2 9.0+0.3
−0.4 0.7+0.3

−0.2 −8.3+0.4
−0.4

5180752864 5.4000 2 −21.425 – – 477.4+358.9
−256.2 10.7+0.2

−0.2 2.2+0.1
−0.5 −8.5+0.4

−0.5

F52P002_135 5.4660 29 – 4.68+1.11
−0.35 20.2 – – – –

5101448618 5.4720 14 −23.208 61.98+8.56
−2.87 68.8 159.5+194.8

−104.5 10.5+0.2
−0.2 2.5+0.1

−0.2 −7.9+0.3
−0.5

528295041 5.4870 1 −22.451 – – 131.5+155.5
−80.1 10.2+0.2

−0.2 2.3+0.3
−0.1 −8.0+0.4

−0.2

528471411 5.5349 1 −21.447 – – 365.4+436.2
−256.9 9.7+0.4

−0.5 1.3+0.2
−0.1 −8.3+0.6

−0.4

526136058 5.5900 1 −20.272 – – 354.8+399.9
−236.8 9.4+0.4

−0.5 1.1+0.3
−0.2 −8.3+0.5

−0.4

519816038 5.6714 9 – 4.55+1.80
−1.51 21.0 – – – –

5150100073 5.6926 9 – 2.06+0.31
−0.37 35.4 – – – –

519816019 5.7096 9 – 1.37+−1.14
−0.95 10.5 – – – –

5150100059 5.7143 9 −21.301 5.23+2.52
−2.37 12.2 333.0+334.2

−207.2 9.5+0.3
−0.3 1.2+0.3

−0.2 −8.3+0.4
−0.4

5150100005 5.7237 9 −21.939 10.07+4.14
−0.47 17.8 363.8+336.2

−223.8 10.2+0.3
−0.3 1.8+0.4

−0.3 −8.4+0.4
−0.3

532000001 5.7659 2 −21.951 – – 421.6+298.2
−226.0 9.9+0.1

−0.2 1.5+0.2
−0.2 −8.4+0.3

−0.3

532000014 5.7927 9 −20.136 2.59+0.49
−0.27 15.5 355.1+335.0

−222.8 9.1+0.3
−0.4 0.8+0.2

−0.2 −8.3+0.4
−0.3

532000022 5.8931 9 −20.118 10.62+1.03
−0.22 38.7 316.8+340.0

−203.4 8.9+0.3
−0.4 0.6+0.2

−0.1 −8.3+0.4
−0.4

532000085 5.8946 9 −20.803 3.50+0.81
−0.15 16.9 167.2+242.6

−112.0 9.0+0.3
−0.3 1.0+0.2

−0.2 −8.0+0.4
−0.4

520262147 5.9364 1 – 7.48+1.25
−0.68 17.6 – – – –

532000123 5.9386 9 −19.274 10.77+1.57
−0.79 30.6 381.3+324.1

−244.0 9.1+0.8
−0.5 0.7+0.7

−0.4 −8.4+0.4
−0.3

F52P02B_26 5.9398 29 – 4.82+1.61
−0.78 14.6 – – – –

532000341 5.9761 29 – 1.84+0.92
−0.46 6.4 – – – –

532000150 6.0895 29 – 26.58+8.83
−0.63 6.8 – – – –

534024726 6.0909 9 – 1.73+0.62
−0.19 7.9 – – – –

532000024 6.1020 9 – 6.70+0.71
−0.41 26.9 – – – –

520460800 6.1073 9 −21.429 13.87+9.94
−1.71 15.9 355.2+316.8

−223.8 10.0+0.4
−0.4 1.7+0.3

−0.3 −8.4+0.4
−0.3

532000053 6.2675 29 −19.839 3.13+0.52
−0.13 11.9 272.7+302.6

−172.3 9.3+0.8
−0.7 1.0+0.7

−0.4 −8.2+0.5
−0.4

F52P004_32 6.3514 29 – 5.36+1.51
−0.83 40.6 – – – –

534066387 6.4412 29 −19.658 6.15+3.30
−1.04 6.9 309.1+292.3

−192.4 9.0+0.4
−0.4 0.7+0.4

−0.2 −8.3+0.4
−0.4

F53P003_32 5.1037 9 – 3.67+0.56
−0.24 16.8 – – – –

530045549 5.2294 9 – 1.24+0.57
−1.95 5.0 – – – –

F53P003_Q1_20 5.3980 4 – 6.60+1.72
−0.78 17.6 – – – –

F53P003_Q2_26 5.5720 1 – 1.30+0.54
−0.00 5.8 – – – –

532000189 5.9062 9 – 3.57+0.56
−0.39 12.9 343.4+333.1

−213.7 9.3+0.7
−0.6 0.8+0.7

−0.4 −8.5+0.5
−0.3

532000086 6.2890 9 – 5.74+2.05
−0.91 13.8 420.8+278.9

−255.6 10.1+0.1
−0.2 1.7+0.2

−0.4 −8.4+0.4
−0.4
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Table A.2. Summary of the selection criteria.

N ID zspec Flag (a) (b) (c) dz/σ χ2 (d) Comments

1 526044493 5.0218 2 No Yes Yes 0.58 16.75 No Faint detection in g-band
2 510352126 5.0733 9 Yes Yes Yes 2.17 31.96 Yes Bright object nearby
3 520447853 5.0744 4 Yes Yes Yes 0.48 5.48 No
4 520326980 5.1075 39 No Yes Yes – – Yes Contaminated photometry
5 520091023 5.1157 29 Yes Yes Yes 0.31 0.00 Yes Two close components
6 5181313821 5.1286 3 Yes Yes Yes 0.32 3.13 Yes Bright object nearby
7 526098666 5.1375 2 No Yes Yes 6.45 57.61 No Faint detection in g-band
8 520180097 5.1378 3 Yes Yes Yes 1.28 53.57 No
9 5100816509 5.1770 4 Yes Yes Yes 1.69 6.37 No
10 F51P008_23 5.1875 29 – – – – – No
11 5180845047 5.2279 2 Yes Yes Yes 0.22 11.14 Yes Bright object nearby
12 5181204998 5.2467 2 Yes Yes Yes 1.24 1.24 No Detected only in 2 bands
13 527022086 5.2530 2 No Yes Yes 0.79 3.20 No Faint detection in g-band
14 526008600 5.2546 2 Yes Yes Yes 1.05 2.12 No
15 520348474 5.3397 4 No Yes Yes 1.20 5.34 No Faint detection in g-band
16 5101263627 5.3667 1 Yes No Yes 1.82 12.45 No
17 532000128 5.3896 1 Yes No Yes 0.02 6.16 Yes Two close components
18 5180752864 5.4000 2 Yes Yes Yes 0.24 0.14 No
19 F52P002_135 5.4660 29 – – – – – No
20 5101448618 5.4720 14 Yes Yes Yes 0.81 5.54 No AGN
21 528295041 5.4870 1 Yes Yes Yes 2.07 4.88 Yes Artifacts on J image
22 528471411 5.5349 1 Yes Yes Yes 3.19 36.76 No
23 526136058 5.5900 1 Yes No Yes 2.57 15.57 No
24 519816038 5.6714 9 Yes Yes Yes – – No
25 5150100073 5.6926 9 No No Yes 24.14 114.19 Yes Contaminated photometry
26 519816019 5.7096 9 Yes Yes Yes – – Yes Bright object nearby
27 5150100059 5.7143 9 Yes Yes Yes 2.10 4.75 No
28 5150100005 5.7237 9 Yes Yes Yes 0.34 0.00 No
29 532000001 5.7659 2 Yes Yes Yes 0.30 3.46 No
30 532000014 5.7927 9 Yes Yes Yes 0.44 1.66 No
31 532000022 5.8931 9 Yes Yes Yes 0.35 5.17 No
32 532000085 5.8946 9 Yes Yes Yes 0.28 4.37 No
33 520262147 5.9364 1 Yes No Yes 6.30 117.26 Yes Unreliable photometry
34 532000123 5.9386 9 Yes Yes Yes 1.33 2.41 No
35 F52P02B_26 5.9398 29 – – – – – No
36 532000341 5.9761 29 – – – – – No
37 532000150 6.0895 29 – – – – – No
38 534024726 6.0909 9 Yes Yes Yes 1.04 2.05 No
39 532000024 6.1020 9 – – – – – No
40 520460800 6.1073 9 No Yes Yes 1.66 58.39 No
41 532000053 6.2675 29 Yes Yes Yes 1.61 2.62 No
42 F52P004_32 6.3514 29 – – – – – No
43 534066387 6.4412 29 No No Yes 1.59 20.87 No
44 F53P003_32 5.1037 9 – – – – – No
45 530045549 5.2294 9 Yes Yes Yes – – No
46 F53P003_20 5.3980 4 – – – – – No
47 F53P003_26 5.572 9 – – – – – No
48 532000189 5.9062 9 Yes Yes Yes – 5.49 No
49 532000086 6.2890 9 Yes Yes Yes – 11.64 No

Notes. (a)No detection below 912 Å. (b)No or faint detection between 912 Å and Lyα. (c)At least one detection at position of Lyα or after Lyα.
(d)Signs of contamination in photometry or bad sky subtraction.
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