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Abstract

We study two models of growing recursive trees. For both models, initially the tree only contains
one vertex \( u_1 \) and at each time \( n \geq 2 \) a new vertex \( u_n \) is added to the tree and its parent is chosen randomly according to some rule. In the weighted recursive tree, we choose the parent \( u_k \) of \( u_n \) among \( \{u_1, u_2, \ldots, u_{n-1}\} \) with probability proportional to \( w_k \), where \( (w_n)_{n \geq 1} \) is some deterministic sequence that we fix beforehand. In the affine preferential attachment tree with initial fitnesses, the probability of choosing the same \( u_k \) is proportional to \( a_k + \deg^+(u_k) \), where \( \deg^+(u_k) \) denotes its current number of children, and the sequence of initial fitnesses \( (a_n)_{n \geq 1} \) is deterministic and chosen as a parameter of the model.

We show that for any sequence \( (a_n)_{n \geq 1} \), the corresponding preferential attachment tree has the same distribution as some weighted recursive tree with a random sequence of weights (with some explicit distribution). We then prove almost sure convergences for some statistics associated to weighted recursive trees as time goes to infinity, such as degree sequence, height, profile and measures. Thanks to the connection between the two models, these results also apply to affine preferential attachment trees.

1 Introduction

The uniform recursive tree has been introduced in the 70’s as an example of random graphs constructed by addition of vertices: starting from a tree with a single vertex, the vertices arrive one by one and the \( n \)-th vertex picks its parent uniformly at random from the \( n - 1 \) already present vertices. Many properties of this tree were then investigated due to its particularly simple dynamics: number of leaves, profile, height, degrees, distribution of vertices into subtrees... We refer to [13] for an overview. A generalisation of the uniform recursive, the weighted recursive tree (WRT), was introduced in [6] in 2006. In this model, each vertex is assigned a non-negative weight, constant in time. When a newcomer randomly picks its parents, it does so with probability proportional to those weights. Although more general than the uniform recursive tree, WRT have attracted far fewer contributions, see e.g. [20, 16].

We will also consider another model of trees which we call the affine preferential attachment tree (PA) with initial fitnesses. In this one every vertex has a fixed initial fitness, and the probability of picking any vertex to be the parent of a newcomer is proportional to its initial fitness plus its current number of children. This type of preferential attachment mechanism has been extensively studied in the last two decades because it shares some quantitative properties with real networks, see in particular the literature about Barabási-Albert model. One of our motivations for studying such trees arises from the analysis of some growing random graphs, see the companion paper [25].

We shall see that using a de Finetti-type argument, preferential attachment trees can be seen as WRT with random weights. This will enable us to translate results obtained for WRT to corresponding results for PA.
1.1 Two related models of growing trees

Definitions. For any sequence of non-negative real numbers \((w_n)_{n \geq 1}\) with \(w_1 > 0\), we define the distribution \(\text{WRT}((w_n)_{n \geq 1})\) on sequences of growing rooted trees\(^1\), which is called the \textit{weighted recursive tree with weights} \((w_n)_{n \geq 1}\). We construct a sequence of rooted trees \((T_n)_{n \geq 1}\) starting from \(T_1\) containing only one root-vertex \(u_1\) and let it evolve in the following manner: the tree \(T_{n+1}\) is obtained from \(T_n\) by adding a vertex \(u_{n+1}\) with label \(n+1\). The father of this new vertex is chosen to be the vertex with label \(K_{n+1}\), where

\[
\forall k \in \{1, \ldots, n\}, \quad \mathbb{P}(K_{n+1} = k \mid T_n) \propto w_k.
\]

In this definition, we also allow sequences of weights \((w_n)_{n \geq 1}\) that are random and in this case the distribution \(\text{WRT}((w_n)_{n \geq 1})\) denotes the law of the random tree obtained by the above process conditionally on \((w_n)_{n \geq 1}\), so that the obtained distribution on growing trees is a mixture of WRT with deterministic sequences.

Similarly, for any sequence \((a_n)_{n \geq 1}\) of real numbers, with \(a_1 > -1\) and \(a_n \geq 0\) for \(n \geq 2\), we define another model of growing tree. The construction goes as before: \(P_1\) containing only one root-vertex \(u_1\) and \(P_{n+1}\) is obtained from \(P_n\) by adding a vertex \(u_{n+1}\) with label \(n+1\) and the father of the newcomer is chosen to be the vertex with label \(J_{n+1}\), where now

\[
\forall k \in \{1, \ldots, n\}, \quad \mathbb{P}(J_{n+1} = k \mid P_n) \propto \deg^+_n(u_k) + a_k,
\]

where \(\deg^+_n()\) denotes the number of children in the tree \(P_n\). In the particular case where \(n = 1\), the second vertex \(u_2\) is always defined as a child of \(u_1\), even in the case \(-1 < a_1 \leq 0\) for which the last display does not make sense. We call this sequence of trees an \textit{affine preferential attachment tree with initial fitnesses} \((a_n)_{n \geq 1}\), and its law is denoted by \(\text{PA}((a_n)_{n \geq 1})\).

Here and in the rest of the paper, whenever we have any sequence of real numbers \((x_n)_{n \geq 1}\), we write \(x = (x_n)_{n \geq 1}\) in a bold font as a shorthand for the sequence itself, and \((X_n)_{n \geq 1}\) with a capital letter to denote the sequence of partial sums defined for all \(n \geq 1\) as \(X_n := \sum_{i=1}^{n} x_i\). In particular, we do so for sequences of initial fitnesses \((a_n)_{n \geq 1}\), for deterministic sequences of weights \((w_n)_{n \geq 1}\) and for random sequence of weights \((w_n)_{n \geq 1}\).

Representation result. The following result gives a connection between these two models of growing trees. It is an analogue of the so-called "Pólya urn-representation" result described in [2, Theorem 2.1] or [5, Section 1.2] for related models.

**Theorem 1** (WRT-representation of PA trees). For any sequence \(a\) of initial fitnesses, we define the associated random sequence \(w^a = (w^n_a)_{n \geq 1}\) as

\[
w^n_a = W^a_1 = 1 \quad \text{and} \quad \forall n \geq 2, \quad W^n_a = \prod_{k=1}^{n-1} \beta_{k}^{-1},
\]

where the \((\beta_k)_{k \geq 1}\) are independent with respective distribution \(\text{Beta}(A_k + k, a_k+1)\). Then, the distributions \(\text{PA}(a)\) and \(\text{WRT}(w^a)\) coincide.

Let us quickly explain how this sequence \(w^a\) can be read from the growth of the trees \((P_n)_{n \geq 1} \sim \text{PA}(a)\). For any sequence of weights \(w\) that satisfies

\[
W_n \sim C \cdot n^\gamma,
\]

for some \(\gamma \in (0, 1)\) and a positive \(C > 0\), it is easy to prove that the degrees of vertices in a sequence of random trees \((T_n)_{n \geq 1}\) with distribution \(\text{WRT}(w)\) are such that almost surely for all \(k \geq 1\)

\[
\deg^+_n(u_k) \sim \frac{w_k}{C(1 - \gamma)} \cdot n^{1-\gamma}.
\]

\(^1\)In fact, in the rest of the paper we will see them as plane trees, see Section 1.2.2.
From this observation, if we suppose that the theorem holds and that the sequence \( w^n \) has almost surely the behaviour (2), then using the convergence (3) for the sequence \( (P_n)_{n \geq 1} \sim \text{WRT}(w^n) \) conditionally on the sequence \( w^n \) ensures that for all \( k \geq 1 \),

\[
w_k^n = \frac{w_k^n}{w^n} = \lim_{n \to \infty} \frac{\deg^+_k(u_k)}{\deg^+_1(u_1)} \quad \text{almost surely.}
\]

As suggested by the last display, the result of the theorem is obtained by studying the evolution of the degrees in the preferential attachment model \( (P_n)_{n \geq 1} \). The key argument lies in the fact that we can describe the whole process using a sequence of independent Pólya urns, related to the degrees of the vertices. The theorem is then obtained by using de Finetti theorem for these urns.

In fact, and this is the content of Proposition 2 below, if \( A_n \) grows linearly as some \( c \cdot n \) with some \( c > 0 \) then the sequence \( (W^n) \) indeed almost surely satisfies (2) for \( \gamma = \frac{c}{c+1} \). This is done using moment computations under the explicit definition of \( (W^n) \) given by the theorem.

In the rest of the paper, we investigate several properties of the WRT under this type of assumptions for the sequence of weights, such as convergence of height, profile and measures carried on the tree. Thanks to this connection, our results will then also hold for PA tree under the assumption that \( A_n \) grows linearly.

Assumptions on the sequences. For two sequences \( (x_n) \) and \( (y_n) \) we say that

\[
x_n \asymp_{n \to \infty} y_n \quad \text{if and only if} \quad \exists c > 0, \ x_n = y_n \cdot (1 + O(n^{-1})). \quad (4)
\]

Our main assumption for sequences \( a = (a_n)_{n \geq 1} \) of initial fitnesses is the following \( (H_c) \), which is parametrised by some positive \( c > 0 \) and ensures that the initial fitness of vertices is \( c \) on average

\[
A_n \asymp_{n \to \infty} c \cdot n. \quad (H_c)
\]

For sequences of weights \( w = (w_n)_{n \geq 1} \), we introduce the following hypothesis, which depends on a parameter \( \gamma > 0 \)

\[
W_n \asymp_{n \to \infty} \text{cst} \cdot n^\gamma. \quad (\square_\gamma)
\]

The following proposition ensures in particular that our assumption on sequences of initial fitnesses \( a \) translates to a power behaviour for the random sequence of cumulated weights \( (W^n)_{n \geq 1} \) defined in Theorem 1.

Proposition 2. Suppose that there exists \( c > 0 \) such that \( a \) satisfies \( (H_c) \), then the random sequence \( (w^n)_{n \geq 1} \) defined in Theorem 1 almost surely satisfies \( (\square_\gamma) \) with

\[
\gamma = \frac{c}{c+1}.
\]

If furthermore \( a \) is such that \( a_n \leq (n+1)^{c' + o(1)} \) for some \( c' \in [0, 1) \), then almost surely \( w_n^a \leq (n+1)^{c' - \frac{\log \log n}{\log n} + o(1)} \), where \( o(1) \) is a random function of \( n \) which tends to 0 when \( n \to \infty \).

Convergence of degrees using the WRT representation. In the WRT with a deterministic sequence of weights that satisfy (2), the degree of one fixed vertex evolves as a sum of independent Bernoulli random variables and it is possible to handle it with elementary methods and obtain (3). Further calculations allow us to improve this statement to a convergence

\[
n^{-1-\gamma} \cdot (\deg^+_{n}(u_1), \deg^+_{n}(u_2), \ldots) \to \frac{1}{C(1-\gamma)}(w_1, w_2, \ldots) \quad (5)
\]

in a \( l^p \) sense, for sequences \( w \) that satisfy some additional control. A precise version of this statement is given in Proposition 5.

Suppose that \( a \) satisfies \( (H_c) \). Applying this convergence to sequence of random trees \( (P_n)_{n \geq 1} \) which has distribution \( \text{PA}(\mathbf{a}) \), using its WRT-representation provided by Theorem 1, together with
Proposition 2, yields the following almost sure convergence to a random sequence, in the product topology,
\[ n^{-\frac{c+1}{c'}} \cdot (\text{deg}^+(u_1), \text{deg}^+(u_2), \ldots) \xrightarrow{n \to \infty} (m_1^a, m_2^a, \ldots), \]
which also takes place in the space $\ell^p$ for all $p > \frac{c+1}{1-(c+1)p}$ as soon as $a_n \leq n^{c'+o(1)}$, for some $0 \leq c' < \frac{1}{c+1}$. This improves some $\ell^p$ convergence proved in distribution in [21] for a related model, which we treat in Proposition 31.

Of course, thanks to our discussion above concerning the convergence of degrees, it is immediate that the sequence $(m_n^a)_{n \geq 1}$ is almost surely proportional to the sequence $(w_n^a)_{n \geq 1}$ i.e.
\[ (m_n^a)_{n \geq 1} = \frac{c+1}{Z} \cdot (w_n^a)_{n \geq 1} \text{ a.s.,} \]
where $Z$ is the random variable such that $W_n^a \sim Z \cdot n^{-\frac{c+1}{c'}}$ almost surely as $n \to \infty$, which exists thanks to Proposition 2. Of course, even if $(w_n^a)_{n \geq 1}$ was defined as a product of independent random variables, it is not the case for $(M_n^a)_{n \geq 1}$ anymore since the random variable $Z$ depends on the whole sequence $(\beta_n)_{n \geq 1}$ used in the definition of $(W_n^a)_{n \geq 1}$. Nevertheless, the sequence still has the nice property of being an inhomogeneous Markov chain with a simple backward transition, characterised by the equality
\[ M_n^a = \beta_n \cdot M_{n+1}^a, \]
where $\beta_n$ is independent of $M_{n+1}^a$ and has distribution Beta$(A_n + n, a_{n+1})$. This is the content of Proposition 27.

Distribution of the limiting chain. For some specific choices of sequences $a$, the distribution of the chain $(M_n^a)_{n \geq 1}$ is explicit. Whenever $a$ is of the form
\[ a = (a, b, b, b, \ldots) \text{ with } a > -1 \text{ and } b > 0, \]
we retrieve Goldschmidt and Haas’ Mittag-Leffler Markov chain family, introduced in [15] and also studied by James [17]. The other case where the chain is explicit is when $a$ is of the form
\[ a = (a, 0, 0, \ldots, 0, m, 0, 0, \ldots, 0, m, \ldots) \text{ with } a > -1 \text{ and } \ell, m \in \mathbb{N}. \]
In this case, the process $(M_n^a)_{n \geq 1}$ is constant on the interval of the form $[1 + \ell k t, (k+1)\ell t]$ and we define $N_k^a := M^a_{(k-1)\ell t+1}$ for all $k \geq 1$. Then the sequence $\frac{c+1}{Z} \cdot (N_k^a)_{k \geq 1}$ has the Product Generalised Gamma distribution PGG $(a, \ell, m)$, which we define in Section 5.1.2.

1.2 Other geometric properties of weighted random trees
Let us now state the convergence for other statistics of weighted random trees, namely profile, height and probability measures. Here we let $(T_n)_{n \geq 1}$ be a sequence of trees evolving according to the distribution WRT$(w)$ for some deterministic sequence $w$ and state our results in this setting. Our results will also apply to random sequences of weights $w$ that satisfy the assumptions of the theorems almost surely, they will hence apply to PA trees with appropriate sequences of initial fitnesses, thanks to Theorem 1 and Proposition 2.

1.2.1 Height and profile of WRT
Let
\[ L_n(k) := \# \{ 1 \leq i \leq n \mid \text{ht}(u_i) = k \} \]
be the number of vertices of $T_n$ at height $k$. The function $k \mapsto L_n(k)$ is called the profile of the tree $T_n$. The height of the tree is the maximal distance of a vertex to the root, which we can also
express as \( \text{ht}(T_n) := \max \{ k \geq 0 \mid L_n(k) > 0 \} \). We are interested in the asymptotic behaviour of \( L_n \) and \( \text{ht}(T_n) \) as \( n \to \infty \).

In order to express our results, we need to introduce some quantities. For \( \gamma > 0 \), we define the function \( f_\gamma : \mathbb{R} \to \mathbb{R} \) as

\[
 f_\gamma : z \mapsto f_\gamma(z) := 1 + \gamma (e^z - 1 - z e^z).
\]

This function is increasing on \( (-\infty, 0] \) and decreasing on \([0, \infty)\) with \( f_\gamma(-\infty) = 1 - \gamma \) and \( f_\gamma(0) = 1 \) and \( f_\gamma(\infty) = -\infty \). We define \( z_+ \) and \( z_- \) as

\[
z_+ := \sup \{ z \in \mathbb{R} \mid f_\gamma(z) > 0 \} \quad \text{and} \quad z_- := \inf \{ z \in \mathbb{R} \mid 1 + \gamma (e^z - 1) > 0 \}.
\]

We are going to assume that we work with a sequence \( w \) which satisfies the following assumption (\( \mathbb{D}_p \)) for some \( \gamma > 0 \) and \( p \in (1, 2) \),

\[
 W_n \overset{\text{a.s.}}{\to} \text{cst} \cdot n^\gamma \quad \text{and} \quad \sum_{i=n}^{2n} w^p_i \leq n^{1+(\gamma-1)p+o(1)}. \tag{\( \mathbb{D}_p \)}
\]

Thanks to Proposition 2, this property is almost surely satisfied for \( \gamma = \frac{c}{z} \) by the random sequence \( w^a \) for any sequence \( a \) of initial fitnesses satisfying \( A_n \overset{n \to \infty}{\to} c \cdot n \) and \( a_n \leq (n+1)^a(1) \).

### Theorem 3.
Suppose that there exists \( \gamma > 0 \) and \( p \in (1, 2) \) such that the sequence \( w \) satisfies (\( \mathbb{D}_p \)). Then, for a sequence of random trees \( \{T_n\}_{n \geq 1} \sim \text{WRT}(w) \), we have the almost sure asymptotics for the profile

\[
 L_n(k) = \frac{n}{\sqrt{2\pi \log n}} \exp \left\{ -\frac{1}{2} \left( \frac{k - \gamma \log n}{\sqrt{\gamma \log n}} \right)^2 \right\} + O\left( \frac{n}{\log n} \right), \tag{7}
\]

where the error term is uniform in \( k \geq 0 \). Also for any compact \( K \subset (z_-, z_+) \) we have almost surely for all \( z \in K \)

\[
 L_n(\lceil \gamma e^z \log n \rceil) = n^{f_\gamma(z)} \frac{1}{\log n} \log \log n + O\left( \frac{1}{\log n} \right), \tag{8}
\]

where the error term is uniform in \( z \in K \). Moreover, we have the almost sure convergence

\[
 \frac{\text{ht}(T_n)}{\log n} \overset{n \to \infty}{\to} \gamma \cdot e^z. \tag{9}
\]

The proof of this result follows the path used for many similar results for trees with logarithmic growth (see [7, 8, 19]): we study the Laplace transform of the profile \( z \mapsto \sum_{k=0}^{n} e^{zk} L_n(k) \) on an open domain of the complex plane and prove its convergence to some random analytic function when appropriately rescaled. Then, we apply [18, Theorem 2.1], which consists in a fine Fourier inversion argument and hence allows to obtain precise asymptotics for \( L_n \). The application of the theorem in its full generality proves a so-called Edgeworth expansion for \( L_n \), which we express here in a weaker form by equations (7) and (8). The convergence (7) expresses that the profile is asymptotically close to a Gaussian shape centred around \( \gamma \log n \) and with variance \( \gamma \log n \), so that a majority of vertices have a height of order \( \gamma \log n \). The second equation (8) provides the behaviour of the number of vertices at a given height, for heights that are not necessarily close to \( \gamma \log n \) (for which the preceding result ensure that there are of order \( n \sqrt{\log n} \) vertices per level). According to this result, at height \( \lceil \gamma e^z \log n \rceil \) for any \( z \in (z_-, z_+) \) there are of order \( \frac{n^{f_\gamma(z)}}{\sqrt{\log n}} \) vertices. Remark that the exponent \( f_\gamma(z) \) is continuous in \( z \) and tends to 0 when \( z \to z_+ \). Although this does not directly prove the convergence (9), it already provides a lower-bound for \( \text{ht}(T_n) \) since it ensures that asymptotically there always exist vertices at height \( \lceil \gamma e^{(z_+ - \epsilon)} \log n \rceil \), for any small \( \epsilon > 0 \). The convergence of the height (9) can then be obtained by proving a corresponding upper-bound, which can be done using quite rough estimates.
This result includes the well-known asymptotics \( \text{ht}(T_n) \sim c \log n \) as \( n \to \infty \) for the uniform random tree, proved for example in \([12, 24]\). Using the connection of preferential attachment trees to weighted recursive trees given by Theorem 1, it also includes the case of preferential attachment trees with constant initial fitnesses, for which similar results were proved, in \([24]\) for the height and in \([19]\) for the asymptotic behaviour of the profile (7).

As a complement to this result, let us mention that there is another case where we can compute the asymptotic height of the tree, which corresponds to sequences \( w \) that grow fast to infinity. For any sequence of weights \( w \), a quantity of interest is \( \sum_{i=2}^\infty w_i \), which is the expected height of a "typical" point. When this quantity grows faster than logarithmically, we have the almost sure convergence (see Proposition 25 in Section 3.3)

\[
\lim_{n \to \infty} \frac{\text{ht}(T_n)}{\sum_{i=2}^n w_i} = 1,
\]

which in some sense indicates that all the action takes place at the very tip of the tree.

### 1.2.2 Convergence of the weight measure

We also study the convergence of some natural probability measures defined on the trees \((T_n)_{n \geq 1}\). This will prove useful for the applications developed in the companion paper \([25]\).

For this result it will be easier to work with plane trees. We introduce the Ulam-Harris tree \( U = \bigcup_{n=0}^\infty \mathbb{N}^n \), where \( N := \{1, 2, \ldots \} \). Classically, a plane tree \( \tau \) is defined as a non-empty subset of \( U \) such that

(i) if \( v \in \tau \) and \( v = u_i \) for some \( i \in \mathbb{N} \), then \( u \in \tau \),

(ii) for all \( u \in \tau \), there exists \( \text{deg}^+_\tau(u) \in \mathbb{N} \cup \{0\} \) such that for all \( i \in \mathbb{N} \), \( u_i \in \tau \) iff \( i \leq \text{deg}^+_\tau(u) \).

We choose to construct our sequence \((T_n)_{n\geq1}\) of weighted recursive trees as plane trees by considering that each time a vertex is added, it becomes the right-most child of its parent. In this way the vertices \((u_1, u_2, \ldots)\) of the trees \((T_n)_{n\geq1}\), listed in order of arrival, form a sequence of elements of \( U \). In fact, from now on, we will always assume that we use this particular embedded construction, both for WRT and PA trees.

We also denote \( \partial U = \mathbb{N}^0 \), which can be interpreted as the set of infinite paths from the root to infinity, and write \( U = U \cup \partial U \). We classically endow this set with the distance

\[
d(u, v) = \exp(-\text{ht}(u \wedge v))
\]

where \( u \wedge v \) denotes the most recent common ancestor of \( u \) and \( v \) in \( U \).

For every \( n \geq 1 \), we define the measure \( \mu_n \) on \( U \), which only charges the set \( \{u_1, \ldots, u_n\} \) of vertices of \( T_n \), with for any \( 1 \leq k \leq n \),

\[
\mu_n(u_k) = \frac{w_k}{W_n}.
\]

We refer to \( \mu_n \) as the natural weight measure on \( T_n \). The following theorem classifies the possible behaviours of \((\mu_n)\) for any weight sequence.

**Theorem 4.** The sequence \((\mu_n)_{n\geq1}\) converges almost surely weakly towards a limiting probability measure \( \mu \) on \( U \). There are three possible behaviours for \( \mu \):

(i) If \( \sum_{i=1}^\infty w_i < \infty \), then \( \mu \) is carried on \( U \).

(ii) If \( \sum_{i=1}^\infty w_i = \infty \) and \( \sum_{i=1}^\infty \left( \frac{w_i}{W_i} \right)^2 < \infty \), then \( \mu \) is diffuse and supported on \( \partial U \).

(iii) If \( \sum_{i=1}^\infty \left( \frac{w_i}{W_i} \right)^2 = \infty \) then \( \mu \) is concentrated on one point of \( \partial U \).

This convergence can be extended to other natural measures on the tree, such as the uniform measure on \( T_n \), or some "preferential attachment measure" which charges each vertex proportionally to some affine function of its degree. This is the content of Proposition 8.
1.3 Organisation of the paper

The paper is organised as follows.

We first investigate some properties of weighted random trees \((T_n)_{n \geq 1}\) with deterministic weight sequence \(w\). In Section 2.1 we first prove Proposition 5 which states the convergence of the degree sequence using elementary methods. Then in Section 2.2, we prove the weak convergence of the weight measure \(\mu_n\) to some limit \(\mu\) and describe three regimes for its behaviour. We also study other natural measures related to the sequence of trees \((T_n)\) and prove that they also converge towards \(\mu\). For all these measures, our main tool consists in introducing martingales related to the mass of a subtree descending from a fixed vertex. This is the content of Theorem 4 and Proposition 8. In Section 3, we prove Theorem 3 about the convergence of the height and the profile of WRT. This is achieved by first proving the uniform convergence of a rescaled version of the Laplace transform of the profile on a complex domain, which is the content of Proposition 9. This ensures that we can use [18, Theorem 2.1] for the convergence of the profile. This convergence provides a lower-bound for the height of the tree; we then prove a matching upper-bound to obtain asymptotics for the height.

Then we switch to studying a sequence \((P_n)_{n \geq 1}\) of preferential attachment trees with initial fitnesses \(a\). In Section 4, we present a proof of Theorem 1 using a coupling of the preferential attachment process with a sequence of Pólya urn processes and this establishes that \((P_n)_{n \geq 1}\) can also be described as having distribution \(WRT(w^a)\) for a random sequence \(w^a\); we then prove Proposition 2 which relates the properties of \(w^a\) to the ones of \(a\). We finish the section by stating and proving Proposition 27 in which we prove that the sequence \((M_n^a)\) defined above as some random multiple of \((W_n^a)\) is a Markov chain. In Section 5, we identify in Proposition 28 the distribution of the chain \((M_n^a)\) for particular sequences \(a\) using moment identifications. We then present an application of this result to another model of preferential attachment graphs in Proposition 31.

Some technical results can be found in Appendix A.

2 Measures and degrees in weighted random trees

In this section, we work with a sequence of trees \((T_n)_{n \geq 1}\) that has distribution \(WRT(w)\) for a deterministic sequence \(w\). We start with two statistics of the tree that are quite easy to analyse, namely the sequence of degrees of the vertices of the tree and also some natural measures defined on the tree.

2.1 Convergence of the degree sequence

We start the section by proving convergence for the sequence of degrees of the vertices in their order of creation under the WRT model. We suppose here that the sequence of weights \(w\) is such that there exists constants \(C > 0\) and \(0 < \gamma < 1\) for which

\[
W_k \underset{k \to \infty}{\sim} C \cdot k^\gamma. \tag{11}
\]

We write \(\text{deg}^+_{T_n}(u_k)\) for the out-degree of the vertex \(u_k\) in \(T_n\). For a fixed \(k \geq 1\) remark that, as a sequence of random variables indexed by \(n \geq 1\), we have the equality in distribution

\[
(\text{deg}^+_{T_n}(u_k))_{n \geq 1} \overset{(d)}{=} \left(\sum_{i=1}^{n-1} 1\{U_i \leq \frac{w_k}{w_i} \} \right)_{n \geq 1}, \tag{12}
\]

with \((U_i)_{i \geq 1}\) a sequence of independent uniform variables in \((0, 1)\). With this description of the distribution of the degrees of fixed vertices, only using some law of large numbers for the convergence and Chernoff bounds for the fluctuations we obtain the following result.

**Proposition 5.** For a sequence of weights \(w\) satisfying (11), the following holds.
(i) We have the almost sure pointwise convergence
\[ n^{-(1-\gamma)} \cdot (\deg_{\mathcal{T}_n}^+(u_1), \deg_{\mathcal{T}_n}^+(u_2), \ldots) \to_{n \to \infty} \frac{1}{(1-\gamma)C} \cdot (w_1, w_2, \ldots). \] (13)

(ii) If the sequence furthermore satisfies \( w_k \leq (k+1)^{\gamma-1+c+\alpha(1)} \) for some constant \( 0 \leq c' < 1-\gamma \), then there exists a function \( k \) which goes to 0 as \( k \to \infty \), also denoted \( \alpha(1) \), such that all \( n \) large enough, we have for all \( k \geq 1 \)
\[ \deg_{\mathcal{T}_n}^+(u_k) \leq n^{1-\gamma} \cdot (k+1)^{\gamma-1+c+\alpha(1)}, \] and the convergence (13) holds almost surely in the space \( \ell^p \) for all \( p > \frac{1}{1-\gamma-c} \).

Proof. To prove (i), just remark that for any \( k \geq 1 \) such that \( w_k \neq 0 \), thanks to (11), we have
\[ \sum_{i=k}^{n-1} \frac{w_i}{W_i} \sim_{n \to \infty} w_k \cdot n^{1-\gamma}, \]
so thanks to the law of large numbers, we get that almost surely
\[ \deg_{\mathcal{T}_n}^+(u_k) = \sum_{i=k}^{n-1} \{ u_i \leq \frac{w_k}{m_i} \} \sim_{n \to \infty} \frac{1}{(1-\gamma)C} \cdot w_k \cdot n^{1-\gamma}, \]
and hence \( n^{-(1-\gamma)} \cdot \deg_{\mathcal{T}_n}^+(u_k) \to \frac{w_k}{(1-\gamma)C} \). For the indices \( k \) for which \( w_k = 0 \), we of course have \( \deg_{\mathcal{T}_n}^+(u_k) = 0 \) almost surely for all \( n \geq 1 \), and so the convergence also holds. This finishes the proof of (i).

For the second part of the statement, let us first compute
\[ \mathbb{E} \left[ \exp \left( \deg_{\mathcal{T}_n}^+(u_k) \right) \right] = \mathbb{E} \left[ \exp \left( \sum_{i=k}^{n-1} \{ u_i \leq \frac{w_k}{m_i} \} \right) \right] = \prod_{i=k}^{n-1} \left( 1 + (e-1) \frac{w_k}{m_i} \right) \]
\[ \leq \exp \left( (e-1)w_k \sum_{i=k}^{n-1} \frac{1}{m_i} \right). \]

Now let \( C' \) be a constant such that for all \( n \geq 1 \), we have \( \sum_{i=1}^{n-1} \frac{1}{m_i} \leq C' \cdot n^{1-\gamma} \) (such a constant exists because of the assumption (11)). For all \( k \geq 1 \), we introduce the following
\[ \xi_k := \max \left( 2C'(e-1)w_k, k^{\gamma-1} \log^2(k+a) \right), \]
where the real number \( a > 0 \) is chosen in such a way that the function \( x \mapsto x^{\gamma-1} \log(x+a) \) is decreasing on \( \mathbb{R}^+ \). Using Markov’s inequality, we get for any integers \( k \) and \( n \) such that \( n \geq k \)
\[ \mathbb{P} \left( \deg_{\mathcal{T}_n}^+(u_k) \geq \xi_k \cdot n^{1-\gamma} \right) \leq \exp \left( -\frac{1}{2} \cdot \xi_k \cdot n^{1-\gamma} \right). \]

Using an union bound, the fact that \( \deg_{\mathcal{T}_n}^+(u_k) = 0 \) for any \( k > n \), and the definition of \( \xi_k \), we get that for all \( n \geq 1 \)
\[ \mathbb{P} \left( \exists k \geq 1, \ deg_{\mathcal{T}_n}^+(u_k) \geq \xi_k \cdot n^{1-\gamma} \right) \leq \sum_{k=1}^{n} \exp \left( -\frac{1}{2} \cdot \xi_k \cdot n^{1-\gamma} \right) \]
\[ \leq n \cdot \exp \left( -\frac{1}{2} \cdot \log^2(n+a) \right). \]

The last display is summable over all \( n \geq 1 \) and hence using the Borel-Cantelli lemma, we almost surely have for \( n \) large enough
\[ \forall k \geq 1, \ deg_{\mathcal{T}_n}^+(u_k) \leq n^{1-\gamma} \cdot \xi_k. \]

We can conclude by noting that under our assumptions we have \( \xi_k \leq (k+1)^{\gamma-1+c+\alpha(1)} \). The convergence in \( \ell^p \) for \( p > \frac{1}{1-\gamma-c} \) is just obtained by dominated convergence using the pointwise convergence (13) and the \( \ell^p \) domination (14).
2.2 Convergence of measures

The goal of this section is to prove Theorem 4, which concerns the convergence of the sequence of weight measures \( \mu_n \) seen as measures on \( \bar{U} \). One of the key arguments is the fact that the weight of the subtree descending from a fixed vertex can be described using a generalised Pólya urn scheme, as studied by Pemantle [23]. We also prove Proposition 8, which states the weak convergence of other measures.

Convergence of the weight measure in \( \bar{U} \). Recall from the introduction the definition of the Ulam-Harris tree \( U = \bigcup_{n=0}^{\infty} N^n \) and its completed version \( \bar{U} = U \cup \partial U \), which is endowed with the distance \( d(u, v) = \exp(-ht(u \wedge v)) \). For any \( u \in U \), we write \( T(u) := \{ uv \mid v \in \bar{U} \} \) the sub-tree descending from \( u \). In \( \bar{U} \) there is an easy characterisation of the weak convergence of Borel measures, which a direct consequence of the Portmanteau theorem (see e.g. [4, Theorem 2.1]):

Lemma 6. Let \( (\pi_n)_{n \geq 1} \) be a sequence of Borel probability measures on \( \bar{U} \). Then \( (\pi_n)_{n \geq 1} \) converges weakly to a probability measure \( \pi \) if and only if for any \( u \in U \),

\[
\pi_n(\{u\}) \to \pi(\{u\}) \quad \text{and} \quad \pi_n(T(u)) \to \pi(T(u)) \quad \text{as} \quad n \to \infty.
\]

We are going to apply this criterion to our sequence \( (\mu_n)_{n \geq 1} \), which, we recall, is defined in such a way that for all \( n \geq 1 \), the measure \( \mu_n \) charges only the vertices \( \{u_1, u_2, \ldots, u_n\} \) of the tree \( T_n \), and such that for any \( 1 \leq k \leq n \),

\[
\mu_n(\{uk\}) = \frac{w_k}{W_n}.
\]

(15)

We can already see that if \( (W_n)_{n \geq 1} \) converges to some \( W_\infty \) we have \( \mu_n(\{uk\}) \to \frac{w_k}{W_\infty} \) as \( n \to \infty \), and in this case it is easy to verify that \( \mu_n \) weakly converges to some limit \( \mu \) which is such that \( \mu(\{uk\}) = \frac{w_k}{W_\infty} \). In this case \( \mu(U) = 1 \) and so \( \mu \) is carried on \( U \).

From now on, let us assume that \( W_n \to \infty \) as \( n \to \infty \). In this case we have \( \mu_n(\{uk\}) \to 0 \) as \( n \to \infty \). Now denote for every integers \( n, k \geq 1 \),

\[
M_n^{(k)} := \mu_n(T(u_k)),
\]

the proportion of the total mass above vertex \( u_k \) at time \( n \). Remark that this quantity evolves as the proportion of red balls in a time-dependent Pólya urn scheme with weights \( (w_i)_{i \geq k+1} \), see [23], starting at time \( k \) with \( w_{k-1} \) black balls and \( w_k \) red balls\(^2\). In particular, for all \( n \geq k \),

\[
\mathbb{E} \left[ M_{n+1}^{(k)} \mid T_n \right] = \frac{W_n}{W_{n+1}} \cdot M_n^{(k)} + \frac{w_{n+1}}{W_{n+1}} \cdot M_n^{(k)} = M_n^{(k)}.
\]

Hence for all \( k \geq 1 \), the sequence \( (M_n^{(k)})_{n \geq k} \) is a martingale with value in \([0, 1]\) so it converges almost surely to a limit \( M_\infty^{(k)} \). Also, for any \( u \in U \) that does not receive a label in the process, the sequence \( (\mu_n(T(u)))_{n \geq 1} \) (and also \( (\mu_n(\{u\}))_{n \geq 1} \)) is identically equal to zero. Hence we have convergence of \( (\mu_n(T(u)))_{n \geq 1} \) and \( (\mu_n(T(u)))_{n \geq 1} \) for all \( u \in U \).

The last step in order to prove the weak convergence of \( (\mu_n)_{n \geq 1} \) is to prove that the quantities that we obtain in the limit indeed define a probability measure on \( \bar{U} \). If for all \( u \in U \) we have

\[
\lim_{n \to \infty} \mu_n(T(u)) = \sum_{i=1}^{\infty} \lim_{n \to \infty} \mu_n(T(u_i)),
\]

(16)

then it entails that \( \mu_n \to \mu \), where \( \mu \) is the unique probability measure on \( \bar{U} \) such that for all \( u \in U \),

\[
\mu(\{u\}) = 0 \quad \text{and} \quad \mu(T(u)) = \lim_{n \to \infty} \mu_n(T(u)).
\]

\(^2\) Those numbers of balls are not required to be integers.
For any $u \notin \{u_1, u_2, \ldots\}$, the equality (16) is immediate, so let us prove it for all $u_k$ for $k \geq 1$. For any $n, k, i \geq 1$, let

$$M_n^{(k,i)} := \sum_{j=i+1}^{\infty} \mu_n(T(u_kj)) = \mu_n(T(u_k)) - \sum_{j=1}^{i} \mu_n(T(u_kj)).$$

Using what we just proved, we know that for any $k, i$, the quantity $M_n^{(k,i)}$ almost surely converges as $n \to \infty$ to some limit $M_k^{(k,i)}$. Proving (16) reduces to proving that for any $k \geq 1$, we almost surely have $M_k^{(k,i)} \to 0$. By construction, the sequence $(M_k^{(k,i)})_{i \geq 1}$ is non-negative and non-increasing, hence it converges, so it suffices to prove that its limit is 0 almost surely.

We define $\tau^{(k,i)} := \inf \{n \geq 1 \mid u_n = u_ki\}$, the time when the vertex $u_k$ receives its $i$-th child in the growth procedure. Remark that after this random time, the process $(M_n^{(k,i)})_{n \geq \tau^{(k,i)}}$ is a martingale because again, it evolves as the proportion of red balls in a time-dependent Pólya urn scheme, starting with $w_k$ red balls and $W_{r(k,i)}$ black balls. (If $\tau^{(k,i)}$ is infinite, then the sequence $(M_n^{(k,i)})_{n \geq 1}$ is identically 0.) Hence, using the crude bound $\tau^{(k,i)} \geq i$, which entails that $W_i \geq W_{i-1}$ almost surely, we get

$$\mathbb{E} \left[ M_k^{(k,i)} \right] = \mathbb{E} \left[ M_{\tau^{(k,i)}}^{(k,i)}1_{\{\tau^{(k,i)} \leq \infty\}} \right] \leq \frac{w_k}{W_{i-1}} \to 0,$$

hence $M_k^{(k,i)} \to 0$ in $L^1$, so its almost sure limit is also 0. In the end, by Lemma 6, the sequence of measures $(\mu_n)$ almost surely converges weakly to a limit $\mu$, and this measure only changes the set $\partial U$.

**Lemma 7.** Suppose that $\sum_{n=1}^{\infty} w_n = \infty$ so that $\mu$ is carried on $\partial U$. Then either $\sum_{n=1}^{\infty} \left( \frac{w_n}{W_n} \right)^2 < \infty$ and then $\mu$ is almost surely diffuse or $\sum_{n=1}^{\infty} \left( \frac{w_n}{W_n} \right)^2 = \infty$ and then $\mu$ is carried on one point of $\partial U$.

**Proof.** For any $k \geq 1$ the process $(\mu_n(T(u_k)))_{n \geq k}$ follows a so-called time-dependent Pólya urn scheme with weights $(w_n)_{n \geq k+1}$. By the work of Pemantle in [22], if we assume $\sum_{n=1}^{\infty} \left( \frac{w_n}{W_n} \right)^2 = \infty$ then the limiting proportion $\mu(T(u_k))$ almost surely belongs to the set $\{0, 1\}$. This translates into the fact that $\mu(T(u)) \in \{0, 1\}$ almost surely for any $u \in U$, which entails that $\mu$ is almost surely carried on one leaf of $\partial U$.

On the contrary, let us suppose that $\sum_{n=1}^{\infty} \left( \frac{w_n}{W_n} \right)^2 < \infty$ and prove that this entails that the limiting measure $\mu$ is diffuse almost surely. Consider the function $(\cdot, \cdot): U \times \mathbb{R} \to \mathbb{R}$ which associates to each couple $(u, v)$ their most recent common ancestor $u \wedge v$ in the completed tree $\bar{U}$. This function is continuous with respect to the distance $d$. Then, since $\mu_n \to \mu$ almost surely, we also have the almost sure weak convergence

$$(\cdot, \cdot)_* (\mu_n \otimes \mu_n) \to (\cdot, \cdot)_* (\mu \otimes \mu). \quad (17)$$

Let us fix $n \geq 1$ and let $D_n$ and $D_n'$ be two independent vertices taken under $\mu_n$, conditionally on the tree $T_n$. Then, the proof of [10, Lemma 3.8] ensures that

$$\mathbb{P}(D_n \wedge D_n' = u_k) = \left( \frac{w_k}{W_k} \right)^2 \prod_{i=k+1}^{n} \left( 1 - \left( \frac{w_i}{W_i} \right)^2 \right) \xrightarrow{k \to \infty} p_k := \left( \frac{w_k}{W_k} \right)^2 \prod_{i=k+1}^{\infty} \left( 1 - \left( \frac{w_i}{W_i} \right)^2 \right).$$

Note that the obtained sequence $(p_k)_{k \geq 1}$ is a probability distribution, which thanks to the weak convergence (17) corresponds to the (annealed) distribution $p_k = \mathbb{P}(D_\infty \wedge D_\infty' = u_k)$, where $D_\infty$ and $D_\infty'$ are two independent points taken under the measure $\mu$, conditionally on $\mu$. Now we can write

$$\mathbb{P}(d(D_\infty, D_\infty') \leq e^{-k}) = \mathbb{P}(\text{ht}(D_\infty \wedge D_\infty') \geq k) \leq \sum_{k=1}^{\infty} p_k,$$

where the inequality is due to the fact that the vertices $u_1, u_2, \ldots, u_k$ have a height smaller than $k$. Hence $\mathbb{P}(d(D_\infty, D_\infty') = 0) \leq \lim_{k \to \infty} \mathbb{P}(d(D_\infty, D_\infty') \leq e^{-k}) = 0$. So, almost surely, two points taken independently under $\mu$ are different, and this ensures that $\mu$ is diffuse. \qed

In the end, we just finished the proof of Theorem 4.
Other sequences of measures. We also study two other sequences of measures \((\eta_n)\) and \((\nu_n)\) carried on the Ulam tree \(\mathbb{U}\). For every \(n \geq 2\), these measures only charge the vertices \(\{u_1, u_2, \ldots, u_n\}\) in such a way that for any \(1 \leq k \leq n\),
\[
  \eta_n(u_k) = \frac{b_k + \deg^+(u_k)}{B_n + n - 1} \quad \text{and} \quad \nu_n(u_k) = \frac{1}{n},
\]
where \((b_n)_{n \geq 1}\) is a sequence of real numbers such that \(b_1 > -1\) and \(b_n \geq 0\) for all \(n \geq 2\). We write \(B_n := \sum_{k=1}^{n} b_k\). We suppose that \(B_n = O(n)\) and that there exists \(\epsilon > 0\) such that \(b_n = O(n^{1-\epsilon})\). The assumptions on the sequence \((b_n)_{n \geq 1}\) are chosen such that they are satisfied by a sequence \((a_n)_{n \geq 1}\) of initial fitneses that satisfies \((H_\epsilon)\) for some \(\epsilon > 0\).

Proposition 8. Under the assumptions \(\sum_{n=1}^{\infty} w_n = \infty\) and \(\sum_{n=1}^{\infty} \left(\frac{w_n}{\mathbb{E}w_n}\right)^2 < \infty\), the sequences \((\eta_n)_{n \geq 1}\) and \((\nu_n)_{n \geq 1}\) converge almost surely weakly towards the limiting measure \(\mu\) on \(\partial\mathbb{U}\) defined in Theorem 4.

For the proof of this proposition, we are going to use Lemma 6 again, using appropriate martingales in order to handle the evolution of the measure of the subtree descending from every vertex \(u \in \mathbb{U}\). We treat the two sequences of measures separately.

The degree measure. Consider the sequence \((\eta_n)_{n \geq 1}\) on \(\mathbb{U}\). Since the sequence \((W_n)_{n \geq 1}\) tends to infinity, we have \(\eta_n(\{u\}) \rightarrow 0\) for every \(u \in \mathbb{U}\). Indeed, using the equality in distribution (12) and Lemma 32 in the appendix, it is easy to see that either \(\sum_{i=1}^{\infty} W_i^{-1} < \infty\) and in this case the degrees \(\deg^+(u_k)\) are eventually constant as \(n \rightarrow \infty\); or \(\sum_{i=1}^{\infty} W_i^{-1} = \infty\), in which case we have the almost sure asymptotic behaviour \(\deg^+(u_k) \sim w_k \cdot \sum_{i=k}^{n} W_i^{-1}\). In both cases, for all \(k \geq 1\), we have \(n^{-1} \deg^+(u_k) \rightarrow 0\) almost surely as \(n \rightarrow \infty\).

As in the preceding case, for all \(k \geq n\) we let
\[
  N^{(k)}_n := \eta_n(T(u_k)).
\]
Conditionally on \(T_n\), with probability \(M^{(k)}_n\), the vertex \(u_{n+1}\) is grafted onto \(T(u_k)\) and with complementary probability, it is not. So
\[
  N^{(k)}_{n+1} = \frac{1}{B_{n+1} + n} \cdot \left( (B_n + n - 1) \cdot N^{(k)}_n + b_{n+1} + 1 \right) \quad \text{with probability } M^{(k)}_n,
\]
\[
  = \frac{B_n + n - 1}{B_{n+1} + n} \cdot N^{(k)}_n \quad \text{with probability } (1 - M^{(k)}_n).
\]
Now compute
\[
  \mathbb{E} \left[ N^{(k)}_{n+1} - M^{(k)}_n \middle| T_n \right] = \frac{B_n + n - 1}{B_{n+1} + n} \cdot \left( \frac{N^{(k)}_n}{B_{n+1} + n} + \frac{b_{n+1} + 1}{B_{n+1} + n} \cdot M^{(k)}_n - M^{(k)}_n \right)
\]
\[
  = \frac{B_n + n - 1}{B_{n+1} + n} \cdot \left( \frac{N^{(k)}_n}{B_{n+1} + n} - M^{(k)}_n \right).
\]
Hence, if we denote \(X^{(k)}_n := (B_n + n - 1) \cdot \left( \frac{N^{(k)}_n}{B_{n+1} + n} - M^{(k)}_n \right)\), then the last computation shows that \(\left(X^{(k)}_n\right)_{n \geq k}\) is a martingale for the filtration generated by \((T_n)_{n \geq 1}\). More precisely we can write
\[
  X^{(k)}_{n+1} - X^{(k)}_n = \left( \frac{W_n}{W_{n+1}} \cdot \frac{1 + b_{n+1}}{B_{n+1} + n} - \frac{w_{n+1}}{W_{n+1}} \cdot \frac{B_{n+1} + n}{B_{n+1} + n} \right) \cdot \left( 1_{\{u_{n+1} \in T(u_k)\}} - M^{(k)}_n \right),
\]
Hence we have
\[
  \mathbb{E}[X^{(k)}_{n+1} - X^{(k)}_n \mid T_n] = 0 \quad \text{and} \quad \mathbb{E} \left[ \left( X^{(k)}_{n+1} - X^{(k)}_n \right)^2 \right] \leq c_n^2.
\]
Then, using [9, Theorem 1], we get that if
\[ \sum_{n=1}^{\infty} n^{-2} c_n^2 < \infty \] (18)
then \( X_n^{(k)} \to 0 \) a.s. as \( n \to \infty \), which would prove that \( N_n^{(k)} \to M_\infty^{(k)} \) as \( n \to \infty \). In our case, we can verify that (18) holds. Indeed, using the fact that we assumed that \( B_n = O(n) \) and \( b_{n+1} = O(n^{1-\epsilon}) \), we have
\[
n^{-2} c_n^2 = n^{-2} \left( \frac{W_n}{W_{n+1}} (1 + b_{n+1}) - \frac{w_{n+1}}{W_{n+1}} (B_{n+1} + n) \right)^2 \\
\leq n^{-2} \cdot 3 \left( 1 + b_{n+1}^2 + \left( \frac{w_{n+1}}{W_{n+1}} (B_{n+1} + n) \right)^2 \right) \\
\leq 3n^{-2} + 3b_{n+1}^2 n^{-2} + \text{const} \cdot \left( \frac{w_{n+1}}{W_{n+1}} \right)^2,
\]
which is summable under our assumptions. In the end, using Lemma 6, we have the almost sure convergence
\[ \eta_n \Rightarrow \mu \quad \text{weakly.} \]

The uniform measure on the vertices of \( T_n \). Consider the sequence \( \{\nu_n\} \) on \( \mathbb{U} \). Fix \( k \geq 1 \). For any \( n \geq k \) we can write \( \nu_n(T(u_k)) = \frac{1}{n} \sum_{i=k}^{n} 1\{u_i \in T(u_k)\} \). For any \( i \geq k+1 \), we have \( p_i := P(u_i \in T(u_k) \mid T_{i-1}) = \mu_{i-1}(T(u_k)) \), which tends a.s. to some limit \( \mu(T(u_k)) \) as \( i \to \infty \). Using Lemma 32 in the appendix, we have
\[
\frac{\sum_{i=k+1}^{n} 1\{u_i \in T(u_k)\}}{\sum_{i=k+1}^{n} p_i} \to 1 \quad \text{a.s. on the event} \quad \left\{ \sum_{i=k+1}^{\infty} p_i = \infty \right\}
\]
and also
\[
\sum_{i=k+1}^{n} 1\{u_i \in T(u_k)\} \text{ converges a.s. on the event} \quad \left\{ \sum_{i=k+1}^{\infty} p_i < \infty \right\}.
\]
In both cases we get \( \nu_n(T(u_k)) \to \lim_{i \to \infty} p_i = \mu(T(u_k)) \) almost surely. We also have for any \( k \geq 1 \),
\[
\nu_n(\{u_k\}) = \frac{1}{n} \to 0 \quad \text{and of course} \quad \forall u \notin \{u_1, u_2, \ldots\}, \forall n \geq 1, \nu_n(\{u\}) = \nu_n(T(u)) = 0,
\]
so we can conclude using Lemma 6 that almost surely \( \nu_n \to \mu \) weakly.

3 Height and profile of WRT

The main goal of this section is to prove Theorem 3 which gives asymptotics for the profile and height of the tree. Recall that we denote
\[
L_n(k) := \# \{1 \leq i \leq n \mid \text{ht}(u_i) = k\},
\]
the number of vertices at height \( k \) in the tree \( T_n \). In order to get information on the sequence of functions \( (k \mapsto L_n(k))_{n \geq 1} \) we study their Laplace transform
\[
z \mapsto \sum_{k=0}^{\infty} L_n(k) e^{kz} = \sum_{i=1}^{n} e^{z \text{ht}(u_i)} = n \cdot \int_{\mathbb{U}} e^{z \text{ht}(u)} d\nu_n(u),
\]
where the last expression is given using an integral against the probability measure \( \nu_n \) defined in Section 2.2 as the uniform measure on the vertices of \( T_n \). The key result in our approach is to prove
the convergence of this sequence of analytic functions when appropriately rescaled, uniformly in $z$ on an open neighbourhood of 0 in the complex plane. It then allows us to use [18, Theorem 2.1] and hence derive a convergence result for the profile. We actually start in Section 3.1 by studying the convergence of the similarly defined sequence of functions

$$z \mapsto \int_{\mathbb{U}} e^{zht(u)}d\mu_n(u) = \sum_{i=1}^{n} \frac{w_i}{W_n} e^{zht(u_i)},$$

(20)

where we integrate with respect to the weight measure $\mu_n$ instead of the uniform measure $\nu_n$ as before. This one is easier to study because for every fixed $z \in \mathbb{C}$, it defines a martingale as $n$ grows, up to some deterministic scaling. Then in Section 3.2, we make use of this first convergence the convergence of this sequence of analytic functions when appropriately rescaled, uniformly in $z$.

We let $\mathcal{D}$ be the following. For every compact set $\mathcal{D} \subset \mathbb{C}$ such that for all $z \in (z_-, z_+)$, we have the convergence $N_n(z) \to N_\infty(z)$ which does not vanish anywhere on the set $\mathcal{D} \cap \mathbb{R}$, along with some more technical statements.

**Proposition 9.** Suppose that the weight sequence $w$ satisfies (P) for some $\gamma > 0$ and some $p \in (1, 2]$. Then there exists an open connected domain $\mathcal{D} \subset \mathbb{C}$ such that $\mathcal{D} \cap \mathbb{R} = (z_-, z_+)$ with $z_- < 0$ and $z_+$ is the largest real solution of the equation $\gamma(e^{z} - e^{-z} + 1) - 1 = 0$ and such that the following properties are satisfied.

(i) With probability 1, the sequence of random analytic functions $(z \mapsto N_n(z))_{n \geq 1}$ converges uniformly on all compact subsets of some open domain $\mathcal{D} \subset \mathbb{C}$ to some limiting function $z \mapsto N_\infty(z)$ which does not vanish anywhere on the set $\mathcal{D} \cap \mathbb{R}$, along with some more technical statements.

(ii) For every compact set $K \subset \mathcal{D}$ and $r \in \mathbb{N}$, we can find an a.s. finite random variable $C_{K, r}$ such that for all $n \in \mathbb{N}$,

$$\sup_{z \in K} |N_n(z) - N_\infty(z)| < C_{K, r}(\log n)^{-r}.$$ 

(iii) For every compact set $K \subset (z_-, z_+)$, every $0 < a < \pi$ and $r \in \mathbb{N}$,

$$\sup_{z \in K} \left| e^{-(1+\phi(z))\log n} \int_{a}^{\pi} \sum_{k=0}^{\infty} \mathbb{L}_n(k)e^{z+iu}d\mu_n(u) \right| = o((\log n)^{-r}) \quad \text{a.s. as } n \to \infty.$$

Under the results of Proposition 9 we can apply [18, Theorem 2.1] whose conclusions for the sequence $(k \mapsto \mathbb{L}(k))_{n \geq 1}$ are the following. For any $k \geq 0$, $n \geq 1$ and $z \in (z_-, z_+)$, we denote

$$x_n(k; z) = \frac{k - \gamma e^z \log n}{\sqrt{\gamma e^z \log n}}.$$

Then, for every integer $r \geq 0$ and every compact set $K \subset (z_-, z_+)$, we have the convergence

$$\left((\log n)^{\frac{r+1}{2}} \sup_{k \in \mathbb{N}} \sup_{z \in K} e^{k - (1+\phi(z))\log n} \mathbb{L}_n(k) - \frac{N_\infty(z)e^{-\frac{1}{2}x_n(k; z)^2}}{\sqrt{2\pi \log n}} \sum_{j=0}^{r} \frac{G_j(x_n(k; z))}{(\log n)^{j/2}} \right) \stackrel{a.s.}{\to} 0,$$

(21)
where for all \( j \geq 0 \), the (random) functions \( G_j(x, z) \) are polynomials of degree at most 3 in \( x \) and are entirely determined from \( \phi \) and \( N_\infty \), with \( G_1 = 1 \), see [18] for their complete definition. The asymptotics (7) and (8) stated in Theorem 3 follow from the last display. Indeed, (7) is obtained by letting \( r = 0 \) and \( z = 0 \) and using the fact that \( N_\infty(0) = 1 \) almost surely. For (8), we let \( r = 0 \), and use \( k = [\gamma e^z \log n] \).

In Section 3.3, we complete the proof of Theorem 3 by computing the asymptotic behaviour of the height of the tree. Since the convergence of the profile already ensures that there almost surely are vertices at height \( \gamma e^{(z_+ - \epsilon)} \log n \) for \( \epsilon > 0 \) small enough and all \( n \) large enough, it suffices to prove a corresponding upper-bound in order to finish proving the convergence (9) in Theorem 3.

### 3.1 Study of the Laplace transform of the weighted profile

We study the sequence \( \left( z \mapsto \sum_{i=1}^{n} \frac{w_i}{W_n} e^{z \text{ht}(u_i)} \right)_{n \geq 1} \). The following lemma is the starting point of our analysis.

**Lemma 10.** For all \( z \in \mathbb{C} \) and all \( n \geq 1 \), we have

\[
\mathbb{E} \left[ \sum_{i=1}^{n+1} \frac{w_i}{W_{n+1}} e^{z \text{ht}(u_i)} \mid T_n \right] = \left( 1 + (e^z - 1) \frac{w_{n+1}}{W_{n+1}} \right) \sum_{i=1}^{n} \frac{w_i}{W_n} e^{z \text{ht}(u_i)}.
\]

**Proof.** Recall that conditionally on \( T_n \), the \( n + 1 \)-st vertex \( u_{n+1} \) of \( T_{n+1} \) is a child of the vertex \( u_{K_{n+1}} \), where \( \mathbb{P}(K_{n+1} = k \mid T_n) = \frac{w_k}{W_n} \). We compute

\[
\sum_{i=1}^{n+1} \frac{w_i}{W_{n+1}} e^{z \text{ht}(u_i)} = \frac{W_n}{W_{n+1}} \sum_{i=1}^{n} \frac{w_i}{W_n} e^{z \text{ht}(u_i)} + \frac{w_{n+1}}{W_{n+1}} e^z \cdot \sum_{i=1}^{n} \frac{w_i}{W_n} e^{z \text{ht}(u_i)}.
\]

Taking conditional expectation with respect to \( T_n \) yields:

\[
\mathbb{E} \left[ \sum_{i=1}^{n+1} \frac{w_i}{W_{n+1}} e^{z \text{ht}(u_i)} \mid T_n \right] = \frac{W_n}{W_{n+1}} \sum_{i=1}^{n} \frac{w_i}{W_n} e^{z \text{ht}(u_i)} + \frac{w_{n+1}}{W_{n+1}} e^z \cdot \sum_{i=1}^{n} \frac{w_i}{W_n} e^{z \text{ht}(u_i)} = \left( 1 + (e^z - 1) \frac{w_{n+1}}{W_{n+1}} \right) \sum_{i=1}^{n} \frac{w_i}{W_n} e^{z \text{ht}(u_i)}.
\]

This concludes the proof. \( \square \)

Let \( J \) be an integer that we are going to fix later on. The last result ensures that if \( z \in \mathbb{C} \) is such that \( \forall i \geq J, 1 + (e^z - 1) \frac{w_i}{W_i} \neq 0 \), then we can define for all \( n \geq J \)

\[
C_n(z) := \prod_{i=j}^{n} \left( 1 + (e^z - 1) \frac{w_i}{W_i} \right) \quad \text{and} \quad M_n(z) := \frac{1}{C_n(z)} \sum_{i=1}^{n} \frac{w_i}{W_n} e^{z \text{ht}(u_i)},
\]

and the sequence \( (M_n(z))_{n \geq J} \) is a martingale. We want to prove results about the asymptotic behaviour of \( (z \mapsto M_n(z))_{n \geq J} \), uniformly in \( z \) on an appropriate domain. If \( J \) is fixed, then there exists parameters \( z \) with \( \text{Im}(z) = \pi \mod 2\pi \) for which the sequence \( (C_n(z))_{n \geq J} \) takes the value 0. Due to our assumption (\( \square \)) on the sequence \( W_n \), we know that \( \frac{w_n}{W_n} \to 0 \) as \( n \to \infty \). If we restrict ourselves to a domain of the form \( \{ z \in \mathbb{C} \mid \text{Re}(z) < x \} \) for some \( x > 0 \), then

\[
1 + (e^z - 1) \frac{w_n}{W_n} \geq 1 - e^z - 1 \cdot \frac{w_n}{W_n} \geq 1 - (e^x + 1) \cdot \frac{w_n}{W_n} \xrightarrow{n \to \infty} 1 > 0,
\]

hence it suffices to take \( J \) large enough in order for the sequence \( (C_n(z))_{n \geq J} \) to only take non-zero values for all \( z \in \{ \xi \in \mathbb{C} \mid \text{Re}(\xi) < x \} \) and all \( n \geq J \). In what follows we work on the domain

\[
\mathcal{E} = \{ z \in \mathbb{C} \mid \text{Re} z < z_+ \},
\]

\( \square \)
where \( z_+ \) is as defined in Proposition 9. Using the preceding discussion, we fix \( J \geq 1 \) such that the sequence \( z \mapsto (C_n(z))_{n \geq J} \) does not have any zero on \( \delta' \), so that \( z \mapsto (M_n(z))_{n \geq J} \) is well-defined for all \( z \in \delta' \).

We introduce the following notation. Let \( F(z, n) \) and \( G(z, n) \) be two functions of a complex parameter \( z \) and an integer \( n \in \mathbb{N} \). For \( D \subset \mathbb{C} \) a domain of the complex plane we write

\[
F(n, z) = O_D(G(n, z)) \quad \text{ (resp.} \quad F(n, z) = o_D(G(n, z)) \text{ )}
\]

to express the fact that \( F(n, z) \) is a big (resp. small) \( o \) of \( G(n, z) \) as \( n \to \infty \), uniformly on all compact \( K \subset D \).

Now, let us derive some information on the asymptotic behaviour of \( C_n(z) \).

**Lemma 11.** Suppose that \( w \) satisfies \( (\square, \gamma) \). Then there exists \( \epsilon > 0 \) and an analytic function \( z \mapsto c(z) \) on \( \delta' \) such that

\[
C_n(z) = \exp(\phi(z) \log n + c(z) + O_\delta(n^{-\epsilon}))
\]

Remark that the lemma implies that for any \( z \in \delta' \), we have

\[
|C_n(z)| \sim e^{\Re(c(z))} \cdot n^{\Re\phi(z)}
\]
as \( n \to \infty \). It is also immediate that \( \mathbb{E}\left[ \sum_{i=1}^{n} \frac{w_i}{W_i} e^{z \cdot \Re(u_i)} \right] = \mathbb{E}[M_J(z)] \cdot C_n(z) \) satisfies the same asymptotics up to a constant, as soon as \( z \) is such that \( \mathbb{E}[M_J(z)] \neq 0 \).

Before proving the lemma, we state the following result which follows from elementary calculus. Its proof can be found in the appendix.

**Lemma 12.** Suppose that \( (w_n) \) satisfies \( (\square) \). Then there exists \( \epsilon > 0 \) such that

\[
\sum_{i=n}^{\infty} \left( \frac{w_i}{W_i} \right)^2 = O(n^{-\epsilon}) \quad \text{and also} \quad \sum_{i=1}^{n} \frac{w_i}{W_i} = \gamma \log n + \text{cst} + O(n^{-\epsilon}).
\]

**Proof of Lemma 11.** For any \( z \in \mathbb{C} \setminus (-\infty, -1] \) we write \( \log(1 + z) \) for a complex determination of the logarithm which coincides with \( \sum_{i=1}^{\infty} (-1)^{n-1} z^n \) near \( 0 \). If we let

\[
h(i, z) = \log \left( 1 + (e^z - 1) \frac{w_i}{W_i} \right) - (e^z - 1) \frac{w_i}{W_i}
\]

then \( |h(i, z)| = O_\delta \left( \frac{w_i}{W_i} \right)^2 \) is summable in \( i \) and the rest of the series is

\[
\left| \sum_{i=n}^{\infty} h(i, z) \right| \leq \sum_{i=n}^{\infty} |h(i, z)| = O_\delta \left( \sum_{i=n}^{\infty} \left( \frac{w_i}{W_i} \right)^2 \right) = O_\delta(n^{-\epsilon}),
\]

for some \( \epsilon > 0 \), thanks to Lemma 12. Then we write

\[
C_n(z) = \prod_{i=j}^{n} \left( 1 + (e^z - 1) \frac{w_i}{W_i} \right) = \exp \left( (e^z - 1) \sum_{i=j}^{n} \frac{w_i}{W_i} + \sum_{i=j}^{\infty} h(i, z) \right)
\]

which yields using (23) and Lemma 12

\[
C_n(z) = \exp \left( (e^z - 1)(\gamma \log n + \text{cst} + O_\delta(n^{-\epsilon})) + \sum_{i=j}^{\infty} h(i, z) - \sum_{i=n+1}^{\infty} h(i, z) \right)
\]

\[
= \exp \left( \phi(z) \log n + (e^z - 1) \cdot \text{cst} + \sum_{i=j}^{\infty} h(i, z) + O_\delta(n^{-\epsilon}) \right),
\]

and \( c(z) \) is an analytic function of \( z \), which finishes the proof. \( \square \)
Convergence of the martingales \( (M_n(z))_{n \geq 1} \). When the parameter \( z \) is a positive real number, the sequence \( (M_n(z))_{n \geq 1} \) is a positive martingale and so it converges almost surely to some limit. We want to prove that these martingales converge almost surely and in \( L^1 \) for the largest possible range of parameters \( z \). We recall that the weight sequence \( w \) satisfies \( (\square \square) \) for some fixed parameters \( \gamma > 0 \) and \( p \in (1, 2) \). We align our notation with the one used in [8, Theorem 2.2] which states something similar to our forthcoming Proposition 14 for another model, the binary search tree.

For any \( z \in \mathbb{C} \) and \( q \in (1, p] \), we let
\[
g(z, q) := \phi(q \text{Re } z) - q \text{Re}(\phi(z)) - q + 1 = \gamma(e^{\gamma \text{Re } z} - 1 - q \text{Re}(e^z) + q) - q + 1. \tag{24}
\]

For any \( q \in (1, p] \), let \( \mathcal{Y}_q = \{ z \in \mathbb{C} \mid g(z, q) < 0 \} \), and denote
\[
\mathcal{Y} = \bigcup_{1 < q \leq p} \mathcal{Y}_q.
\]

Lemma 13. The domain \( \mathcal{Y} \) is an open domain of the complex plane and contains the open interval \( I_\gamma := \{ x \in \mathbb{R} \mid \gamma(xe^x - e^x + 1) - 1 < 0 \} \) which contains 0.

Proof. Of course \( \mathcal{Y} \) is open as a union of open sets. For any real \( x \) we have \( g(x, 1) = 0 \). So, if \( \frac{\partial g}{\partial q}(x, 1) < 0 \) then there exists \( q > 1 \) for which \( g(x, q) < 0 \). Since \( \frac{\partial g}{\partial q}(x, 1) = \gamma(xe^x - e^x + 1) - 1 \), the set \( \mathcal{Y} \) contains the interval \( I_\gamma \), defined above. Since \( \frac{\partial g}{\partial q}(0, 1) = -1 < 0 \), we have \( 0 \in I_\gamma \). \( \square \)

Proposition 14. The sequence of functions \( (z \mapsto M_n(z))_{n \geq 1} \) converges uniformly almost surely and in \( L^1 \) towards an analytic function \( z \mapsto M_\infty(z) \) on every compact of \( \mathcal{Y} \). Furthermore, for any compact \( K \subset \mathcal{Y} \), there exists a real \( \epsilon(K) > 0 \) such that almost surely
\[
|M_n(z) - M_\infty(z)| = O_K(n^{-\epsilon(K)}).
\]

The proof of the proposition will follow from the next lemma, together with Lemma 34, stated in the appendix.

Lemma 15. For any \( q \in (1, p] \) we have
\[
\mathbb{E}[|M_n(z)|^q] = O_\square \left(n^{0q g(z, q) + o_\delta(1)}\right), \tag{25}
\]
and also
\[
\mathbb{E}[|M_{2n}(z) - M_n(z)|^q] = O_\square \left(n^{1-q q g(z, q) + o_\delta(1)}\right). \tag{26}
\]

Proof. For any \( q \in (1, p] \) and \( n \geq J \), we write
\[
M_{n+1}(z) - M_n(z) = M_n(z) \left(\frac{C_n(z)}{C_{n+1}(z)} - 1\right) + \frac{1}{C_{n+1}(z)} \cdot \frac{w_{n+1}}{W_{n+1}} e^{z \text{ht}(u_{n+1})}.
\]
Taking the \( q \)-th power of the modulus on both sides and using the inequality \( |a + b|^q \leq 2^q|a| + 2^q|b| \), we get
\[
\mathbb{E}[|M_{n+1}(z) - M_n(z)|^q] \\
\leq \mathbb{E}[|M_n(z)|^q] \cdot 2^q \left|\frac{C_n(z)}{C_{n+1}(z)} - 1\right|^q + 2^q \frac{1}{|C_{n+1}(z)|^q} \cdot \mathbb{E}[\left|e^{z \text{ht}(u_{n+1})}\right|^q]. \tag{27}
\]

Using Lemma 33 in the appendix, we have for any \( n \geq J \),
\[
\mathbb{E}[|M_{n+1}(z)|^q] \leq \mathbb{E}[|M_n(z)|^q] + 2^q \cdot \mathbb{E}[|M_{n+1}(z) - M_n(z)|^q].
\]

Using the last display and equation (27), we get a recurrence inequality of the form
\[
\mathbb{E}[|M_{n+1}(z)|^q] \leq (1 + a_n(z)) \cdot \mathbb{E}[|M_n(z)|^q] + b_n(z), \tag{28}
\]
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Lemma 16. For any \( q \in (1, p] \) we have \( \sum_{i=n}^{2n} \left( \frac{w_i}{W_i} \right)^q \leq n^{1-q+o(1)} \).

Together with (30), this proves that \( (a_n(z))_{n \geq 1} \) is summable and so \( \prod_{i=1}^{\infty} (1 + a_i(z)) = O_{c_6}(1) \). Also

\[
\sum_{i=n}^{2n} b_i(z) = O_{c_6} \left( n^{g(z,q) + o_c(1)} \right),
\]

and so \( \sum_{i=1}^{n} b_i(z) = O_{c_6} \left( n^{0 \vee g(z,q) + o_c(1)} \right) \). Replacing this in (29) finishes to prove (25). In order to prove (26), we use Lemma 33 again and write

\[
\mathbb{E} \left[ |M_{2n}(z) - M_n(z)|^q \right] \leq 2^{2q} \sum_{i=n}^{2n-1} \mathbb{E} \left[ |M_{i+1}(z) - M_i(z)|^q \right] 
\]

\[
\leq \sum_{i=n}^{2n-1} \left( a_i(z) \cdot O_{c_6} \left( n^{0 \vee g(z,q) + o_c(1)} \right) + b_i(z) \right) 
\]

\[
\leq \sum_{i=n}^{2n-1} \left( \frac{w_{n+1}}{W_{n+1}} \right)^q \left( O_{c_6} \left( n^{0 \vee g(z,q) + o_c(1)} \right) + O_{c_6} \left( n^{g(z,q)-1+q} \right) \right).
\]

Using Lemma 16 we get \( \mathbb{E} \left[ |M_{2n}(z) - M_n(z)|^q \right] = O_{c_6} \left( n^{(1-q) \vee g(z,q) + o_c(1)} \right) \) which finishes the proof of the lemma.

Proof of Proposition 14. Any compact \( K \subset \mathcal{V}_q \) can be covered by a finite number of \( \mathcal{V}_q \). The convergence result is then an application of Lemma 34, on the domain \( \mathcal{V}_q \) with \( \alpha(z) = 0 \) and, say \( \delta(z) = -\frac{1}{2}g(z,q) > 0 \). The limiting function is analytic as a uniform limit of analytic functions.
Zeros of the limit. Now that we have proved that their exists a limiting function \( z \mapsto M_\infty(z) \) defined on the domain \( \mathcal{Y} \), we are interested in the possible location of the zeros of this random function. In fact, the function \( z \mapsto M_\infty(z) \) is related to the function \( z \mapsto N_\infty(z) \) of Proposition 9, for which we aim to prove that it has almost surely no zero on some real interval \((z_-, z_+)\) which contains 0. We will prove a similar result for \( z \mapsto M_\infty(z) \) in Lemma 18, and we start by proving the following weaker statement.

**Lemma 17.** For all \( z \in \mathcal{Y} \cap \mathbb{R} \), we have almost surely \( M_\infty(z) > 0 \). As a consequence, the number of zeros on every compact of \( \mathcal{Y} \) is almost surely finite.

**Proof.** This follows from an application of Kolmogorov’s 0–1 law. Indeed, fix \( N \geq J \) and \( z \in \mathcal{Y} \cap \mathbb{R} \) and for all \( n \geq N \), let

\[
M_n^{(N)}(z) = \frac{1}{C_n(z)} \sum_{i=1}^{n} \frac{w_i}{W_n} e^{z d(u_i, T_n)}.
\]

Now remark the following:

(i) \((M_n^{(N)}(z))_{n \geq N}\) is a positive martingale which satisfies the same assumptions as \( M_n(z) \) so it converges a.s. and in \( L^1 \) towards a non-negative limit, \( M_\infty^{(N)}(z) \).

(ii) We have \((1 \wedge e^z)^N M_n^{(N)}(z) \leq M_n(z) \leq (1 \vee e^z)^N M_n^{(N)}(z)\).

(iii) The sequence \((M_n^{(N)}(z))_{n \geq N}\), hence its limit \( M_\infty^{(N)}(z)\), is independent of the \( N \) first steps of the construction, coded by the vector \((K_2, \ldots, K_N)\).

Using all these observations we deduce that for any \( N \geq J \) we have the equality of events \( \{ M_\infty(z) > 0 \} = \{ M_\infty^{(N)}(z) > 0 \} \). This proves that \( \{ M_\infty(z) > 0 \} \) is measurable with respect to the tail \( \sigma \)-algebra generated by the sequence \((K_2, K_3, \ldots)\), which are independent, and has hence probability 0 or 1. By \( L^1 \) convergence we have \( \mathbb{E}[M_\infty(z)] = \mathbb{E}[M_J(z)] > 0 \) and this proves our claim. It follows immediately that the number of zeros of the limit \( z \mapsto M_\infty(z) \) on any compact \( K \subset \mathcal{Y} \) is almost surely finite, because otherwise the function would be identically 0 with positive probability. \( \square \)

**Lemma 18.** The function \( M_\infty(z) \) has almost surely no zero on \( \mathcal{Y} \cap \mathbb{R} \).

In order to prove this lemma, we use an argument of self-similarity: essentially, if we take two vertices \( u_i \) and \( u_j \) in the tree, then conditionally on the sequences of vertices that are grafted above \( u_i \) or above \( u_j \), the subtrees above \( u_i \) and \( u_j \) evolve as two independent weighted recursive trees. Using Proposition 14 and Lemma 17, the normalized Laplace transform of the weighted profile of each of those two subtrees should converge to some random analytic function which is non-negative on \( \mathcal{Y} \cap \mathbb{R} \) and has at most countably many zeros. Since the two are independent, their zeros should not overlap and hence the sum of their contribution should result in a function that is positive on \( \mathcal{Y} \cap \mathbb{R} \).

**Proof.** Let us formalise this line of reasoning. Using Theorem 4, we know that the measure \( \mu \) on \( \partial U \) is almost surely diffuse, hence we can define

\[
I^{(1)} := \inf \{ i \geq 1 \mid \mu(T(u_i)) \in (0, 1) \} \quad \text{and} \quad I^{(2)} := \inf \{ i \geq I_1 \mid u_{I_1} \notin u_i \text{ and } \mu(T(u_i)) \in (0, 1) \},
\]

and they are almost surely finite. Thanks to Theorem 4 again, we know that for any \( k \geq 1 \) we have the convergence \( \nu_n(T(u_k)) \rightarrow \mu(T(u_k)) \). In fact, the slightly stronger statement holds and we prove it at the end of the section.

**Lemma 19.** For all \( k \geq 1 \), there exists \( \epsilon > 0 \) such that almost surely as \( n \rightarrow \infty \) we have

\[
|\mu_n(T(u_k)) - \nu_n(T(u_k))| = O(n^{-\epsilon}) \quad \text{and} \quad |\mu_n(T(u_k)) - \mu(T(u_k))| = O(n^{-\epsilon}).
\]

Let us consider the sequences \( \{1_{\nu_n(T(u_k)) = \nu_j}\}_{n \geq 1} \) for \( j = 1, 2 \), which record the times when a vertex is added to \( T(u_{I^{(1)}}) \) or \( T(u_{I^{(2)}}) \), and work conditionally on them. Thanks to our definition
of $I^{(1)}$ and $I^{(2)}$, we know that the number of vertices in each of those subtrees will grow linearly in time (in particular, they go to infinity). We let

$$\forall n \geq 1, \quad N_{n}^{(j)} := n v_n(T(u_{j^{(j)}})) = \sum_{i=1}^{n} 1_{\{u_{j^{(j)}} \leq u_i\}}$$

and $\forall k \geq 1$, $z_k^{(j)} := \inf \{n \geq 1 \mid N_{n}^{(j)} \geq k\}$,

which record respectively the number of vertices in $T(u_{j^{(j)}})$ at time $n$ and conversely, the time when the $k$-th vertex is added. To ease notation we let $w_k^{(j)} := w_{j^{(j)}}(k)$ and $W_k := \sum_{i=1}^{k} w_i^{(j)}$, and also $u_{j^{(j)}} = u_k^{(j)}$. Let us state the following intermediate result, which we will prove at the end of the section.

**Lemma 20.** For $j = 1, 2$ the sequences $(w_k^{(j)})_{k \geq 1}$ almost surely satisfy $(\mathbb{P}^\tau)$.  

Recall the discussion before Lemma 10 and fix $J' \geq 1$ such that for $j = 1, 2$, for all $k \geq J'$ and for all $z \in \mathcal{E}$ we have $1 + (e^z - 1) \frac{w_k^{(j)}}{W_k} \neq 0$. Then we can define for $j = 1, 2$ and $k \geq J'$,

$$M_k^{(j)}(z) := \frac{1}{C_k^{(j)}(z)} \sum_{i=1}^{k} \frac{w_i^{(j)}}{W_k} e^{z \cdot \text{d}(u_{j^{(j)}}, u_i^{(j)})} \quad \text{with} \quad C_k^{(j)}(z) := \prod_{i=J}^{k} \left(1 + (e^z - 1) \frac{w_i^{(j)}}{W_i^{(j)}} \right).$$

Conditionally on the sequences $(1_{\{u_{j^{(j)}} \leq u_n\}})_{n \geq 1}$ for $j = 1, 2$, these processes are the martingales associated to the weighted profile of the tree $T^{(j)}_k := \left\{ u \in U \mid u_{j^{(j)}} u \in T_{j^{(j)}} \right\}$, and the sequences $(T^{(j)}_k)_{k \geq 1}$ for $j = 1, 2$ are independent weighted recursive trees with respective weight sequence $(w_k^{(j)})_{k \geq 1}$. We know thanks to Proposition 14 that these two sequences of functions converge to analytic limits on the domain $\mathcal{F}$. In addition, thanks to Lemma 17, their almost sure limit $z \mapsto M^{(j)}_{\infty}(z)$ can only have at most countably many zeros on $\mathcal{F} \cap \mathbb{R}$ and for all $z \in \mathcal{F} \cap \mathbb{R}$, we have $M^{(j)}_{\infty}(z) > 0$ almost surely.

Now we can write, for $n$ sufficiently large

$$M_n(z) = \frac{1}{C_n(z)} \sum_{i=1}^{n} \frac{w_i}{W_n} e^{z \cdot \text{h}(u_i)} \geq \frac{C^{(1)}_{N_n^{(j)}}(z) \cdot W_n^{(1)}}{C_n(z) \cdot W_n} e^{z \cdot \text{h}(u_{j^{(j)}})} \cdot M^{(1)}_{N_n^{(j)}}(z) + \frac{C^{(2)}_{N_n^{(j)}}(z) \cdot W_n^{(2)}}{C_n(z) \cdot W_n} e^{z \cdot \text{h}(u_{j^{(j)}})} \cdot M^{(2)}_{N_n^{(j)}}(z).$$

Using Lemma 11, we have almost surely for $j = 1, 2$,

$$C^{(j)}_{N_n^{(j)}}(z) = \exp\left(\phi(z) \log n + e^{(j)}(z) + O_{\mathbb{P}}\left(k^{-m}\right)\right).$$

Using the asymptotics $N_n^{(j)} \xrightarrow{n \to \infty} n \mu(T(u_{j^{(j)}}))(1 + O(n^{-\epsilon}))$ we get

$$C^{(j)}_{N_n^{(j)}}(z) = \exp\left(\phi(z) \log n + \log(\mu(T(u_{j^{(j)}}))) + O(n^{-\epsilon})\right) + e^{(j)}(z) + O_{\mathbb{P}}\left(n^{-\epsilon}\right)).$$

From Lemma 19, we also get $\frac{W_n^{(j)}}{W_n} = \mu_n(T(u_{j^{(j)}})) = \mu(T(u_{j^{(j)}}))(1 + O(n^{-\epsilon}))$, this entails that for $j = 1, 2$, uniformly on all compact included in $\mathcal{F}$ the function $z \mapsto \frac{W_n^{(j)}}{W_n} = \frac{C_n^{(j)}(z)}{C_n(z)}$ converges to some analytic function $z \mapsto A_j(z)$, which only takes positive values on $\mathcal{F} \cap \mathbb{R}$. Then we write

$$M_{\infty}(z) \geq e^{z \cdot \text{h}(u_{j^{(j)}})} \cdot A_1(z) \cdot M^{(1)}_{\infty}(z) + e^{z \cdot \text{h}(u_{j^{(j)}})} \cdot A_2(z) \cdot M^{(2)}_{\infty}(z).$$

If we condition on the location of the (at most) countable number of zeros $z_1, z_2, \ldots$ of $M^{(1)}_{\infty}$ on $\mathcal{F} \cap \mathbb{R}$, since $M^{(2)}_{\infty}$ is independent of $z_1, z_2, \ldots$, we have $M^{(2)}_{\infty}(z_i) > 0$ almost surely by Lemma 17. Hence $M_{\infty}$ has almost surely no zeros on $\mathcal{F} \cap \mathbb{R}$.}

Now let us prove Lemma 19 and Lemma 20, which we used in the preceding proof.
Proof of Lemma 19 and Lemma 20. Recall the proof of Theorem 4. For all $k \geq 1$ the process $(\mu(T(u_k)))_{n \geq k}$ is a martingale and almost surely we have $|\mu_{n+1}(T(u_k)) - \mu_n(T(u_k))| \leq \frac{w_{n+1}}{W_{n+1}}$, hence using Lemma 33 we get

$$\mathbb{E}[|\mu_{n+1}(T(u_k)) - \mu_n(T(u_k))|^p] \leq 2^p \cdot \sum_{i=n+1}^{2n} \left( \frac{w_i}{W_i} \right)^p = O\left(n^{1-p+o(1)}\right).$$

Using then Lemma 34 with $q = p$ and $\alpha = 0$ and $\delta = (p-1)/2$ yields $|\mu_n(T(u_k)) - \mu(T(u_k))| = O(n^{-\epsilon})$ for some $\epsilon > 0$. For the second one, we consider the process $(nv_n(T(u_k)) - \sum_{i=k+1}^{n} \mu_i(T(u_k)))_{n \geq k}$. It is easy to verify that this process is a martingale for its own filtration and that its increments are bounded by 1. Using again Lemma 34 with $q = 2$ and $\alpha = 1$ and $\delta = 1$, we get $n^{-1} |nv_n(T(u_k)) - \sum_{i=k+1}^{n} \mu_i(T(u_k))| = O(n^{-\epsilon})$, which is enough to conclude for Lemma 19.

By definition of $I^{(1)}$ and $I^{(2)}$, the limits $\mu(T(u_{T^{(1)}}))$ are positive, so, using the preceding discussion, we can write $N_{k}^{(1)} = nv_n(T(u_{T^{(1)}})) \asymp \text{cst} \cdot n$ and also $\mu_n(T(u_{T^{(1)}})) \asymp \text{cst}$, with positive constants. Using the definition of $\tau_{n}^{(1)}$ we can check that this entails that $\tau_{n}^{(1)} \asymp \text{cst} \cdot n$ almost surely. Using (□γ), by composition we get

$$W_{n}^{(j)} = W_{n}^{(j)} \cdot \mu_{n}^{(j)}(T(u_{T^{(1)}})) \asymp \text{cst} \cdot n^\eta,$$

with a positive constant. Then we write, for $j = 1, 2$

$$\sum_{k=n}^{2n} (w_{k}^{(j)})^p = \sum_{k=n}^{2n} (w_{k}^{(j)})^p \leq \sum_{i=n}^{2n} (\tau_{n}^{(j)})^p \leq n^{1+(\gamma-1)p+o(1)},$$

where the last inequality is due to the linear growth of $\tau_{n}^{(j)}$ and the fact that $w$ satisfies (□p).

3.2 From the weighted to the unweighted sum.

Now we want to transfer these results of convergence to the Laplace transform of the real profile. In this aim, we introduce the following quantity, for $n \geq J$,

$$X_n(z) := n^{1+\phi(z)} \cdot N_n(z) - e^z \sum_{k=0}^{n-1} C_k(z) M_k(z)$$

$$= e^z \sum_{k=1}^{n} \frac{w_k}{W_k} C_k(z)$$

The goal of this subsection is to show that the quantity $X_n(z)$ is negligible as $n \to \infty$ compared to any of the two terms in the difference, for $z$ is contained in some domain. This way we will transfer the asymptotics that we have proved for $M_n(z)$ and $C_n(z)$ in the last section to asymptotics for $N_n(z)$, which is the quantity that we want to study in the end.

Recall the definition of $z_+$ and $z_-$ in (6). Let us define the domain $\mathcal{G}$ to which we refer in the statement of Proposition 9

$$\mathcal{G} = \mathcal{Y} \cap \{z \in \mathbb{C} \mid 1 + \text{Re}\phi(z) > 0\}.$$

In this way $\mathcal{G}$ is a connected domain of $\mathbb{C}$ and $\mathcal{G} \cap \mathbb{R} = (z_-, z_+)$. Indeed, recall from Lemma 13 that $\mathcal{Y} \cap \mathbb{R} = I_\gamma = \{x \in \mathbb{R} \mid 1 + \gamma(e^x - 1 - xe^x) > 0\}$ is an open interval which contains 0 and has $z_+$ as its right bound. Now just check that $\{z \in \mathbb{R} \mid 1 + \text{Re}\phi(z) > 0\} = (z_-, \infty)$ and that $z_- \in I_\gamma$.

For technical reasons, we also introduce

$$\mathcal{G}' = (z_-, z_+) \times (0, 2\pi),$$

on which the process $(z \mapsto M_n(z))_{n \geq J}$, and hence also $(z \mapsto X_n(z))_{n \geq J}$, is well-defined. Let us further decompose $\mathcal{G}'$ into a union of open sets

$$\mathcal{G} = \bigcup_{1 \leq q \leq 2} \mathcal{G}_q' \quad \text{where} \quad \mathcal{G}_q' = \{z \in \mathcal{G} \mid g(\text{Re}z, q) < 0\}.$$
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Lemma 21. The process \((X_n(z))_{n \geq 1}\) is a martingale with respect to the filtration generated by \((T_n)_{n \geq 1}\). Furthermore, for all \(q \in (1, p]\),
\[
\mathbb{E} \left[ |X_{n+1}(z) - X_n(z)|^q \right] = O(n^{1+q(\Re(\phi(z)) + \phi(q \Re z)) + o_\epsilon(1)}) .
\]

**Proof.** This process is of course \((\sigma(T_n))\)-adapted and integrable. For the martingale property we compute
\[
\mathbb{E} [X_{n+1}(z) \mid T_n] = X_n(z) - e^\epsilon C_n(z) M_n(z) + e^{\epsilon \text{ht}(u_{n+1})} T_n = X_n(z) - e^\epsilon C_n(z) M_n(z) + e^\epsilon \sum_{i=1}^{n} \frac{W_i}{W_n} e^{\epsilon \text{ht}(u_i)} = X_n(z).
\]

For \(z \in \mathcal{D}'\) and \(q \in (1, p]\), we make the following computation, using Lemma 11 and Lemma 15,
\[
\mathbb{E} [\left| X_{n+1}(z) - X_n(z) \right|^q] = \mathbb{E} \left[ -e^\epsilon C_n(z) M_n(z) + e^{\epsilon \text{ht}(u_{n+1})} \right]^{q} \\
\leq 2^q \cdot \left( e^{q^2 |C_n(z)|^2} \mathbb{E} \left[ |M_n(z)|^q \right] + e^{q \Re z} \mathbb{E} \left[ \sum_{i=1}^{n} \frac{W_i}{W_n} e^{\epsilon \text{ht}(u_i)} \right] \right),
\]
\[
= O_\epsilon \left( n^{q \Re \phi(z) + 0 + \phi(q \Re z)} + o_\epsilon(1) \right) + O_\epsilon \left( n^{\phi(q \Re z)} \right)
\]
and the last exponent reduces to \(q \Re \phi(z) \vee \phi(q \Re z)\) because \(q \Re \phi(z) + g(z, q) = \phi(q \Re z) + 1 - q < \phi(q \Re z)\). Hence, using Lemma 33
\[
\mathbb{E} [\left| X_{2n}(z) - X_n(z) \right|^q] \leq 2^q \sum_{i=n}^{2n} \mathbb{E} \left[ |X_{i+1}(z) - X_i(z)|^q \right] = O_\epsilon \left( n^{1+q \Re(\phi(z)) + \phi(q \Re z)) + o_\epsilon(1)} \right),
\]
which finishes the proof of the lemma. \(\Box\)

**Lemma 22.** The following holds.

(i) For all compact \(K \subset \mathcal{D}\) there exists \(\epsilon(K) > 0\) such that almost surely
\[
n^{-\left(1 + \Re \phi(z)\right)} \cdot |X_n(z)| = O_K \left( n^{-\epsilon(K)} \right).
\]

(ii) For all compact \(K \subset \mathcal{D}'\), there exists \(\epsilon(K) > 0\) such that
\[
n^{-\left(1 + \phi(\Re z)\right)} \cdot \left| \sum_{i=1}^{n-1} C_i(z) M_i(z) \right| = O_K \left( n^{-\epsilon(K)} \right).
\]

(iii) For all compact \(K \subset \mathcal{D}'\), there exists \(\epsilon(K) > 0\) such that almost surely
\[
n^{-\left(1 + \phi(\Re z)\right)} \cdot |X_n(z)| = O_K \left( n^{-\epsilon(K)} \right).
\]

**Proof.** For the first one, for any \(q \in (1, p]\) we can apply Lemma 34 on the domain \(\mathcal{Y}_q' \cap \{ z \in \mathbb{C} \mid 1 + \Re(\phi(z)) > 0 \} \) with \(\alpha(z) = 1 + \Re(\phi(z)) > 0\) and \(\delta(z) = \min(q - 1, -g(z, q)) > 0\), thanks to Lemma 21. Then using the compactness property, (i) is true for every compact \(K \subset \mathcal{D}\).

Let us prove point (ii). For any \(q \in (1, p]\), on the domain \(\mathcal{D}_q'\) we have \(\mathbb{E} [\left| M_{2n}(z) - M_n(z) \right|^q] = O_{\mathcal{D}_q'} \left( n^{1-q + g(z, q) + o_{\epsilon}(1)} \right)\) and
\[
g(z, q) = q(\phi(\Re z) - \Re \phi(z)) + g(\Re z, q).
\]
Applying Lemma 34 for the martingale \((z \mapsto M_n(z))_{n \geq 1}\) on any compact \(K \subset \mathcal{D}'\) with \(\alpha(z) = \phi(\Re z) - \Re \phi(z) > 0\) and \(\delta(z) = \min(-1 + q + \phi(\Re z) - \Re(\phi(z))), -g(\Re z, q)) > 0\) yields:
\[
n^{-\phi(\Re z) + \Re \phi(z)} \cdot M_n(z) = O_K \left( n^{-\epsilon(K)} \right).
\]
Using the estimates of Lemma 11, we have $|C_n(z)| = O_K(n^{\Re \phi(z)})$, and so $|C_i(z)M_i(z)| = O_K(e^{\phi(\Re z) - \epsilon(K)})$. Hence $\sum_{i=j}^{n-1} |C_i(z)M_i(z)| = O_K(n^{\delta(1+\phi(\Re z) - \epsilon(K))}).$

For the last point, we use Lemma 34 on $D_q'$ for the martingale $(z \mapsto X_n(z))_{n \geq j}$ with $\alpha(z) = 1 + \phi(\Re z) > 0$ and $\delta(z) = \min(-1 + q + g(\phi(\Re z) - \Re(\phi(z))), -g(\Re z, q))$.

In order to conclude, we will also need the following lemma, which is a direct consequence of Lemma 11.

**Lemma 23.** For any compact $K \subset D \cap \{z \in \mathbb{C} \mid 1 + \Re(\phi(z)) > 0\}$, there exists $\epsilon(K)$ such that

$$n^{-\epsilon(\phi(z))} \sum_{i=1}^{n-1} C_i(z) = O_K\left(n^{-\epsilon(K)}\right).$$

**Proof.** On any compact $K \subset D \cap \{z \in \mathbb{C} \mid 1 + \Re(\phi(z)) > 0\}$, using Lemma 11 we write

$$C_n(z) = e^{\phi(z)} \cdot n^{\phi(z)} \cdot (1 + O_K(n^{-\epsilon})),
$$

so that

$$\sum_{i=1}^{n-1} C_i(z) = e^{\phi(z)} \sum_{i=1}^{n-1} i^{\phi(z)} + e^{\phi(z)} \sum_{i=1}^{n-1} i^{\phi(z)} \cdot O_K(i^{\epsilon})$$

$$= e^{\phi(z)} n^{1+\phi(z)} (1 + O_K(n^{-1})) + O_K\left(n^{1+\phi(z) - \epsilon(K)}\right),$$

where in the second line, we use the fact that $\inf_{z \in K}(1 + \Re(\phi(z))) > 0$, and we define $\epsilon(K) := \epsilon \wedge \inf_{z \in K}(1 + \Re(\phi(z)))$. This proves the lemma.

We can now prove Proposition 9.

**Proof of Proposition 9.** Let us start by proving simultaneously that $N_\infty(z) = \sum_{z \in N_\infty(z)} M_\infty(z)$ and both point (i) and (ii) of the proposition. For $K \subset D$ compact and $z \in K$, we write

$$\left|N_n(z) - \frac{e^{z+\epsilon(\phi(z)})}{1+\phi(z)} M_\infty(z)\right| \leq n^{-\epsilon(\phi(z))} X_n(z) + n^{-\epsilon(\phi(z))} e^{\sum_{i=1}^{n} C_i(z)} M_i(z) - \frac{e^{z+\epsilon(\phi(z))}}{1+\phi(z)} M_\infty(z).$$

The first term is $O_K\left(n^{-\epsilon(K)}\right)$ thanks to Lemma 22(i). We bound the second one by the following quantity

$$\left|\frac{M_\infty(z)}{n^{-\epsilon(K)}} \cdot |e| \cdot \sum_{i=1}^{n} C_i(z) - \frac{e^{\phi(z)}}{1+\phi(z)} + n^{-\epsilon(1+\Re(\phi(z)))} \cdot |e| \cdot \sum_{i=1}^{n} C_i(z) \cdot |M_i(z) - M_\infty(z)|\right|,$$

We then use respectively Lemma 23 and then Lemma 11 together with Proposition 14 to prove that the first and the second term of the last display are $O_K\left(n^{-\epsilon(K)}\right)$. The limiting function $N_\infty(z)$ is analytic as a uniform limit of analytic functions and has almost surely no zero on $(z_-, z_+)$ because of Lemma 18. For (iii), let us prove the stronger statement: for any compact set $K \subset (z_-, z_+)$ and $0 < a < \pi$, there exists $\epsilon(K, a) > 0$ such that almost surely,

$$\sup_{x \in K} \sup_{0 \leq \eta \leq \pi} n^{-\epsilon( \phi(x))} \left|\sum_{i=1}^{n} e^{(x+\eta)i \Re(u_i)}\right| = O\left(n^{-\epsilon(K, a)}\right).$$

For this, we write

$$n^{-\epsilon(\phi(x))} \left|\sum_{i=1}^{n} e^{(x+\eta)i \Re(u_i)}\right| \leq n^{-\epsilon(\phi(x))} \left|X_n(x + i\eta)\right| + n^{-\epsilon(\phi(x))} \sum_{i=1}^{n-1} C_i(x + i\eta) M_i(x + i\eta).$$

We apply points (ii) and (iii) of Lemma 22 to the compact $K \times [a, \pi]$ and get the desired bound.
3.3 Height of the tree

In this section, we study the behaviour of the height $\text{ht}(T_n)$ of the tree $T_n$, which is defined as the maximal height of the vertices of $T_n$, i.e.

$$\text{ht}(T_n) = \max_{1 \leq k \leq n} \text{ht}(u_k).$$

We start by showing that under the assumption $(\Box)$ we have the convergence (9). Then, for the sake of completeness, we also study the simpler case where $\log n = o(\sum_{i=1}^{n} w_i W_i)$.

One key argument in our proofs is the following equality for the annealed moment generating function of the height of $u_k$, for any fixed $k \geq 1$, which can be seen as a corollary of Lemma 10

$$\mathbb{E} \left[ e^{z \text{ht}(u_k)} \right] = e^{z} \cdot \prod_{j=2}^{k-1} \left( 1 + (e^z - 1) \frac{w_j}{W_j} \right), \quad (32)$$

Some elementary computations using the Chernoff bound and the last display yield the following lemma.

Lemma 24. Suppose that the sequence of weights $w$ satisfies

$$\limsup_{n \to \infty} \frac{1}{\log n} \sum_{i=2}^{n} \frac{w_i}{W_i} \leq u \in \mathbb{R}^*_+.$$ 

Then almost surely we have

$$\limsup_{n \to \infty} \frac{\text{ht}(T_n)}{\log n} \leq ue^{z(u)},$$

where $z(u)$ is the unique positive root of $u(z^2 - e^z + 1) - 1 = 0$.

Proof. Using the expression (32) for the moment generating function of $\text{ht}(u_n)$ we get, for any $z > 0$

$$\mathbb{E} \left[ e^{z \text{ht}(u_n)} \right] = e^{z} \cdot \prod_{j=2}^{n-1} \left( 1 + (e^z - 1) \frac{w_j}{W_j} \right) \leq \exp \left( 1 + (e^z - 1) \sum_{j=2}^{n-1} \frac{w_j}{W_j} \right) \leq \exp ((\log n)(ue^z - 1 + o(1))),$$

where we use the inequality $(1 + x) \leq e^x$ and the assumption on $w$. Then, for any $z > 0$ and $n \geq 1$,

$$\mathbb{P} \left( \text{ht}(u_n) \geq ue^z \log n \right) \leq \exp(-u \log n(z e^z - e^z + 1 + o(1)))$$

If we take $z > 0$ such that $u(z e^z - e^z + 1) > 1$ then the right-hand-side is summable and hence using the Borel-Cantelli lemma shows that for all $n$ large enough, we have $\text{ht}(u_n) \leq u e^z \log n$. Letting $z \searrow z^+(u)$, we get the result.

Let us prove the last claim of Theorem 3. Here we suppose that the weight sequence $w$ satisfies $(\Box)$ for some $\gamma > 0$ and some $p \in (1, 2]$.

Proof of Theorem 3. Recall the asymptotics (8) in Theorem 3. It ensures that there almost surely exists vertices at height $\gamma e^z \log n$, for any $z \in (z_-, z_+)$. Hence the height of the tree $T_n$ satisfies

$$\liminf_{n \to \infty} \frac{\text{ht}(T_n)}{\log n} \geq \gamma e^{z_+}.$$ 

For the limsup, we use Lemma 25 with $u = \gamma$ (this is justified by Lemma 12), which yields

$$\limsup_{n \to \infty} \frac{\text{ht}(T_n)}{\log n} \geq \gamma e^{z_+}. \quad \square$$

To finish the section, we state a proposition.
Proposition 25. Let \( f(n) := \sum_{i=2}^{n} \frac{w_i}{W_i} \). If \( \log n = o(f(n)) \) then we have the almost sure convergence

\[
\lim_{n \to \infty} \frac{\text{ht}(T_n)}{f(n)} = 1.
\]

Proof. For the upper-bound, we proceed as above. For any \( \epsilon > 0 \) and \( z > 0 \):

\[
\mathbb{P} \left( \text{ht}(u_n) \geq (1 + \epsilon) f(n) \right) \leq \exp\left(-z(1 + \epsilon)f(n)\right) \mathbb{E}\left[e^{z \text{ht}(u_n)}\right]
\leq \exp\left((e^z - 1) f(n - 1) - (1 + \epsilon) z f(n)\right)
\leq \exp\left(f(n) [e^z - 1 - (1 + \epsilon) z + o(1)]\right)
\]

If we choose \( z > 0 \) close enough to 0 then the last display is summable, due to our assumption on \( f \). This implies using the Borel-Cantelli lemma that \( \limsup_{n \to \infty} \frac{\text{ht}(T_n)}{f(n)} \leq 1 + \epsilon \) almost surely, for any fixed \( \epsilon > 0 \). Then we let \( \epsilon \searrow 0 \).

For the lower-bound, we use the fact that we can construct jointly with \((T_n)_{n \geq 1}\) a sequence \((D_n)_{n \geq 1}\) such that \( \forall n \geq 1, D_n \in T_n \), increasing for the genealogical order and such that, as a sequence, we have

\[
(\text{ht}(D_n))_{n \geq 1} \xrightarrow{(d)} \left( \sum_{i=2}^{n} 1\{U_i \leq \frac{w_i}{W_i}\} \right)_{n \geq 1}
\]

with \((U_i)_{i \geq 2}\) i.i.d. uniform random variables. See for example [10, Section 2.2] or in our setting [20, Corollary 8]. Using the law of large numbers, we get that almost surely \( \text{ht}(D_n) \sim \sum_{i=2}^{n} \frac{w_i}{W_i} = f(n) \) as \( n \to \infty \). Since \( \text{ht}(T_n) \geq \text{ht}(D_n) \), this proves the lower-bound and finishes the proof.

4 Preferential attachment trees are weighted recursive trees

In this section, we study preferential attachment trees with initial fitnesses \( a \) as defined in the introduction. First, in Section 4.1, we prove Theorem 1 which allows us to see them as weighted random trees WRT(\( wa \)) for some random weight sequence \( w^a \). Then in Section 4.2 we prove Proposition 2 which relates the asymptotic behaviour of \( w^a \) to the behaviour of \( a \). Finally, in Section 4.3 we prove Proposition 27, which ensures that the sequence \( m^a \) obtained as the scaling limit of the degrees can be expressed as the increments of a Markov chain.

4.1 Coupling with a sequence of Pólya urns

Here we fix an arbitrary sequence \( a \) such that \( a_1 > -1 \) and \( \forall n \geq 2, a_n \geq 0 \). Let us recall the notation, for \( n \geq 0 \),

\[
A_n := \sum_{i=1}^{n} a_i,
\]

with the convention that \( A_0 = 0 \). We consider a sequence of trees \((P_n)_{n \geq 1}\) evolving according to the distribution PA(\( a \)) and we want to prove Theorem 1, namely that there exists a random sequence of weights \( w^a \) for which the sequence evolves as a WRT(\( wa \)). The proof uses a decomposition of this process into an infinite number of Pólya urns. This is very close to what is used in the proofs of [2, Theorem 2.1] or [5, Section 1.2] in similar settings. The novelty of our approach is to express this result using weighted random trees, since it allows us to apply all the results developed in the preceding section.

Pólya urns. For us, a Pólya urn process \( (\text{Urn}(n))_{n \geq 0} = (X(n), \text{Total}(n))_{n \geq 0} \) is a Markov chain on \( E := \{ (x, z) \in \mathbb{R}_+ \times \mathbb{R}_+^* \mid x \leq z \} \) with transition probabilities given by the matrix \( P \) where for all \((x, z) \in E,\)

\[
P((x, z), (x+1, z+1)) = \frac{x}{z} \quad \text{and} \quad P((x, z), (x, z+1)) = \frac{z-x}{z}.
\]
The quantities $X(n)$ and $\text{Total}(n)$ represent respectively the number of red balls and the total number of balls at time $n$ in a urn containing red and blacks balls, in which we add a ball at each time, the colour of which is chosen at random proportionally to the current proportion in the urn. Starting at time 0 from the state $(a, a + b)$, i.e. with $a$ red balls and $b$ black balls, it is well-known that the sequence $(\Delta X(n))_{n \geq 1} = (X(n) - X(n-1))_{n \geq 1}$ of random variables is exchangeable, and an application of de Finetti’s representation theorem ensures that it has the same distribution as i.i.d. samples of Bernoulli random variables with a random parameter $\beta$, which has distribution $\text{Beta}(a, b)$, where we use the convention that $\text{Beta}(a, b) = \delta_1$ if $b = 0$.

**Nested structure of urns in the tree.** For all $k \geq 1$ we define the following process in $n \geq k$

$$W_k(n) := A_k + \sum_{i=1}^{k} \deg^+(u_i),$$

the "total fitness" of the vertices $\{u_1, u_2, \ldots, u_k\}$, for which we remark that for any $k \geq 1$ we have

$$W_k(k) = A_k + k - 1 \quad \text{and} \quad W_k(k+1) = A_k + k. \quad (34)$$

Imagine that $\mathcal{P}_n$ is constructed and we add a new vertex $u_{n+1}$ to the tree. We choose its parent in a downward sequential way:

- we first determine whether the parent is $u_n$, this happens with probability
  $$\frac{a_n + \deg^+(u_n)}{W_n(n)} = 1 - \frac{W_{n-1}(n)}{W_n(n)},$$

- then with the complementary probability $\frac{W_{n-1}(n)}{W_n(n)}$ it is not, so conditionally on this we determine whether it is $u_{n-1}$, this happens with (conditional) probability
  $$\frac{a_{n-1} + \deg^+(u_{n-1})}{W_{n-1}(n)} = 1 - \frac{W_{n-2}(n)}{W_{n-1}(n)},$$

- then with the complementary probability $\frac{W_{n-2}(n)}{W_{n-1}(n)}$ it is not, etc... We continue this process until we stop at some $u_i$.

Now let us fix $k \geq 1$ and introduce the following time-change: for all $N \geq 0$, we let

$$\theta_k(N) := \inf \{n \geq k+1 \mid W_{k+1}(n) = A_{k+1} + k + N\}, \quad (35)$$

be the $N$-th time that a vertex in attached on one of the vertices $\{u_1, \ldots, u_{k+1}\}$. Remark that it can be the case that $\theta_k(N)$ is not defined for large $N$, if there is only a finite number of vertices attaching to $\{u_1, \ldots, u_{k+1}\}$. Let us ignore this possible problem for the moment, and only consider bounded sequences $a$, for which this will almost surely not happen. In this case for all $N \geq 0$ we set

$$\text{Urn}_k(N) := (W_k(\theta_k(N)), W_{k+1}(\theta_k(N))) = (W_k(\theta_k(N)), A_{k+1} + k + N). \quad (36)$$

Now, the two following facts are the key observations in order to prove Theorem 1:

(i) for all $k \geq 1$, the process $\text{Urn}_k = (\text{Urn}_k(N))_{N \geq 0}$ has the distribution of a Pólya urn starting from the state $(A_k + k, A_{k+1} + k)$,

(ii) those process are jointly independent for $k \geq 1$.

Point (i) already follows from the discussion above. A moment of thought shows that (ii) holds as well: of course the processes $(W_k(n), W_{k+1}(n))_{n \geq k+1}$ for different $k$ are not independent at all but the point is that they only interact through the time-changes $(\theta_k(\cdot), k \geq 1)$.
Reversing the construction and using the exchangeability. Using de Finetti’s theorem and points (i) and (ii), each of the processes \(U_{n,k}\) can be produced by sampling \(\beta_k \sim \text{Beta}(A_k + k, a_{k+1})\) and adding a red ball at each step independently with probability \(\beta_k\) and a black ball with probability \(1 - \beta_k\). This is of course done independently for different \(k \geq 1\).

In terms of our downward sequential procedure defined above for finding the parent of each newcomer, it amounts to saying that each time that we have to choose between attaching to \(u_{k+1}\) or attach to a vertex among \(\{u_1, \ldots, u_k\}\), the former is chosen with probability \(1 - \beta_k\) and the latter with probability \(\beta_k\). Let us verify that the law of \((\mathbb{P}_n)_{n \geq 1}\) conditionally on the sequence \((\beta_k)_{k \geq 1}\) can indeed be expressed as WRT with the random sequence of weights \(w^n\) defined in Theorem 1, which is defined from the sequence \((\beta_k)_{k \geq 1}\) as,

\[ W_n^a = \prod_{i=1}^{n-1} \beta_i^{-1} \quad \text{and} \quad w_n^a = W_n^a - W_{n-1}^a, \]

with the convention that \(W_1^a = 1\) and \(W_0^a = 0\). Let us reason conditionally on the sequence \((\beta_k)_{k \geq 1}\) (or equivalently the sequence \((w_n^a)_{n \geq 1}\)). When determining the parent of \(u_{n+1}\), we successively try to attach to \(u_n, u_{n-1}, \ldots\) until we stop at some \(u_k\). Using the independence, we get

\[ \mathbb{P}(A_{n+1} = k \mid \mathbb{P}_n, \beta_1, \beta_2, \ldots) = \beta_{n-1} \beta_{n-2} \ldots \beta_k (1 - \beta_{k-1}) = \frac{W_k - W_{k-1}}{W_n} = \frac{w_k}{W_n}. \]

Remark that the above construction is still valid without the assumption that the sequence \(a\) is bounded, and hence Theorem 1 is proved.

### 4.2 Proof of Proposition 2

Let \((W_n^a)_{n \geq 1}\) be the random sequence of cumulated weights defined Theorem 1, whose distribution depends on a sequence \(a\) of initial fitnesses, and is expressed using a sequence of independent Beta-distributed random variables \((\beta_k)_{k \geq 1}\). We are going to prove Proposition 2, which relates the growth of \((W_n^a)_{n \geq 1}\) to the one of \((A_n)_{n \geq 1}\). In this proof, we omit the subscript \(a\) for readability.

**Proof of Proposition 2.** As in [15], we introduce

\[ X_n := \prod_{i=1}^{n-1} \frac{\beta_i}{\mathbb{E}[\beta_i]}. \]

It is easy to see that \(X_n\) is a positive martingale, hence it almost surely converges to a limit \(X_\infty\) as \(n \to \infty\). Now, using the fact that the \((\beta_n)_{n \geq 1}\) are independent and that the expectation of a random variable with Beta\((a, b)\) distribution distribution has \(q\)-th moment, for \(q \geq 0\),

\[ \frac{\Gamma(a + q) \Gamma(a + b)}{\Gamma(a) \Gamma(a + b + q)} = \prod_{k=0}^{q-1} \frac{a + k}{a + b + k}, \tag{37} \]

we can compute

\[ \prod_{i=1}^{n-1} \mathbb{E}[\beta_i^q] = \prod_{i=1}^{n-1} \left( \prod_{k=0}^{p-1} \frac{i + A_i + k}{i + A_i + k + 1} \right) = \prod_{k=0}^{p-1} \left( \frac{1 + A_i + k}{n + A_i + k - 1} \prod_{i=2}^{n-1} \frac{i + A_i + k}{i + A_i + k - 1} \right) = \left( \prod_{k=0}^{p-1} \frac{1 + A_i + k}{n + A_i + k - 1} \right) \prod_{k=0}^{n-1} \prod_{i=2}^{k} \left( 1 + \frac{1}{i + A_i + k - 1} \right) \]

Now from our hypotheses on the sequence \((A_n)\), we have for all \(k \in [0, p - 1]\)

\[ n + A_n + k - 1 \xrightarrow{n \to \infty} (c + 1)n + O(n^{1-\epsilon}) \quad \text{and so} \quad \frac{1}{n + A_n + k - 1} \xrightarrow{n \to \infty} \frac{1}{(c + 1)n} + O(n^{-1-\epsilon}). \]
Hence
\[
\prod_{k=0}^{p-1} \prod_{i=2}^{n-1} \left( 1 + \frac{1}{i + A_i + k - 1} \right) = \prod_{k=0}^{p-1} \prod_{i=2}^{n-1} \left( 1 + \frac{1}{(c+1)k} + O(n^{-1-\epsilon}) \right)
\]
\[
= \exp \left( \sum_{k=0}^{p-1} \sum_{i=2}^{n} \left( \frac{1}{(c+1)k} + O(n^{-1-\epsilon}) \right) \right)
\]
\[
= \exp \left( \frac{p}{c+1} \log n + O(n^{-\epsilon}) \right)
\]
\[
= \text{const} \cdot n^{\frac{p}{c+1} + O(n^{-\epsilon})}.
\]

In the end, since \(\prod_{k=0}^{p-1} \frac{1 + A_i + k}{(c+1)k + n + O(n^{-1-\epsilon})} = \text{const} \cdot n^{-p} \cdot (1 + O(n^{-\epsilon}))\), we get
\[
\prod_{i=1}^{n-1} \mathbb{E}[\beta_i^p] = C_p \cdot n^{-p(p/(c+1))} \cdot (1 + O(n^{-\epsilon}))
\] (38)

where \(C_p\) is a positive constant which depends on the sequence \(a\) and \(p\). This entails that, under our assumptions, for any \(p \geq 1\), we have \(\mathbb{E}[X_{n}^p] \to C_p/C_1^p\) as \(n \to \infty\), which shows that this martingale is bounded in \(L^p\) for all \(p \geq 1\) and hence it is uniformly integrable. Consequently, it converges a.s. and in \(L^p\) to a limit random variable \(X_\infty\), with moments determined by
\[
\forall p \geq 1, \quad \mathbb{E}[X_{n}^p] = \frac{C_p}{C_1^p}.
\] (39)

Furthermore, we have
\[
\mathbb{E}\left[(X_{n+1} - X_n)^2\right] = \mathbb{E}\left[X_n^2 \left(\frac{\beta_n}{\mathbb{E}[\beta_n]} - 1\right)^2\right] \leq C_2 \cdot \frac{\text{Var}(\beta_n)}{\mathbb{E}[\beta_n]^2}.
\] (40)

Since \(\beta_n \sim \text{Beta}(n + A_n, a_{n+1})\), we get:
\[
\mathbb{E}[\beta_n] = \frac{n + A_n}{n + A_{n+1}} \to 1 \quad \text{and} \quad \text{Var}(\beta_n) = \frac{a_{n+1}(n + A_n)}{(n + A_{n+1})^2(n + A_{n+1} + 1)} = O(n^{-1-\epsilon}).
\] (41)

Using equation (40), equation (41), Lemma 33 and summing over \(n \leq k \leq 2n - 1\) we get that \(\mathbb{E}\left[(X_{2n} - X_n)^2\right] = O(n^{-\epsilon})\). Using Lemma 34, we get, for some \(\epsilon > 0\),
\[
|X_n - X_\infty| = O(n^{-\epsilon}).
\]

Since \(\beta_i > 0\) almost surely for every \(i \geq 1\), the event \(\{X_\infty = 0\}\) is a tail event for the filtration generated by the \(\beta_i\) and has probability 0 or 1. In the end, it has probability 0 because \(\mathbb{E}[X_\infty] = 1\). We deduce that
\[
\mathbb{W}_{n}^{-1} = \prod_{i=1}^{n-1} \beta_i = X_n \cdot \prod_{i=1}^{n-1} \mathbb{E}[\beta_i]
\]
\[
= X_\infty \cdot (1 + O(n^{-\epsilon})) \cdot C_1 \cdot n^{-1+\frac{1}{c+1}} \cdot (1 + O(n^{-\epsilon}))
\]
\[
= C_1 \cdot X_\infty \cdot n^{-1+\frac{1}{c+1}} \cdot (1 + O(n^{-\epsilon})).
\]

Hence, we have,
\[
\mathbb{W}_{n} = Z \cdot n^{\frac{1}{c+1}} \cdot (1 + O(n^{-\epsilon})) \quad \text{with} \quad Z := \frac{1}{X_\infty \cdot C_1}.
\] (42)

Whenever \(a_n \leq n^{c+o(1)}\) as \(n \to \infty\), we can show the following (we postpone the proof to the end of the section)

**Lemma 26.** For any \(\delta > 0\), we have
\[
\mathbb{P}\left(1 - \beta_k > k^{-1+c'+\delta}\right) \leq \exp\left(-k^{\delta+o(1)}\right).
\]
Since the last quantity is summable in $k$ we can use the Borel-Cantelli lemma (and a sequence of $\delta$ going to 0) to show that almost surely $1 - \beta_k \leq k^{-1+c'+o(1)}$ as $k \to \infty$. This finishes to prove the proposition, because we can write

$$w_k = W_k - W_{k-1} = W_k \cdot (1 - \beta_{k-1}) \leq k^{c' - 1/(c+1) + o(1)}.$$  

We finish by giving a proof of Lemma 26.

**Proof of Lemma 26.** Let $x > 0$ and $y > 1$ and let $\beta$ be a random variable with Beta$(x, y)$ distribution. Then for any $z \in [0, 1]$ we have, using the explicit expression of the density of $\beta$:

$$P(\beta > z) = \frac{\Gamma(x+y)}{\Gamma(x) \Gamma(y)} \int_z^1 u^{x-1}(1-u)^{y-1} \, du \leq \frac{\Gamma(x+y)}{\Gamma(x) \Gamma(y)} \exp(-(y-1)z) \int_z^1 u^{x-1} \, du \leq \frac{\Gamma(x+y)}{\Gamma(x+1) \Gamma(y)} \cdot \exp(-(y-1)z).$$

For any two sequences $(x_n)$ and $(y_n)$ simultaneously going to infinity with $x_n = o(y_n)$, we have the following bound using Stirling’s approximation:

$$\log \left( \frac{\Gamma(x_n + y_n)}{\Gamma(x_n + 1) \Gamma(y_n)} \right) \sim \frac{x_n \log(y_n)}{n \to \infty}.$$  

Applying the above computations for $(1 - \beta_n) \sim \text{Beta}(a_n + 1, A_n + n)$, and using the assumptions on the sequence $a$, we get

$$\log P(1 - \beta_n > n^{-1+c'+\delta}) \leq -n^{\delta+o(1)},$$

which is what we wanted.  

\[\square\]

### 4.3 The distribution of the limiting sequence

Recall the convergence of the degree sequence stated in Proposition 5. Thanks to what precedes, we know that if some sequence $a$ satisfies $(H_e)$ then the associated random sequence $(w_n^a)_{n \geq 1}$ satisfies $W_n^a \sim Z \cdot n^{c/(c+1)}$ and so in this setting the convergence of degrees can be stated as

$$n \rightarrow \frac{1}{Z} \cdot (\deg_{p_k}(u_1), \deg_{p_k}(u_2), \ldots) \rightarrow_{n \to \infty} \frac{(c+1)}{Z} \cdot (w_1^a, w_2^a, \ldots).$$

where $(m_n^a)_{n \geq 1} = \frac{c+1}{Z} \cdot (w_n^a)_{n \geq 1}$. Remark that the random variable $Z$ depends on the whole sequence $(\beta_n)_{n \geq 1}$ used in the definition of $(W_n^a)_{n \geq 1}$, so the sequence $(M_n^a)_{n \geq 1}$ can not be seen as an iterated product of independent random variables, which was the case for $(W_n^a)_{n \geq 1}$. We will prove that this new process still has some nice properties.

**Proposition 27.** For any sequence $a$ that satisfies the condition $(H_e)$, the sequence $(M_k^a)_{k \geq 1}$ is a (possibly time-inhomogeneous) Markov chain such that for all $k \geq 1$, $M_{k+1}^a$ is independent of $\beta_1, \beta_2, \ldots, \beta_k$. The fact that for all $k \geq 1$ we have $M_k^a = \beta_k \cdot M_{k+1}^a$ with $\beta_k \sim \text{Beta}(A_k + k, A_{k+1})$ independent of $M_{k+1}^a$ characterises the backward transitions of the chain.

**Proof.** We follow the same steps as [15, Lemma 1.1]. Let us fix a sequence $a$ that satisfies the hypotheses of the proposition and make the dependence on it implicit to ease notation. Recall from (38) the definition of $C_1$ and from (42) the definition of $Z$ from $X_\infty$. We have

$$M_1 = (C_1 \cdot (c+1) \cdot X_\infty) \quad \text{and for } k \geq 2, \quad M_k = M_{k-1} \cdot \left( \prod_{i=1}^{k-1} \beta_i \right)^{-1}.$$  

(43)
It then follows that we can write, for $k \geq 1$,

$$M_{k+1} = C_1 \cdot (c + 1) \cdot X_{\infty} \cdot \left( \prod_{i=1}^{k} \beta_i \right)^{-1} = C_1 \cdot (c + 1) \cdot \lim_{n \to \infty} \frac{\prod_{i=k+1}^{n-1} \beta_i}{\prod_{i=1}^{n-1} E[\beta_i]}.$$

which ensures that $M_{k+1}$ is independent of $\beta_1, \beta_2, \ldots, \beta_k$. The limit in the last equality exists almost surely thanks to the results of the preceding section.

Now we prove the Markov property of the chain. Let $k \geq 1$. Because of the definition of the chain as a product, the distribution of $M_{k+1}$ conditional on the past trajectory $M_1, M_2, \ldots, M_k$ is the same as the distribution of $M_{k+1}$ conditional on $M_k, \beta_1, \ldots, \beta_{k-1}$. Since $M_{k+1} = \beta_k^{-1} \cdot M_k$ and that $\beta_k$ and $M_k$ are both independent of $\beta_1, \ldots, \beta_{k-1}$, this conditional distribution corresponds to the one of $M_{k+1}$ conditional on the present state of the chain $M_k$.

\[ \square \]

**Computing the moments.** In some cases where the sequence $a$ is sufficiently regular, we can compute explicitly every moment of the random variable $M_k^a$ for every $k \geq 1$. Indeed, using (39) and (43) and the independence, we get

$$E[M_k^p] = \left[ C_1 \cdot (c + 1) \cdot \lim_{n \to \infty} \frac{\prod_{i=k+1}^{n-1} \beta_i}{\prod_{i=1}^{n-1} E[\beta_i]} \right]^p = C_1^p \cdot (c + 1)^p \cdot \lim_{n \to \infty} \frac{\prod_{i=k+1}^{n-1} E[\beta_i]^p}{\prod_{i=1}^{n-1} E[\beta_i]^p}$$

$$= \frac{(c + 1)^p \cdot C_p}{\prod_{i=1}^{n-1} E[\beta_i]^p}. \quad (44)$$

In general, if the collection $(\mu_p)_{p \geq 1}$ of $p$-th moments of some positive random variable satisfies the so-called Carleman’s condition: $\sum_{p=1}^{\infty} \mu_p^{-1/(2p)} = \infty$, then its distribution is uniquely determined from those moments.

## 5 Examples and applications

In this section, we compute the explicit distribution of $(M_n^a)$ for some particular sequences $a$. We apply this result to another model of preferential attachment.

### 5.1 The limit chain for particular sequences $a$

As stated in the preceding section, we can compute the distribution of $M_n^a$ for some fixed $k$ by the expression of its moments (44), provided that they satisfy Carleman’s condition. Knowing these distributions and the backward transitions given in Proposition 27 then characterises the law of the whole process. For two particular examples, this law has a nice expression.

**Proposition 28.** In the two following cases, the distribution of the chain $(M_n^a)$ is explicit.

(i) If $a$ is of the form $a = (a, b, b, b, \ldots)$ with $a > -1$ and $b > 0$, then the limiting sequence $(M_n^a)_{n \geq 1}$ is a Mittag-Leffler Markov chain MLMC $\left( \frac{1}{\beta^{a+1}}, \frac{\alpha}{\beta^{a+1}} \right)$.

(ii) If $a$ is of the form $a = (a, 0, 0, \ldots, 0, m, 0, 0, \ldots, 0, m, \ldots)$ with $a > -1$ and $\ell, m \in \mathbb{N}$, then $(M_n^a)_{n \geq 1}$ is constant on the interval of the form $[1 + k\ell, (k + 1)\ell]$ and the sequence

$$\frac{\ell m^\ell}{m + \ell} \cdot (N_k^a)_{k \geq 1} = \frac{\ell m^\ell}{m + \ell} \cdot (M_{(k-1)\ell+1})^a_{k \geq 1}$$

has the Product Generalised Gamma distribution PGG $(a, \ell, m)$.

We will prove the two points of this proposition in separate subsections. The proper definitions of the distributions to which we refer are given along the proof. For the rest of the section, we drop the superscript $a$ and write $(M_n)_{n \geq 1}$.
5.1.1 Mittag-Leffler Markov chains

Let us study the case where the underlying preferential attachment tree has a sequence of initial fitnesses \( a \) that are of the form \((a, b, b, b, \ldots)\). We start by recalling the definitions of Mittag-Leffler distributions and Mittag-Leffler Markov chains and introduced in [15], and also studied in [17].

**Mittag-Leffler distributions.** Let \( 0 < \alpha < 1 \) and \( \theta > -\alpha \). The generalized Mittag-Leffler \( \text{ML}(\alpha, \theta) \) distribution has \( p \)th moment

\[
\frac{\Gamma(\theta)\Gamma(\theta/\alpha + p)}{\Gamma(\theta/\alpha)\Gamma(\theta/p + 1)} = \frac{\Gamma(\theta + 1)\Gamma(\theta/\alpha + p + 1)}{\Gamma(\theta/\alpha + 1)\Gamma(\theta/p + 1)}
\]

and the collection of \( p \)-th moments for \( p \in \mathbb{N} \) uniquely characterizes this distribution.

**Mittag-Leffler Markov Chains.** For any \( 0 < \alpha < 1 \) and \( \theta > -\alpha \), we introduce the (a priori) inhomogenous Markov chain \((\text{MLMC}_{n}^{\alpha, \theta})_{n \geq 1}\), the distribution of which we call the Mittag-Leffler Markov chain of parameters \((\alpha, \theta)\), or \(\text{MLMC}(\alpha, \theta)\). This type of Markov chain was already defined in [15], for some choice of parameters \( \alpha \) and \( \theta \). It is a Markov chain such that for any \( n \geq 1 \),

\[
\text{MLMC}_{n}^{\alpha, \theta} \sim \text{ML}(\alpha, \theta + n - 1),
\]

and the transition probabilities are characterised by the following equality in law:

\[
\left(M_{n}^{\alpha, \theta}, M_{n+1}^{\alpha, \theta}\right) = \left(B_{n} \cdot M_{n+1}^{\alpha, \theta}, M_{n+1}^{\alpha, \theta}\right),
\]

with \( B_{n} \sim \text{Beta}(\frac{2 + k - 1}{\alpha}, 1 + \frac{1}{\alpha} - 1) \), independent of \( M_{n}^{\alpha, \theta} \). These chains are constructed (for a some values of \( \theta \) depending on \( \alpha \)) in [15]. In fact, our proof of Proposition 28(i) ensures that these chains exists for any choice of parameters \( 0 < \alpha < 1 \) and \( \theta > -\alpha \). Let us mention that the proof of [15, Lemma 1.1] is still valid for the whole range of parameters \( 0 < \alpha < 1 \) and \( \theta > -\alpha \), which proves that these Markov chains are in fact time-homogeneous.

**The limiting Markov chain is a Mittag-Leffler.** Recall the definition of the sequence \((\beta_{k})_{k \geq 1}\) and their respective distributions \(\beta_{k} \sim \text{Beta}(A_{k} + k, a_{k+1})\). From our assumptions on the sequence \( a \) we have for all \( k \geq 1 \),

\[
(A_{k} + k, a_{k+1}) = (1 + a + (k - 1)b, b).
\]

**Proof of Proposition 28 (i).** For \( p \geq 1 \), we can make the following computation, using (37), one change of indices and several times the property of the Gamma function that for any \( z > 0 \) we have \( \Gamma(z + 1) = z\Gamma(z) \):

\[
\prod_{i=1}^{n-1} \mathbb{E}[\beta_{i}^{p}] = \prod_{i=1}^{n-1} \frac{\Gamma(1 + a + p + (b + 1)(i - 1)) \Gamma(a + (b + 1)i)}{\Gamma(1 + a + (b + 1)(i - 1)) \Gamma(a + (b + 1)i + p)}
\]

\[
= \prod_{i=0}^{n-2} \frac{\Gamma(1 + a + p + (b + 1)i)}{\Gamma(1 + a + (b + 1)i)} \prod_{i=1}^{n-1} \frac{\Gamma(a + (b + 1)i)}{\Gamma(a + (b + 1)i + p)}
\]

\[
= \frac{\Gamma(1 + a + p)}{\Gamma(1 + a)} \cdot \frac{\Gamma(a + (b + 1)(n - 1))}{\Gamma(a + (b + 1)(n - 1) + p)} \cdot \prod_{i=1}^{n-2} \frac{i(b + 1) + a + p}{i(b + 1) + a}
\]

\[
= \frac{\Gamma(1 + a + p)}{\Gamma(1 + a)} \cdot \frac{\Gamma(a + (b + 1)(n - 1))}{\Gamma(a + (b + 1)(n - 1) + p)} \cdot \frac{\Gamma\left(\frac{a + p}{b + 1} + n - 1\right)}{\Gamma\left(\frac{a}{b + 1} + n - 1\right)} \cdot \frac{\Gamma\left(1 + \frac{a}{b + 1}\right)}{\Gamma\left(1 + \frac{a + p}{b + 1}\right)}.
\]

Using Stirling formula, we can then compute the numbers \( C_{p} \) introduced in (38),

\[
C_{p} = (b + 1)^{-p} \cdot \frac{\Gamma(1 + a + p)}{\Gamma(1 + a)} \cdot \frac{\Gamma\left(\frac{a + p}{b + 1}\right)}{\Gamma\left(1 + \frac{a + p}{b + 1}\right)}.
\]
These moments identify using (45) the distribution of the type we define the following. Let \( \mathcal{G} \) be a family of distributions of the form assumed in Proposition 28(ii). From this, and the form of the backward transitions, we can identify (45) the distribution of \( M_k \) for all \( k \geq 1 \),

\[
M_k \sim \text{MLC} \left( \frac{1}{b+1}, \frac{a}{b+1} + k - 1 \right).
\]

From this, and the form of the backward transitions, we can identify \((M_k)_{k \geq 1}\) as having a distribution \( \text{MLC} \left( \frac{1}{b+1}, \frac{a}{b+1} + k - 1 \right) \).

### 5.1.2 Products of generalised Gamma.

The following paragraphs aim at proving Proposition 28(ii). In the first paragraph we define the family of distributions of PGG-process. In the second one we prove that the distribution of \((M_k)_{k \geq 1}\) belongs to this family whenever the sequence \( a \) is of the form assumed in Proposition 28(ii).

**Construction of a PGG\((a, \ell, m)\)-process.** For \( a > -1 \) a real number and \( \ell, m \geq 1 \) integers, we define the following. Let \( \{ Z^{(q)}_i \mid 0 \leq q \leq m - 1, \ i \geq 1 \} \) be a family of independent variables with the following distribution: for all \( 0 \leq q \leq m - 1 \),

\[
Z^{(q)}_1 \sim \text{Gamma} \left( \frac{\ell + a + q}{\ell + m}, 1 \right) \quad \text{and for} \quad i \geq 2, \quad Z^{(q)}_i \sim \text{Gamma}(1,1),
\]

where, for any \( k, \theta > 0 \), the distribution \( \text{Gamma}(k, \theta) \) has density \( x \mapsto \frac{x^{k-1} e^{-x}}{\theta^k} 1_{\{x > 0\}} \). Then for all \( k \geq 1 \) we define \( \mathcal{G}_k \) as,

\[
\mathcal{G}_k := \prod_{q=0}^{m-1} \left( \sum_{i=1}^{k} Z^{(q)}_i \right)^{\frac{1}{\ell + m}}. \tag{48}
\]

We say that the process \((\mathcal{G}_k)_{k \geq 1}\) has the distribution Product of Generalised Gamma with parameters \((a, \ell, m)\) which we denote PGG\((a, \ell, m)\).

**The limiting chain is a PGG.** Fix \( \ell \geq 1 \) and \( m \geq 1 \) some integers and suppose that the sequence \( a \) has the following form,

\[
a = a, 0, 0, \ldots, 0, m, 0, 0, \ldots, m, \ldots,
\]

meaning that for all \( j \geq 0 \) we have \( a_{\ell+1} = m \), and \( a_n = 0 \) whenever \( n - 1 \) is not a multiple of \( \ell \), and \( a_1 = a > -1 \).

**Proof of Proposition 28 (ii).** For all \( j \geq 1 \) we let \( \beta_j := \beta_{\ell,j} \) in our preceding notation. Of course \( \beta_i = 1 \) whenever \( i \) is not a multiple of \( \ell \), hence the sequence \((M_n)_{n \geq 1}\) is constant on intervals of the type \([k\ell + 1, (k+1)\ell]\). Recall that for all \( k \geq 1 \) we denote \( N_k = M_{\ell(k-1)+1} \). For any \( j \geq 1 \), we have

\[
\beta_j \sim \text{Beta} \left( a + \ell + (j-1) \cdot (m+\ell), m \right).
\]

For any \( j \geq 1, p \geq 1 \), we use the moments (37) of a Beta random variable and a telescoping argument to write

\[
\mathbb{E} \left[ (\beta_j)^p \right] = \prod_{q=0}^{p-1} \frac{a + \ell + (j-1)(m+\ell) + q}{a + \ell + (j-1)(m+\ell) + m + q} = \prod_{q=0}^{m-1} \frac{a + \ell + (j-1)(m+\ell) + q}{a + \ell + (j-1)(m+\ell) + p + q}.
\]
Then we compute the following, using the properties of the Gamma function.

\[
\prod_{i=1}^{n-1} \mathbb{E}[(\beta_i)^p] = \prod_{j=1}^{\lfloor \frac{n-1}{\ell} \rfloor} \mathbb{E}[(\beta_j)^p] = \prod_{j=1}^{\lfloor \frac{n-1}{\ell} \rfloor} \prod_{q=0}^{m-1} \frac{a + \ell + (j - 1)(m + \ell) + q}{a + \ell + (j - 1)(m + \ell) + p + q} = \prod_{q=0}^{m-1} \frac{\Gamma \left( \frac{n-1}{\ell} + \frac{q + a + \ell + p}{m+\ell} \right)}{\Gamma \left( \frac{n-1}{\ell} + \frac{q + a + \ell}{m+\ell} \right)} \frac{\Gamma \left( \frac{q + a + \ell + p}{m+\ell} \right)}{\Gamma \left( \frac{q + a + \ell}{m+\ell} \right)}.
\]

Using Stirling’s approximation we get:

\[
\prod_{i=1}^{n-1} \mathbb{E}[(\beta_i)^p] \sim n^{-\frac{a}{m+\ell}} \cdot \ell^{\frac{a}{m}} \cdot \prod_{q=0}^{m-1} \frac{\Gamma \left( \frac{q + a + \ell + p}{m+\ell} \right)}{\Gamma \left( \frac{q + a + \ell}{m+\ell} \right)}.
\]

Hence, recalling the definition of \(C_p\) in (38), we get

\[
C_p = \ell^{\frac{a}{m+\ell}} \cdot \prod_{q=0}^{m-1} \frac{\Gamma \left( \frac{q + a + \ell + p}{m+\ell} \right)}{\Gamma \left( \frac{q + a + \ell}{m+\ell} \right)}.
\]

Then using (44) with \(e = m/\ell\),

\[
\mathbb{E}[N_k^p] = \mathbb{E}[\prod_{i=1}^{\lfloor (k-1)/\ell \rfloor} \mathbb{E}[\beta_i^p]] = \left( \frac{c+1}{\ell} \right)^p \cdot C_p \prod_{q=0}^{m-1} \frac{\Gamma \left( k - 1 + \frac{q + a + \ell + p}{m+\ell} \right)}{\Gamma \left( k - 1 + \frac{q + a + \ell}{m+\ell} \right)} = \left( \frac{m + \ell}{\ell} \cdot (\ell + 1)^p \right)^p \prod_{q=0}^{m-1} \frac{\Gamma \left( k - 1 + \frac{q + a + \ell + p}{m+\ell} \right)}{\Gamma \left( k - 1 + \frac{q + a + \ell}{m+\ell} \right)}.
\]

Using the last display and the fact that random variable with distribution Gamma(\(x, 1\)) has \(p\)-th moment equal to \(\frac{\Gamma(x+p)}{\Gamma(p)}\), we can identify the distribution of the marginals \(\ell^{\frac{a}{m+\ell}} \cdot (N_k)_{k \geq 1}\) with a PGG(\(a, \ell, m\)) is then obtained by checking that their backward transitions are the same.

**Remark 29.** For \(m = a = 1\), the process \((G_k)_{k \geq 1}\) has exactly the distribution of the points of a Poisson process on \(\mathbb{R}_+\) with intensity \((\ell+1)e^{tdt}\), listed in increasing order.

**Remark 30.** The distribution of \(G_1\) coincides with the one proved in [31] for the limiting proportion of some periodic Pólya urn, which is not a surprise because the degree of the first vertex in the tree follows exactly the urn dynamic that they study (with completely different tools).

### 5.2 Applications to some other models of preferential attachment

Let us present here another model of preferential attachment which appears in the literature, for example in [21]. This model does not produce a tree as ours does, but we can couple them in such a way that some of their features coincide. We only focus on one particular model of graph here but the method presented here can adapt to other similar models.

**A model of \((m, \alpha)\)-preferential attachment** Let \(S\) be a non-empty graph, with vertex-set \(\{v_1^{(1)}, \ldots, v_k^{(i)}\}\) which have degrees \((d_1, \ldots, d_k)\), and \(m \geq 2\) an integer and \(\alpha > -m\) a real number such that \(\alpha + d_i > 0\) for all \(1 \leq i \leq k\). The model is then the following: we let \(G_1 = S\). Then, at any time \(n \geq 1\), the graph \(G_{n+1}\) is constructed from the graph \(G_n\) by:

- adding a new vertex labelled \(v_{n+1}\) with \(m\) outgoing edges,
Proof of Proposition 31. The following convergence holds almost surely in any $\ell^p$ with $p > 2 + \frac{\alpha}{m}$:

$$
n^{-\frac{1}{2+m+\alpha}} \left( \deg_{G_n}(v_1^{(1)}), \deg_{G_n}(v_1^{(k)}), \ldots, \deg_{G_n}(v_1^{(k)}), \deg_{G_n}(v_2), \deg_{G_n}(v_3), \ldots \right) \xrightarrow{n \to \infty} ( N_1 \cdot B^{(1)}, N_1 \cdot B^{(2)}, \ldots, N_1 \cdot B^{(k)}, N_2 - N_1, N_3 - N_2, \ldots ) ,
$$

where

$$(B^{(1)}, B^{(2)}, \ldots, B^{(k)}) \sim \text{Dir}(d_1 + \alpha, d_2 + \alpha, \ldots, d_k + \alpha),$$

and the process $(N_n)_{n \geq 1}$ is independent of $(B^{(1)}, B^{(2)}, \ldots, B^{(k)})$.

Furthermore, whenever $\alpha \in \mathbb{Z}$ or $m = 1$ then the distribution of $(N_n)_{n \geq 1}$ is explicit and given by:

- $m^{-\frac{2m}{2m+\alpha}} \cdot (N_n)_{n \geq 1} \sim \text{PGG}(w(S), m, m + \alpha)$ if $\alpha \in \mathbb{Z}$,
- $(N_n)_{n \geq 1} \sim \text{MLMC} \left( \frac{1}{2+\alpha}, \frac{w(S)}{2+\alpha} \right)$ if $m = 1$.

This result strengthens the one of [21, Theorem 1, Theorem 2 and Proposition 1] which corresponds (up to some definition convention) to the case $\alpha = 1 - m$. We emphasize that the convergence here is almost sure in an $\ell^p$ space.

Proof of Proposition 31. Using the coupling argument, we know that the sequence

$$((\deg_{G_n}(v_1^{(1)}) - d_1) + (\deg_{G_n}(v_1^{(2)}) - d_2) + \cdots + (\deg_{G_n}(v_1^{(k)}) - d_k); (\deg_{G_n}(v_2) - m), (\deg_{G_n}(v_3) - m), \ldots)$$

evolves as the out-degrees of the vertices in order of apparition in a preferential attachment tree $\text{PA}(a)$ with sequence

$$a = (w(S), 0, 0, \ldots, 0, m + \alpha, 0, 0, \ldots, 0, m + \alpha, \ldots ).$$
Using Theorem 1, Proposition 2 and Proposition 5 we get
\[ n^{-\frac{1}{2\alpha/m}} \left( \deg_G(v_1) + \deg_G(v_2) + \cdots + \deg_G(v_k), \deg_G(u_2), \deg_G(u_3), \ldots \right) \rightarrow_{n \to \infty} (N_1, N_2 - N_1, N_3 - N_2, \ldots), \]
almost surely in \( \ell^p \) for all \( p > 2 + \frac{\alpha}{m} \), for some random sequence \((N_k)_{k \geq 1}\). In the case \( \alpha \in \mathbb{Z} \) or \( m = 1 \), Proposition 28 identifies the distribution of the limiting sequence. Last, the convergence of \( \frac{1}{\deg_G(v_1^{(1)}) + \deg_G(v_1^{(2)}) + \cdots + \deg_G(v_1^{(k)})} (\deg_G(v_1^{(1)}), \deg_G(v_1^{(2)}), \ldots, \deg_G(v_1^{(k)})) \) just follows from the classical result of convergence for the proportion of balls in a Pólya urn.

## A Technical proofs and results

This appendix contains the proofs of technical results that are used throughout this paper. Let start by stating a useful conditional version of the Borel-Cantelli lemma.

**Lemma 32.** Let \((\mathcal{F}_n)\) be a filtration and let \((B_n)_{n \geq 1}\) be a sequence of events adapted to this filtration. For all \( n \geq 1 \), let \( p_n := \mathbb{P}(B_n \mid \mathcal{F}_{n-1}) \). We have
\[ \frac{\sum_{i=1}^{n} 1_{B_i}}{\sum_{i=1}^{n} p_i} \to 1 \quad \text{a.s. on the event} \quad \left\{ \sum_{i=1}^{\infty} p_i = \infty \right\} \]
and also
\[ \sum_{i=1}^{n} 1_{B_i} \text{ converges a.s. on the event} \quad \left\{ \sum_{i=1}^{\infty} p_i < \infty \right\}. \]

**Proof.** The first convergence is the content of Theorem 5.4.11 and the second one is an application of Theorem 5.4.9, both taken from [14].

The following lemma is a rewriting of [3, Lemma 1]. We provide the proof for completeness.

**Lemma 33 ("Biggins’ lemma").** Let \((M_n)_{n \geq 1}\) be a complex-valued martingale with finite \( q \)-th moment for some \( q \in [1, 2] \). Then for every \( n \geq 1 \) we have
\[ \mathbb{E}[|M_{n+1}|^q] \leq \mathbb{E}[|M_n|^q] + 2^q \cdot \mathbb{E}[|M_{n+1} - M_n|^q]. \]

**Proof.** Let \( X_{n+1} := M_{n+1} - M_n \) and let \( X_{n+1}' \) be a random variable such that conditionally on \((M_1, \ldots, M_n)\) the random variable \( X_{n+1}' \) is independent of, and has the same distribution as \( X_{n+1} \). Then
\[ \mathbb{E}[|M_{n+1}|^q] = \mathbb{E}\left[\mathbb{E}\left[|M_{n+1} - X_{n+1}'| \mid M_1, \ldots, M_{n+1}\right]^q\right]\]
\[ \leq \mathbb{E}\left[\mathbb{E}\left[|M_{n+1} - X_{n+1}'|^q\mid M_1, \ldots, M_{n+1}\right]\right]\]
\[ = \mathbb{E}\left[|M_{n+1} - X_{n+1}'|^q\right]\]
\[ \leq \mathbb{E}[|M_n|^q] + \mathbb{E}\left[|X_{n+1} - X_{n+1}'|^q\right]\]
\[ \leq \mathbb{E}[|M_n|^q] + 2^q \cdot \mathbb{E}[|X_{n+1}'|^q], \]
where the first equality comes from the fact that \( \mathbb{E}\left[X_{n+1}' \mid M_1, \ldots, M_{n+1}\right] = 0 \). The first inequality is the one of Jensen for conditional expectation, applied to the convex function \( z \mapsto |z|^q \). The second inequality is due to Clarkson, see [26, Lemma 1], and can be applied because the distribution of \( X_{n+1} - X_{n+1}' \) conditional on \( M_n \) is symmetric and \( 1 \leq q \leq 2 \). The last inequality comes from the triangle inequality for the \( L^q \)-norm.

Let us state another result about martingales, which we use numerous times throughout the paper. Recall our uniform big-\(O\) and small-\(o\) notation, introduced in (22).
Lemma 34. Suppose that \((z \mapsto Z_n(z))_{n \geq 1}\) is a sequence of analytic functions on some open domain \(\mathcal{O} \subset \mathbb{C}\), adapted to some filtration \((\mathcal{G}_n)\). Suppose that for every \(z \in \mathcal{O}\), the sequence \((Z_n(z))_{n \geq 1}\) is a martingale with respect to the filtration \((\mathcal{G}_n)\). If there exists a parameters \(q > 1\) and continuous functions \(\alpha : \mathcal{O} \to \mathbb{R}\) and \(\delta : \mathcal{O} \to \mathbb{R}_+\) such that for all \(n \geq 1\) we have
\[
\mathbb{E}[|Z_{2n}(z) - Z_n(z)|^q] = O_{\mathcal{O}} \left(n^{\alpha(z)q - \delta(z)}\right),
\]
then for any compact \(K \subset \mathcal{O}\), there exists \(\epsilon(K) > 0\) such that

(i) if \(\alpha > 0\) on \(\mathcal{O}\) we have \(n^{-\alpha(z)} |Z_n(z)| = O_{K} \left(n^{-\epsilon(K)}\right)\) almost surely and also in expectation,

(ii) if \(\alpha \leq 0\) on \(\mathcal{O}\), the almost sure limit \(Z_\infty(z)\) exists for \(z \in \mathcal{O}\) and we have \(n^{-\alpha(z)} |Z_n(z) - Z_\infty(z)| = O_{K} \left(n^{-\epsilon(K)}\right)\) almost surely and also in expectation.

Proof of Lemma 34. By compactness, it is sufficient to prove the result for a small disk around each \(x \in K\). Since \(\mathcal{O}\) is an open set, let \(\rho > 0\) be such that \(D(x, 2\rho) \subset \mathcal{O}\), where \(D(x, 2\rho)\) is the closed disk in the complex plane with centre \(x\) and radius \(2\rho\). We denote
\[
\alpha = \inf_{D(x, 2\rho)} \alpha, \quad \pi = \sup_{D(x, 2\rho)} \alpha, \quad \delta = \inf_{D(x, 2\rho)} \delta,
\]
and choose \(\rho\) small enough so that \(\alpha - \pi + \frac{\delta}{q} > 0\). Then if we let \(\xi : [0, 2\pi] \to \mathbb{C}\) such that \(\xi(t) = x + 2\rho e^{it}\), we have for any \(n\) and \(m\), using Cauchy formula
\[
\sup_{z \in D(x, \rho)} |Z_n(z) - Z_m(z)| \leq \pi^{-1} \int_0^{2\pi} |Z_n(\xi(t)) - Z_m(\xi(t))| dt.
\]
Now,
\[
\sup_{2^r \leq n \leq 2^{r+1}} \sup_{z \in D(x, \rho)} |Z_n(z) - Z_{2^r}(z)| \leq \pi^{-1} \sup_{2^r \leq n \leq 2^{r+1}} \int_0^{2\pi} |Z_n(\xi(t)) - Z_{2^r}(\xi(t))| dt
\]
\[
\leq \pi^{-1} \int_0^{2\pi} \sup_{2^r \leq n \leq 2^{r+1}} |Z_n(\xi(t)) - Z_{2^r}(\xi(t))| dt.
\]
(49)
Using sequentially Jensen’s inequality and Doob’s maximal inequality in \(L^q\), gives us for every \(z \in D(x, \rho)\):
\[
\mathbb{E} \left[ \sup_{2^r \leq n \leq 2^{r+1}} |Z_n(z) - Z_{2^r}(z)| \right] \leq \mathbb{E} \left[ \sup_{2^r \leq n \leq 2^{r+1}} |Z_n(z) - Z_{2^r}(z)|^q \right]^{\frac{1}{q}}
\]
\[
\leq \frac{q}{q - 1} \cdot \mathbb{E} \left[ |Z_{2^{r+1}}(z) - Z_{2^r}(z)|^q \right]^{\frac{1}{q}}
\]
\[
\leq s^{-\frac{\alpha}{q}} O_{D(x, 2\rho)} \left(2^\left(\pi - \frac{\alpha}{q} \delta\right) s\right).
\]
(50)
So using (49), Fubini’s theorem and (50), we get
\[
\mathbb{E} \left[ \sup_{2^r \leq n \leq 2^{r+1}} \sup_{z \in D(x, \rho)} |Z_n(z) - Z_{2^r}(z)| \right] \leq \pi^{-1} \int_0^{2\pi} \mathbb{E} \left[ \sup_{2^r \leq n \leq 2^{r+1}} |Z_n(\xi(t)) - Z_{2^r}(\xi(t))| \right] dt
\]
\[
\leq s^{-\frac{\alpha}{q}} O \left(2^\left(\pi - \frac{\alpha}{q} \delta\right) s\right).
\]
Now let us treat the two cases \(\alpha > 0\) and \(\alpha \leq 0\) separately. Remark that the quantity \(\left(\pi - \frac{1}{q} \cdot \delta\right)\) is negative when \(\alpha \leq 0\), but can be of any sign in the case \(\alpha > 0\).

- For \(\alpha > 0\) and \(n \geq 1\), let \(r \in \mathbb{N}\) be such that \(2^r \leq n \leq 2^{r+1}\) and write
\[
\mathbb{E} \left[ n^{-\alpha(z)} \sup_{1 \leq k \leq n} \sup_{z \in D(x, \rho)} |Z_n(z) - Z_1(z)| \right] \leq 2^{-ar} \sum_{s=0}^{r} \mathbb{E} \left[ \sup_{2^s \leq n \leq 2^{s+1}} \sup_{z \in D(x, \rho)} |Z_n(z) - Z_{2^s}(z)| \right]
\]
\[
\leq \text{cst} \cdot 2^{-ar} \cdot \sum_{s=0}^{r} 2^\left(\pi - \frac{\alpha}{q} \delta\right) s^s
\]
\[
\leq \text{cst} \cdot 2^{-\frac{\alpha}{q} \delta} \cdot 2^{\left(\pi - \frac{\alpha}{q} \delta\right) r}.
\]
The expectation of the right-hand side tends to 0 exponentially fast in \( r \) hence also almost surely, which proves point (i).

- For \( \alpha \leq 0 \), we write for any \( n \) let \( r \) be such that \( 2^r \leq n \leq 2^{r+1} \),

\[
\mathbb{E}
\left[
 n^{-\alpha(z)} \sup_{k \geq n} \sup_{z \in \mathbb{D}(x, r)} |Z_k(z) - Z_n(z)|
\right]
\leq \text{cst} \cdot 2^{-\alpha r} \cdot \sum_{k=r}^{\infty} \mathbb{E}
\left[
 \sup_{2^s \leq k \leq 2^{s+1}} \sup_{z \in \mathbb{D}(x, r)} |Z_k(z) - Z_{2^s}(z)|
\right]
\leq \text{cst} \cdot 2^{-\alpha r} \cdot \sum_{s=r}^{\infty} \left( 2^{(s + \frac{1}{2}) r} \right)
\leq \text{cst} \cdot 2^{-(\alpha + \frac{1}{2}) r}.
\]

and the last display converges exponentially fast to 0. So the function \( z \mapsto Z_n(z) \) converges almost surely to some \( z \mapsto Z_\infty(z) \) uniformly on the disc, and point (ii) is satisfied.

Finally, let us give a proof of Lemma 12.

**Proof of Lemma 12.** Let \( \epsilon > 0 \) and suppose that \( W_n = \text{cst} \cdot n^\gamma + O(n^{\gamma - \epsilon}) \) as \( n \to \infty \). Then it is immediate that \( w_n = W_{n+1} - W_n = O(n^{\gamma - \epsilon}) \). Then

\[
\sum_{i=n}^{2n} \left( \frac{w_i}{W_i} \right)^2 \leq \frac{1}{W_n^2} \cdot \max_{n \leq i \leq 2n} w_i \cdot \sum_{i=n}^{2n} w_i \leq \frac{W_{2n}}{W_n^2} \cdot \max_{n \leq i \leq 2n} w_i = O(n^{\gamma - \epsilon}),
\]

and the first point follows by summing over intervals of the type \([n2^k, n2^{k+1}]\).

Now write

\[
\frac{W_1}{W_n} = \prod_{i=2}^{n} \frac{W_{i-1}}{W_i} = \prod_{i=2}^{n} \left( 1 - \frac{w_i}{W_i} \right) = \exp\left( \sum_{i=2}^{n} \log \left( 1 - \frac{w_i}{W_i} \right) \right).
\]

Since \( \frac{w_i}{W_i} \to 0 \) as \( n \to \infty \), we get

\[
\log \left( 1 - \frac{w_i}{W_i} \right) = -\frac{w_i}{W_i} + O\left( \left( \frac{w_i}{W_i} \right)^2 \right)
\]

Putting everything together, we get

\[
\sum_{i=2}^{n} \frac{w_i}{W_i} = -\sum_{i=2}^{n} \log \left( 1 - \frac{w_i}{W_i} \right) + \sum_{i=2}^{n} O\left( \left( \frac{w_i}{W_i} \right)^2 \right)
= \log W_n - \log W_1 + \sum_{i=2}^{\infty} O\left( \left( \frac{w_i}{W_i} \right)^2 \right) - O\left( \sum_{i=n+1}^{\infty} \left( \frac{w_i}{W_i} \right)^2 \right)
= \log W_n + \text{cst} + O(n^{-\epsilon}).
\]

Last, just remark that \( \log W_n = \log(\text{cst} \cdot n^\gamma \cdot (1 + O(n^{-\epsilon}))) = \gamma \log n + \text{cst} + O(n^{-\epsilon}) \), which finishes the proof.
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