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1. Common mechanisms of coexistence  

Mechanism of coexistence Example  Reference 

(1) Different types specialize on 

different limiting resources and 

density is locally regulated 

Coexistence of two specialists on two 

resources as in Levene model 

(Levene 1953; Hedrick 1978; 

Ravigné et al. 2004; Bürger 2010) 

(2) Traits or life-stages trade-offs 

with each other in the exploitation of 

the same resource  

Trade-off between growth rate and 

conversion efficiency 

(Levin 1972; Heino et al. 1997; 

Bonsall 2006) 

(3) A modification of the 

resource/environment by one type 

which directly benefits a second type 

 

(a) One type makes the resource 

more easily accessible as with 

producer/scrounger strategies 

(b) One type produces a secondary 

resource in cross-feeding 

(c) Other facilitation situations  

(a) (Barnard and Sibly 1981) 

(b) (Helling et al. 1987; Rosenzweig 

et al. 1994; Treves et al. 1998; 

Doebeli 2002; Rozen et al. 2009; 

Plucain et al. 2014; Goldford et al. 

2018) 

(c) (Thijs et al. 1994; Dugatkin et al. 

2005; Kelsic et al. 2015)) 

(4) The behavior of a third party 

(predator, parasite, mutualist) can 

specifically benefit rare types 

When e.g. rare preys ignored by 

predator (apostatic selection) 

(Clarke 1962; Oaten and Murdoch 

1975; Allen 1988; Joron and Mallet 

1998; Borghans et al. 2004; Fincke 

2004; Olendorf et al. 2006) 

(5) Interactions between individuals 

are more favorable when they 

involve different types or favor rare 

types  

(a) Interactions between different 

types such as with mating types, 

sexes. 

(b) Interactions favoring rare types 

such as cheaters in public good 

games 

(a)(e.g. Gross 1996; Sinervo and 

Lively 1996; Penn and Potts 1999; 

Reusch et al. 2001) 

(b) (e.g. O’Connell and Johnston 

1998; Gigord et al. 2001; Cordero 

and Polz 2014) 

Table S1. Common mechanisms of coexistence 

 

 

 



2. Supplementary methods 

Medium and antibiotic 

Experimental coevolution and competition assays were performed in Davis minimal medium 

(DM: 7 g/L KH2PO4.3H20, 2 g/L KH2PO4, 1 g/L (NH4)2SO4, 0.5 g/L Na3C6H5O7, sterile water 

compensating exactly for evaporation after autoclaving; pH set at 7.0) supplemented with 1250 

µL/L glucose 10%, 806 µL/L MgSO4 [1M] and 1000 µL/L thiamine 0.2% (medium referred to as 

DM250, which supports a stationary-phase cell density of about 5 x 108 per mL). Nal was added 

to the medium at different desired concentrations acting as different abiotic conditions from 

aliquots at 30 mg/mL diluted in NaOH 300mM. Fresh medium was prepared each week and kept 

protected from light at 4°C. 

Strains 

44 E. coli evolving lines were initiated from 44 Nal-resistant mutants obtained from the REL4536 

clone isolated from the Ara-1 population of the Lenski’s LTEE after 10,000 generations of 

evolution in DM25 (corresponding to DM250 with ten times less glucose) and genetically 

engineered to constitutively express yellow fluorescent proteins (YFP) (see details in Gallet et al. 

2012; Harmand et al. 2017, 2018). Prior to the coevolution, eight lines were allowed to evolve for 

approximately 400 generations in DM250 at each of five different Nal concentrations (5 x 8 = 40 

lines): 3, 8, 20, 100 and 200 g/mL (these units are not repeated below and referred to as Nal3, 

Nal8, Nal20, Nal100, Nal200). During this period, the different lines adapted to their dose and 

were close to their respective optimum (Harmand et al. 2018). Four lines also adapted in the 

absence of Nal.  

C initial strain was obtained from an external contamination (this strain has never been used in 

our lab) of the glycerol stock that was used for storing the 44 E evolution lines. It was identified 

from the appearance of few non-fluorescent colonies when populations were plated on petri 

dishes that exhibit a diauxic growth curve in DM250 medium containing both glucose and citrate, 

the latter not being catabolized by E. coli in aerobic conditions. Sequencing and alignment of the 

16S ribosomal DNA revealed them as C. freundii. No other contaminants were detected. 

Sequencing of highly variable 16S regions III and VI were performed to control for genetic 

variability of C. freundii among the initial contaminated glycerol stocks. No differences were 

observed supporting that the contamination occurred only once and with the same C strain. This 

C stain is highly Nal resistant, with a MIC in the range Nal600-Nal800.  



Experimental coevolution  

The 44 coevolutionary replicates (hereafter CRep) with E and C were cultured (37°C, 250 rpm) 

from glycerol stocks in 2mL wells of 96-plates containing 1mL DM250 with Nal at different 

concentrations: 0, 3, 8, 20, 100 and 200 g/mL (8 CRep in each concentration but 4 at 

concentration 0). DM250 supports a stationary-phase density of about 5 x 108 cells per mL. So the 

initial -80°C stocks prepared from stationary phase cultures using the contaminated glycerol 

solution should have contained a large majority of E cells (the stocks were prepared by mixing 

750uL of stationary phase culture with 250uL of glycerol 60%). CRep were inoculated directly 

from a preculture inoculated from glycerol stocks into 1ml of DM250. Starting cell densities of the 

present evolution experiment were about 5 x 105 cells per mL. Bacterial populations were 

propagated for ~870 generations by serial daily transfer using a 1:100 dilution allowing ~6.64 

generations per 24h-cycle. Each day, 10µL of cultures in stationary phase were transferred to 

990µL of fresh DM250 medium and further incubated at 37°C for 24h. The CRep were stored at 

regular intervals. The frequencies of E and C were estimated for each CRep at ca. 0, 200, 550 and 

870 generations by counting the number of YFP-fluorescent cells in a sample of 100,000 cells with 

a flow cytometer (FACSCanto II, BD Biosciences). In five CRep (one at Nal0, two at Nal3, one at 

Nal100 and one at Nal200), more than 98% cells were typed as YFP throughout the experiment. 

It is difficult to exclude from cytometry data that C was present at very low frequencies in these 

replicates, as a few non-fluorescent C cells cannot be easily distinguished from background noise. 

As a second check, some plating done on these five CRep did not reveal the presence of C. Hence, 

the absence of C in these replicates presumably reflect that C did not establish from the start in 

these cases. On the contrary, low frequencies of E are more easily detected as these cells carry YFP 

fluorescence allowing easy discrimination from background noise. 

Strains isolation 

E and C were isolated based on phenotypic differences between the two species: C can grow on 

citrate only, whereas E cannot, and E is resistant to streptomycin (Str), while C is not. CRep were 

grown for 24h at 37°C both in DM-Nal without glucose and in DM250-Nal-Str. The cultures were 

then diluted and plated on LB plates in order to obtain isolated colonies after overnight growth at 

37°C. We checked that colonies from the culture in DM250-Nal-Str were all fluorescent, contrary 

to the colonies from the DM-Nal cultures. Each time, cells from six different colonies of both E and 

C type were collected from DM250-Nal-Str and DM-Nal cultures respectively, mixed, and stored 

for further experiments. Hence, E and C samples isolated at each time point do not represent a 

single clone, and are referred to as ‘lines’.  



Characterization  

We measured growth curves of isolated E0, C0, E2, C2, and E8, C8 lines from CRep20A and 

CRep20B. The cultures were made as in the conditions of the experimental evolution (DM250-

Nal20, start at 1:100 volumic ratio). Optical density was recorded during a 24h growth cycle at 

37°C. 

In order to test whether the strong curvature of the NFDS pattern at low frequency of E could 

result from an unknown cross-feeding (i.e. whether E could consume a metabolite produced and 

not consumed by C, we measured growth of E lines isolated from CRep20A and CRep20B in a 

filtrate of the growth medium of the C lines. Growth curves were measured as described above. 

To investigate the effect of the citrate dose on growth patterns, we measured growth curves of 12 

E and 12 C isolated lines at six different citrate concentrations (ranging from 0 to 2 times the 

concentration) in DM250-Nal20. Growth curves were measured as described above. We used E 

and C lines isolated from one CRep in each Nal dose of coevolution, at the initial and final time of 

the coevolution. 

Fitness measures 

E and C lines were first cultured separately overnight in DM250-Nal20 in the same conditions as 

the experimental evolution. The cultures were then mixed in 1mL wells with 21-22 different 

volumic frequencies from 0.01% to 99% of E . 10 L of those mixes were transferred to 1 mL of 

DM250-Nal20 and allowed to compete for 24h at 37°C, 250 rpm. Each competition was done in 

duplicate except for time-shifted competitions. Frequencies of E and C cells at time 0 and 24h were 

estimated using a flow cytometer (FACSCanto II, BD Biosciences), counting 100,000 cells. 

Selection coefficients per generation were calculated in a standard way, as in Harmand et al. 

(2018), eq. (1).  

  



3. Resource-based models for modelling negative frequency 

dependent selection 

The following model is inspired by Manhart et al. (2018), adding diauxic growth on two resources. 

The model overview is illustrated on Fig. S1. We considered a case where two bacterial strains (E 

and C) are in competition in a medium containing two resources. The strain E consumes only one 

resource (denoted R1) and the strain C consumes first the resource R1 and then switches toward 

the other resource (denoted R2). The competition lasts until both resources have been depleted. 

The consumption of a resource results in three phases for the population dynamics: a lag phase, 

an exponential phase and a stationary phase when the resource is exhausted. The population size 

changes only during the exponential phase. The expressions for the growth functions of E and C 

across those phases are thus: 

𝑁𝐸(𝑡) = {

𝑥 𝑁(0), 0 ≤ 𝑡 ≤ 𝜆𝐸
𝑥 𝑁(0) 𝑒𝑟𝐸 (𝑡−𝜆𝐸), 𝜆𝐸 < 𝑡 < 𝑡𝑠𝑤𝑖𝑡𝑐ℎ + ∆𝑡

𝑥 𝑁(0) 𝑒𝑟𝐸 (𝑡𝑠𝑎𝑡1+∆𝑡−𝜆𝐸), 𝑡 ≥ 𝑡𝑠𝑤𝑖𝑡𝑐ℎ + ∆𝑡  

 (1) 

For E and 

𝑁𝐶(𝑡)

=

{
  
 

  
 

(1 − 𝑥) 𝑁(0), 0 ≤ 𝑡 ≤ 𝜆𝐶1
(1 − 𝑥)  𝑁(0) 𝑒𝑟𝐶1 (𝑡−𝜆𝐶1), 𝜆𝐶1 < 𝑡 < 𝑡𝑠𝑤𝑖𝑡𝑐ℎ

(1 − 𝑥)  𝑁(0) 𝑒𝑟𝐶1 (𝑡𝑠𝑤𝑖𝑡𝑐ℎ−𝜆𝐶1), 𝑡𝑠𝑤𝑖𝑡𝑐ℎ ≤ 𝑡 ≤ 𝑡𝑠𝑤𝑖𝑡𝑐ℎ + 𝜆𝐶2
(1 − 𝑥) 𝑁(0) 𝑒𝑟𝐶1 (𝑡𝑠𝑤𝑖𝑡𝑐ℎ−𝜆𝐶1)+ 𝑟𝐶2 (𝑡−𝑡𝑠𝑤𝑖𝑡𝑐ℎ−𝜆𝐶2), 𝑡𝑠𝑤𝑖𝑡𝑐ℎ + 𝜆𝐶2 < 𝑡 < 𝑡𝑠𝑤𝑖𝑡𝑐ℎ + 𝑡𝑠𝑎𝑡2

(1 − 𝑥) 𝑁(0) 𝑒𝑟𝐶1 (𝑡𝑠𝑤𝑖𝑡𝑐ℎ−𝜆𝐶1)+ 𝑟𝐶2 (𝑡𝑠𝑎𝑡2−𝜆𝐶2), 𝑡 ≥ 𝑡𝑠𝑤𝑖𝑡𝑐ℎ + 𝑡𝑠𝑎𝑡2
 

 
(2) 

 

for C. The notations in these equations are given in Table S2. The amount of resource 1 consumed 

at the time when C switches to resource 2 (𝑅1 −  𝑅1𝑠𝑤𝑖𝑡𝑐ℎ) can be expressed from the cell numbers 

at this time and the efficiency parameters as: 

𝑅1 −  𝑅1𝑠𝑤𝑖𝑡𝑐ℎ = 
𝑁𝐸  (𝑡𝑠𝑤𝑖𝑡𝑐ℎ)

𝑌𝐸
+
𝑁𝐶  (𝑡𝑠𝑤𝑖𝑡𝑐ℎ)

𝑌𝐶1
 

𝑅1𝑠𝑤𝑖𝑡𝑐ℎ = 
𝑁𝐸  (𝑡𝑠𝑤𝑖𝑡𝑐ℎ + ∆𝑡) − 𝑁𝐸  ( 𝑡𝑠𝑤𝑖𝑡𝑐ℎ)

𝑌𝐸
 

(3) 



𝑅2 = 
𝑁𝐶 (𝑡𝑠𝑤𝑖𝑡𝑐ℎ + 𝑡𝑠𝑎𝑡,𝐶2)

𝑌𝐶2
 

 

The selection coefficient of E against C is defined as: 

 

𝑠 = Log (
𝑁𝐸(𝑡𝑠𝑤𝑖𝑡𝑐ℎ + ∆𝑡)

𝑁𝐶(𝑡𝑠𝑤𝑖𝑡𝑐ℎ + 𝑡𝑠𝑎𝑡2)
) − Log (

𝑁𝐸(0)

𝑁𝐶(0)
)  

=  𝑟E (𝑡𝑠𝑤𝑖𝑡𝑐ℎ + ∆𝑡 − 𝜆E) + 𝑟C1 (𝜆C1 −  𝑡𝑠𝑤𝑖𝑡𝑐ℎ) + 𝑟C2 (𝜆C2 − 𝑡𝑠𝑎𝑡2)   

(4) 

 

This equation is used to introduce s in the expressions for 𝑅1𝑠𝑤𝑖𝑡𝑐ℎ and 𝑅1 − 𝑅1𝑠𝑤𝑖𝑡𝑐ℎ in (3). This 

is done by replacing the term 𝑟𝐸 (𝑡𝑠𝑤𝑖𝑡𝑐ℎ − 𝜆𝐸) by 𝑠 + 𝑟C1 (𝑡𝑠𝑤𝑖𝑡𝑐ℎ − 𝜆C1) + 𝑟C2(𝑡𝑠𝑎𝑡2 − 𝜆C2) −

𝑟𝐸 ∆𝑡. The system (3) is then solved for  𝑡𝑠𝑤𝑖𝑡𝑐ℎ, ∆𝑡 and 𝑡𝑠𝑎𝑡2 and the resulting expressions are 

replaced in the expression of 𝑠 in (4). This equation is finally solved numerically in Mathematica 

9, to obtain s values corresponding to different parameter values. Figure 6 illustrates the NFDS 

patterns expected under the three different mechanisms. 

First (Fig. 6a), we investigated the case where two types can coexist when exploiting the same 

resource. This can occur when one type is specialized on growth rate while the other one is 

specialized on conversion efficiency. The ‘efficient converter’ can be favored when rare, possibly 

leading to NFDS with an internal equilibrium, provided the conversion advantage is large. This is 

illustrated in Fig. 6a with increased conversion efficiency for one type compared to a baseline. 

This mechanism is not very likely in our case, as it requires very large differences in conversion 

efficiency, which are not noticeable on the individual growth curves. It also does not reproduce 

the shape of the observed NFDS patterns well, and does not account for diauxic growth in C.  

Second (Fig. 6b), we investigated cases involving competition on two resources. We consider a 

baseline situation (black line) E and C are equally able to exploit resource 1 (glucose), but C can 

also exploit resource 2 (citrate). In this baseline situation, C is favored at all frequencies, and 

especially when rare due to this private niche on citrate, as observed in our results. NFDS can only 

emerge if E is better at exploiting resource 1 (with a shorter lag phase or equivalently a higher 

growth), as represented by the lighter grey curves (the larger the advantage of E on resource 1, 

the lighter the curve). This situation is similar to a Levene model with E as a better competitor on 



glucose, and C as a better competitor on citrate. However, in this simple model, contrary to our 

observations, there is no strong non-linearity of the NFDS pattern when E is rare.  

Third (Fig. 6c), we investigated the same case as above, except that C switches to citrate before 

glucose is depleted (i.e. when the quantity of glucose equals 𝑅1𝑠𝑤𝑖𝑡𝑐ℎ, which is below 𝑅1). This 

might occur if there is a selection pressure on C to switch to citrate earlier and if the metabolic 

activity on glucose is, as is likely, reduced after the onset of this switch. The selection pressure for 

an early switch may be caused by competition for citrate within C alone, independently of the 

presence of E. With such an early switch, the glucose niche is divided into two sub-niches: one 

where C and E are competing and one that can be privately exploited by E. This last sub-niche 

corresponds to the amount of glucose left at the time of C’s citrate-switch (𝑅1 − 𝑅1𝑠𝑤𝑖𝑡𝑐ℎ). This 

switch could be triggered in response to a reduced concentration of glucose (Wang et al. 2015). 

Note that this switch does not require that C consumption rate of glucose drops instantaneously 

to zero. A model where this drop is more gradual or where C still consumes glucose at a small rate 

after the time of switch (smaller than that of E), would give qualitatively similar results. Fig. 6c 

illustrates the shapes of the NFDS pattern that emerge when this glucose private niche becomes 

larger (i.e. when 𝑅1𝑠𝑤𝑖𝑡𝑐ℎ is smaller so that the diauxic switch occurs earlier for C). These “S-

shaped” patterns are generally consistent with the NFDS patterns we observe (Fig. 3).  

The model can be used to determine ways to mimic the variation of the NFDS patterns seen in the 

data. Fig. 3d provides an example of time variation fitted to match CRep20A is presented, but the 

situation is closely similar for CRep20B. E parameters are kept constant, and only C evolves. 

Initially (at time T0) E has an advantage on glucose (either in terms of growth rate, lag, or 

conversion efficiency). C can consume both glucose and citrate, but switches to citrate before 

glucose is depleted (which creates the S-shaped NDFS pattern signature). At generation 200 (T2), 

the NDFS pattern shifts down but mostly at high frequency (step1 arrow). This can be obtained 

by increasing C conversion efficiency on citrate, but with an earlier C switch to citrate (leaving 

more ‘private’ glucose to E). At final time (T8), the NDSFS pattern shifts down mostly at low 

frequency (step2 arrow). This can be obtained if C keeps its conversion efficiency on citrate but 

evolves back to a later switch to citrate (i.e. leaving less ‘private’ glucose to E compared to T2). 

Note that other C parameters can evolve without altering the NDFS pattern against E. For instance, 

growth rate and lag on citrate can evolve (as seen in Fig. 4), as a result of within-C competition, 

but this is not changing the fitness relative to E (as E does not consume citrate). Finally, the effect 

of Nal concentration on equilibrium frequency of E and C can be easily obtained by assuming that 

the growth (reduced growth rate or increased lag) of E on glucose is reduced with increasing Nal 

concentration (i.e. that this reduction is greater for E than C, even though both are resistant and 

survive at the different Nal concentrations), as shown on Fig 3e.  
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𝒙 E initial frequency 

𝜆𝐸  , 𝜆𝐶1 , 𝜆𝐶2  Lag time of E on glucose, of C on glucose, of C on 

citrate, respectively 

𝑟𝐸  , 𝑟𝐶1 , 𝑟𝐶2  Growth rate of E on glucose, of C on glucose, of 

C on citrate, respectively 

𝑌𝐸  , 𝑌𝐶1 , 𝑌𝐶2 Conversion efficiency of E on glucose, of C on 

glucose, of C on citrate, respectively 

𝑅1, 𝑅2 Quantities of glucose and citrate 

𝑅1𝑠𝑤𝑖𝑡𝑐ℎ  Quantity of glucose triggering metabolic switch 

of C from glucose to citrate 

V
a

ri
a

b
le

s 

𝑁(𝑡) , 𝑁𝐸(𝑡) , 𝑁𝐶(𝑡) total cell number at time t, E cell number at time 

t, C cell number at time t 

𝑡𝑠𝑎𝑡2 Time of resource 2 depletion  

𝑡𝑠𝑤𝑖𝑡𝑐ℎ + ∆𝑡 Time of resource 1 depletion  

𝑡𝑠𝑤𝑖𝑡𝑐ℎ  Time of metabolic switch of C from glucose to 

citrate 

Table S2. Summary of model notations 

 

 

Figure S1. Illustration of the growth curves of each species considered in the model. 

 



4. Growth patterns at different citrate concentration 

 

Figure S2. Effect of citrate concentration (normalized such that 1 corresponds to the 

concentration used for experimental evolution) on growth in DM250-Nal20 of E. coli (dots) and 

C. freundii (triangles) lines in DM250 at different Nal doses initially (panel a) or at the end of the 

coevolution (panel b). The average optical density is used as a measure of the carrying capacity of 

each line in the medium. For E, there is a single plateau, and the maximal averaged optical density 

during the stationary phase indicates the carrying capacity (E-glucose). For C, there is a diauxic 

growth curve: the maximal averaged optical densities at the first and second plateau are carrying 

capacities indicated by open (C-glucose) and filled triangles (C-all), respectively. At the final time 

point of the coevolution (panel b), the first plateau was no longer identifiable due to a very short 

lag time for citrate consumption, so carrying capacity is computed from the maximal optical 

density at the second plateau only (C-all). 

  



5. Growth patterns in filtrated medium 

E did not grow in the filtrated medium produced after a growth cycle of C as shown on Figure S3. 

Hence the strong curvature of the NFDS pattern at low frequency of E cannot be explained by 

cross-feeding through a metabolite produced and left unconsumed by C. 

 

Figure S3. Growth curve of E.coli CRep20A and CRep20B on filtrated medium obtained after a 

growth cycle of C. freundii CRep20A and CRep20B in DM250-Nal 20 at generation 0. x-axis: time 

in 10mins units; y-axis: optical density. 
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