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Abstract

A great deal of interest has been paid to enhance the radar range resolution for the last decades. One of the techniques
is to construct a waveform combining inter-pulse and intra-pulse modulations. In this paper, stepped frequency (SF)
waveform is used to represent the former, whereas phase coding (PC) is considered for the latter. To obtain the high-
resolution range profile (HRRP) of a target induced by an SF waveform at the receiver, one of the approaches is the
frequency domain (FD) algorithm. It has been successfully applied with SF linear frequency modulation waveforms.
However, based on our investigations, processing the SFPC waveform with the FD algorithm does not lead to the
performance, in terms of peak sidelobe ratio (PSLR) and integrated sidelobe ratio (ISLR), of the single-carrier phase
coding (SCPC) waveform processed with a matched filter (MF). To overcome these drawbacks, we propose to split
the spectrum of a phase coded pulse into a predetermined number of portions, and then to successively transmit the
time-domain transformed versions of these various portions. The received echoes are then processed with a modified
version of the FD algorithm. Our analysis and simulations show that the proposed waveform can be characterized by a
PSLR and an ISLR close to those of the SCPC processed with MF in some scenarios.

Keywords: Stepped frequency waveforms, phase coding, intra-pulse modulation, peak sidelobe ratio, FD algorithm.

1. Introduction

During the last decades, a great deal of interest has
been paid to high range resolution (HRR) in various radar
applications, from synthetic aperture radar (SAR) and
ground penetrating radar (GPR) to radar target recog-
nition. The key way to obtain HRR is to select a wide
bandwidth waveform. For this purpose, two families can
be considered.
On the one hand, waveforms with high instantaneous band-
widths can be used. One of them consists of a train of non-
modulated pulses whose durations are of the order of the
nanoseconds. Another waveform consists of a train of mod-
ulated pulses. In the latter, each pulse is internally modu-
lated in phase or in frequency. This modulation is known
as the intra-pulse modulation, and one of its representa-
tives is the linear frequency modulation (LFM). However,
the aforementioned waveforms lead to a high sampling rate
at the receiver. An expensive analog-to-digital converter
(ADC) is hence required.
On the other hand, a waveform that consists of a train
of externally modulated pulses can be considered. This
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modulation is known as the inter-pulse modulation. The
most attractive one is the stepped frequency (SF) wave-
form [1] [2] [3]. In this waveform, a large bandwidth can
be obtained by sequentially changing the carrier frequency
equidistantly from one pulse to another in one burst. This
makes it possible to reduce the instantaneous bandwidth
and hence an ADC with a small sampling rate can be ex-
ploited.
In various radar applications, the above two families can be
combined. This has the advantage of reducing the number
of pulses within the coherent processing interval (CPI)1.
Toward this goal, SF-LFM is considered as one of the most
popular waveforms [4] [5] [6] [7] [8] [9]. Nonetheless, two
other waveforms, known as stepped-frequency phase cod-
ing (SFPC) and SF nonlinear frequency modulation (SF-
NLFM), have recently started to attract the attentions
of the researchers [10]. In [11], the SFPC waveform was
investigated. The range estimation in the presence of mov-
ing targets is more precise than that of the SF waveform.
Moreover, it was suggested to be used with the through
the wall radar (TWR) in order to enhance the anti-radio
frequency interference performance [10]. As for the SF-
NLFM waveform, Gladkova [12] illustrated its advantage
over the SF-LFM waveform in terms of reductions of the

1CPI is the amount of time a given target is within the antenna
beam on a single scan.
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grating-lobe levels.
In most radar systems, the traditional approach to process
the received echoes at the receiver consists in applying a
matched filter (MF) in one shot to the whole train of the
received echoes. The processing of SF waveforms with
MF requires a high computational cost. In addition, grat-
ing lobes may appear in the high-resolution range profile
(HRRP)2 [12]. One alternative can be seen as a kind of
stretch processing. It includes three different algorithms,
namely the IFFT, the time domain (TD), and the fre-
quency domain (FD) algorithms [1]. Concerning the lat-
ter, the MF is considered at the level of each received echo
separately so that the discrete Fourier transform (DFT)
of each received echo is multiplied by the conjugate of the
DFT of a reference pulse. Then, an inverse discrete Fourier
transform (IDFT) is applied to a concatenated version of
the previous results, instead of separately applying it to
each individual one. The FD and the IFFT algorithms
have computational costs smaller than that of the MF-
based approach. However, they have some limitations.
The IFFT algorithm produces ghost targets in the HRRP
of the extended targets due to the spill-over effect of energy
into consecutive coarse range bins [1]. The TD algorithm
[13] does not produce ghost targets but suffers from the
up-sampling requirement of the narrow-bandwidth pulses
prior to the frequency shift. Finally, the FD algorithm
can cope with the drawbacks of the TD and the IFFT al-
gorithms, but a DFT must be computed on a relatively
large number of samples. Nevertheless, with the recent
advances in designing and fabricating powerful processors
(FPGAs, DSPs etc.), this no longer constitutes an obsta-
cle for implementing this algorithm in real applications.
Whatever the type of algorithm that is considered to de-
tect a single-point target, the range profile usually exhibits
one mainlobe and several sidelobes. The levels of the side-
lobes with respect to the mainlobe one have a great influ-
ence on the probability of detection (PD) and the proba-
bility of false alarm (PFA). This can be quantified using
two ratios: the peak sidelobe ratio (PSLR) and the inte-
grated sidelobe ratio (ISLR). Various schemes have been
proposed to enhance these ratios. In [14], a tapped delay
technique is used to suppress the range sidelobes of phase
reversal codes. The authors in [15] designed an optimum
mismatched filter that can be applied to any phase code.
The latter filter reduces the sidelobes at the expense of a
slight loss in SNR compared to that obtained from an MF.
In a noiseless environment, the PSLR and ISLR that char-
acterize the HRRP obtained by processing a single-carrier
phase coding (SCPC) waveform with an MF at the receiver
has the same shape as the autocorrelation function of the
phase code that is used. However, directly processing an

2HRRP is representative of the reflectivity of the target to an
HRR radar waveform projected onto the radar line-of-sight. This 1-
D signature characterized by range bins makes it possible to estimate
the target size and the positions of some scattering points of the
target structure.

SFPC waveform with the FD or the IFFT algorithm leads
to a PSLR and an ISLR that are worse than those ob-
tained with an SCPC waveform. The PSLR is limited to
-13.2 dB and the ISLR to -9.6 dB.
To overcome these limitations, we propose a modified SFPC
waveform derived from the SCPC waveform. Firstly the
spectrum of a phase coded pulse is split into a predeter-
mined number of non-overlapping portions. Then, the cor-
responding time-domain signals are successively transmit-
ted. The latter signals represent the modified SFPC wave-
form. As this methodology leads to some constraints on
selecting the number of portions, two alternative solutions
are proposed. The first one consists in splitting the spec-
trum into non-overlapping portions of different sizes. As
for the second, the spectrum is split into overlapping por-
tions of equal size. At the receiver, the processing chain is
necessarily modified. The purpose of our analysis is then
twofold: firstly, we aim at studying the relevance of the
modified waveform compared with the single-carrier phase
coding (SCPC) waveform in terms of PSLR, ISLR, and
sampling frequency. In addition, the influence of the se-
lected number of portions on the PSLR and the ISLR is
investigated. Secondly, we suggest comparing the modi-
fied SFPC waveform with the SFPC waveforms processed
by either the IFFT or the FD algorithm in terms of PSLR,
ISLR, and computational cost.
The remainder of the paper is organized as follows: in
section 2, we briefly recall the analytic expressions of the
SCPC waveform and various SF waveforms at both the
transmitter and the receiver parts. We also present the
steps of the FD algorithm to reconstruct the HRRP when
an SF-LFM waveform is considered. In addition, some de-
tails about the PSLR, the minimum range, and the range
resolution are provided. In section 3, the modified SFPC
waveform is first presented by focusing on the case of non-
overlapping portions and then by dealing with the variants
either based on non-overlapping portions or overlapping
portions of unequal sizes. Then in section 4, the results of
the simulations of the modified SFPC waveform in differ-
ent scenarios are shown. Finally, conclusions and perspec-
tives are drawn in section 5.
In what follows, note that ∗ denotes the conjugate, .∗
stands for a multiplication of vectors element by element,
and rect(t) stands for a rectangular pulse equal to 1 for
− 1

2 ≤ t ≤
1
2 and zero elsewhere.

2. Waveforms Modeling and FD algorithm

In this section, the SCPC, SF, and SFPC waveforms
are presented. Then, the steps of the FD algorithm are
briefly recalled. Finally, the definitions of some special
radar metrics that are used in the simulation part are
given.

2.1. Waveform modeling at the transmitter and the re-
ceiver

Let us start with the modeling of the SCPC waveform.
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2.1.1. SCPC waveform model

When dealing with phase coding intra-pulse modula-
tion, a pulse with width Tp is modulated by a code se-
quence of length M . This is done by dividing the pulse into
M concatenated sub-pulses of duration Tc, where Tc =

Tp
M .

Each element of the code sequence is represented by a code
phase value φm (m ∈ J0,M −1K). Hence, the SCPC wave-
form is given for 0 ≤ t ≤ Tp by:

stx(t) =

M−1∑
m=0

A.rect
( t−m.Tc − Tc/2

Tc

)
.exp(jφm) (1)

.exp[j2πfct]

where A is the amplitude of the pulse, fc is the carrier
frequency, and φm is the sequence of the phase code used.

2.1.2. SF waveform model

The SF radar transmits a burst ofNp > 1 pulses, whose
carrier frequency monotonically increases from pulse to
pulse by a fixed frequency step size denoted as ∆f . For the
(i+ 1)th pulse (i ∈ J0, Np− 1K), the transmitted waveform
is described as follows:

stx,i(t) = vi(t).exp[j2πfit] (2)

with

vi(t) = A.rect
( t− i.Tr − Tp/2

Tp

)
(3)

In (2), the carrier frequency of the (i + 1)th transmitted
pulse is given by:

fi = fc +
(1−Np

2
+ i
)
∆f (4)

where fc is the central carrier frequency of the complete
train of pulses. In addition, in (3), Tr denotes the pulse
repetition interval.

2.1.3. SFPC waveform model

The SFPC waveform consists of a burst of Np phase
coded pulses whose carrier frequencies vary as in the case
of the SF waveform. Therefore, it can be represented by
(2) where vi(t) is given for i.Tr +m.Tc ≤ t < i.Tr + (m+
1).Tc and i ∈ J0, Np − 1K by:

vi(t) =

M−1∑
m=0

A.rect
( t−m.Tc − i.Tr − Tc/2

Tc

)
.exp(jφm)

(5)
In the FD algorithm, which is illustrated in the sequel,

the discrete-time version of (5) is required where T
(Tx)
s

denotes the sampling time at the transmitter. Hence, (5)
becomes:

vi(n) =

M−1∑
m=0

A.rect
(nT (Tx)

s −m.Tc − i.Tr − Tc/2
Tc

)
(6)

.exp(jφm)

In (6), n ∈ J0, N − 1K where N =
Tp

T
(Tx)
s

denotes the num-

ber of samples associated with each transmitted pulse. In
accordance with this arrangement, each sub-pulse is rep-
resented by N/M samples.

2.1.4. Received SF signal model

At the receiver, a demodulation process takes place to
down-convert the signal to baseband. In the absence of
noise3, the received SF signal for a stationary point target
at range R can be written as follows:

srx,i(t) = vi

(
t− td

)
.exp

[
j2πfi.(t− td)

]
(7)

= vi

(
t− 2R

c

)
.exp

[
j2πfi.(t−

2R

c
)
]

where td = 2R
c and c is the speed of light. The reference

signal used for the demodulation is defined by:

sref,i(t) = exp[j2πfit] (8)

The demodulated signal at the baseband is therefore given
by:

sd,i(t) = srx,i(t).s
∗
ref,i(t) (9)

= vi

(
t− 2R

c

)
.exp

[
− j2πfi.

2R

c

]
As the baseband signal terms in (9) are associated with the
range of the target, different algorithms can be exploited
to produce the HRRP of the SF waveforms. Among them,
the FD algorithm is presented in the following.

2.2. Processing chain based on the standard FD algorithm

The FD algorithm aims at reconstructing a large target
reflectivity spectrum by coherently combining the individ-
ual spectra of the received narrow-band LFM pulses in the
frequency domain [16]. In the following, the steps of the
FD algorithm4 are briefly recalled:

1. Sd,i(k), the DFT of the received samples associated
with each pulse in (9) padded with N − 1 zeros is
computed, where k ∈ J0, 2N − 2K. The sampling
frequency at the receiver satisfies in this case:

F (Rx)
s = 2Binst =

F
(Tx)
s

Np
=

B

Np
(10)

In (10), F
(Tx)
s denotes the sampling frequency at the

transmitter and B denotes the total bandwidth of
the waveform.

3For the sake of simplicity the noise is omitted, although in prac-
tical cases it exists. Its effect will be treated later on in the paper.

4The latter was based on the general waveform defined in (2),

with vi(n) = A.rect
(

n.T
(Tx)
s −i.Tr−Tp/2

Tp

)
.exp

[
jπγ(nT

(Tx)
s )2

]
.
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2. An MF is applied to each pulse in the frequency do-
main. It consists in multiplying Sd,i(k) by the con-

jugate of V padi (k), which is the DFT of vi(n) padded
with N − 1 zeros, and it yields Yr,i(k).

3. A compression filter is used to modify each resulting
sub-spectrum Yr,i(k) by multiplying it by Hi(k) =

1

|V padi (k)|2
. This leads to:

Zr,i(k) = exp
[
− j2π(fi +

kF
(Rx)
s

2N − 1
)
2R

c

]
(11)

The magnitude of the synthesized spectrum obtained
in (11) has a rectangular shape, i.e. |Zr,i(k)| = 1.

4. The sub-spectra in (11) are contiguously arranged to
synthesize the whole spectrum.

Zr,i = [Zr,i(0) Zr,i(1) . . . Zr,i(2N − 2)] (12)

The total concatenated spectrum can be represented
as a row vector of size (2N − 1).Np as follows:

Zr,total =
[
Zr,0 Zr,1 . . . Zr,Np−1

]
(13)

5. Zr,total is of interest to deduce the HRRP. As recalled
in Appendix A, providing that

F
(Rx)
s = ∆f , the IDFT of the elements of the vector
Zr,total leads to:

|zr(n)| = 1

(2N − 1).Np

∣∣∣∣∣ sin
[
Npπ(F

(Rx)
s

2R
c −

n
Np

)
]

sin
[

π
2N−1

(
F

(Rx)
s

2R
c −

n
Np

)]∣∣∣∣∣
(14)

where n ∈ J0, (2N − 1).Np − 1K and |zr(n)| has its
maximum equal to 1 when

n =
2RF (Rx)

s Np
c = tdF

(Rx)
s Np.

Due to (14), amplitude weighting can be applied to
reduce the range sidelobes. It consists in multiplying
(13) by another row vector W of the same length
containing the spectrum of a shaping window, such
as Hanning.

Gr,total = Zr,total . ∗W (15)

An IDFT is finally applied to the synthesized spec-
trum in (15) to create the HRRP.

2.3. Performance measures

Four performance measures are considered.

1. The peak sidelobe ratio (PSLR) is given by:

PSLR = 20log

[
max(sidelobe peak)

mainlobe peak

]
(16)

The best performance in terms of PSLR mitigates
the masking effect of nearby targets and increases
the useful dynamic range.

2. The integrated sidelobe ratio (ISLR) is given by:

ISLR = 10log

[
total energy in sidelobes

energy in mainlobe

]
(17)

The sidelobes which are less than Tp far away from
the center of the mainlobe, on both sides of the main-
lobe, are taken into consideration.

3. The minimum range (Rmin) represents the min-
imum range through which the targets can be de-
tected by the radar. It is directly proportional to
the pulse width:

Rmin =
cTp
2

(18)

4. The range resolution (Rres) is the separation be-
tween the peak and the first null of the range profile.
Rres is inversely proportional to Beff .

Rres =
c

2Beff
(19)

It reflects the capability of the radar to separate two
closely spaced targets. Table. 1 summarizes the re-
lationship between Binst, B and Beff for various
waveforms.

Table 1: Relation between the bandwidths of different waveforms

Waveform Binst B Beff

SCPC M/Tp 2M/Tp B/2

SF 1/Tp (Np−1)∆F +2Binst B/2

SFPC M/Tp (Np−1)∆F +2Binst B/2

The level of significance given for each performance
measure, especially the PSLR and the ISLR, depends on
the surrounding environment. Whenever the received sig-
nal is disturbed by a distributed clutter environment, the
ISLR is of high importance and should be maintained as
low as possible to enable the detection of weak targets. For
instance, it contributes to the multiplicative noise in SAR
image [17]. However, if the received signal is disturbed by
a strong discrete clutter, the PSLR is more critical to be
kept low. Otherwise, sidelobes may be interpreted falsely
as real targets [18].
In the following the modified SFPC waveform is presented.

3. The modified SFPC waveform

Let us first elaborate the background upon which the
proposed waveform has been built. The way by which
we construct the modified SFPC (M.SFPC) waveform has
a great similarity and analogy with that of the SF-LFM
waveform. To the best of our knowledge, researchers like
Hamada [11] modulate the transmitted pulses of the SFPC
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waveform with the same phase code. However, this ar-
rangement is not useful whenever the FD algorithm is ex-
ploited since it leads to bad PSLR and ISLR. Accordingly,
to solve this problem, we propose the M.SFPC waveform
that follows the same methodology of the aforementioned
SF-LFM waveform, and consequently improves both the
PSLR and the ISLR.
This section deals with the steps done both at the trans-
mitter and the receiver. They are presented for a non-
overlapping scenario where Binst = B

2Np
. A block diagram

that illustrates the whole processing chain of the M.SFPC
waveform is given in Fig. 1.

3.1. Generation of the modified SFPC waveform at the
transmitter

3.1.1. Description of the different steps to be done

Without loss of generality, let us consider any single
pulse from (6). For instance, for i = 0, it is given for
n ∈ J0, N − 1K by:

v(n) =
M−1∑
m=0

A.rect
(nT (Tx)

s −mTc − Tc/2
Tc

)
.exp(jφm)

(20)
where:

1

T
(Tx)
s

= F (Tx)
s = B (21)

At this level, the following steps are carried out:

1. Apply a DFT to (20) to get V (k).

2. Split V (k) into Np equal portions denoted as Pl(k),
where l is an integer that satisfies l ∈ J0, Np−1K and
k ∈ J0, N−1K. If Np = 1, this would correspond to a
single phase coded pulse similar to the one given in
(20). In the following, Np > 1 and N is necessarily
an integer multiple of Np.

Pl(k) =

{
V (k) lN

Np
≤ k ≤ (l + 1) N

Np
− 1

0 elsewhere
(22)

The frequency band occupied by Pl(k) is
F (Tx)
s

Np
.

3. Apply an IDFT to each separated portion Pl(k).
This leads toNp sequences, p0(n), . . . , pNp−1(n), each
of size N .

4. Scale the amplitudes of {pl(n)}l=0,1,...,Np−1 as fol-
lows:

ps,l(n) =
1√

1
N

∑N−1
n=0 |pl(n)|2

pl(n) =
1

αl
pl(n) (23)

The train of pulses {ps,l(n)}l=0,...,Np−1 represents
the M.SFPC waveform. This step is necessary to
guarantee that the powers of all transmitted pulses
are equal.

5. Convert the discrete sequences {ps,l(n)}l=0,1,...,Np−1
to the continuous-time domain by using a digital-to-
analog converter (DAC).

6. Multiply the latter continuous-time domain pulses
by exp[j2πfct] to frequency translate each portion by
fc. The resulting continuous-time signal transmitted
through the antenna is hence given by:

stx,l(t) =
1

αl
pl(t)exp

[
j2πfct

]
(24)

Furthermore, one has to prepare a version of the non-zero
components of the spectra P0(k), . . . , PNp−1(k) centered
at the zero frequency. These versions are not intended to
be transmitted at all. They are saved in the memory of
the radar to be used later on in the receiver part5. Thus,
for l ∈ J0, Np − 1K, the reference signals are given by:

pref,l(n) =pl(n)exp
(
− j2π (2l + 1)B

2Np

n

F
(Tx)
s

)
=
(29)

pl(n)exp
(
− jπ 2l + 1

Np
n
)

(25)

Then, the resulting sequence associated with each portion
is down-sampled by a factor Np so that it is composed of
N
Np

samples. For n ∈ J0, NNp − 1K, it is given by:

pdownref,l (n) = pref,l(n.Np) = pl(n.Np)exp
(
− jπ(2l + 1)n

)
(26)

Finally, the output of the down-sampler is padded by
N
Np
− 1 zeros to get the sequence pdopadref,l (n). Then, a DFT

is applied to the latter sequence to obtain P dopadref,l (k), as
shown in Fig. 1.

3.1.2. About the relation between Pdopad
ref ,l (k) and V(k)

Let us now find a relation between P dopadref,l (k) and V (k).
Given an N -length signal x(n), it is known that the DFT

of exp
(
− j2πmnN

)
.x(n) is equal to X(k +m). Therefore,

by combining (21) and (25), Pref,l(k) can be written as
follows:

Pref,l(k) = Pl

(
k +

2l + 1

2

N

Np

)
(27)

Given Appendix C, one has:

P dopadref,l (k) =

N
Np
−1∑

k1=0

P downref,l (k1)

.exp
(
− jπ(

k

2N −Np
− k1
N

)(N −Np)
)

.psinc N
Np

(
2πNp

( k

2N −Np
− k1
N

))
(28)

5Normally, the received echoes are processed at the baseband to
save the computational cost.
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Figure 1: A block diagram showing the whole processing chain of the M.SFPC waveform at both transmitter and receiver sides

where the psinc function is defined as follows:

psinc N
Np

(θ) =
Np
N

sin(
N
Np

θ

2 )

sin( θ2 )
(29)

Combining (22), (B.3), (27) and (28) leads to:

P dopad
ref,l (k) =

1

Np

N
2Np

−1∑
k1=0

V
(
k1 +

2l + 1

2

N

Np

)
(30)

.exp
(
− jπ( k

2N −Np
− k1
N

)(N −Np)
)

.psinc N
Np

(
2πNp

( k

2N −Np
− k1
N

))

+
1

Np

N
Np

−1∑
k1=

N
2Np

V
(
k1 +

2Np + 2l − 1

2

N

Np

)

.exp
(
− jπ( k

2N −Np
− k1
N

)(N −Np)
)

.psinc N
Np

(
2πNp

( k

2N −Np
− k1
N

))
where k ∈ J0, 2NNp − 2K and k1 ∈ J0, NNp − 1K.
These types of expressions are useful for the simulation
of the receiving steps. It also shows the influences of the
downsampling and the padding through the psinc func-
tion.

3.2. Processing of the modified SFPC waveform at the re-
ceiver

3.2.1. Description of the different steps to be done

Due to the round trip path, the received signal corre-
sponds to a version of the transmitted signal delayed by

the time td. In addition, the received signal is usually dis-
turbed by additive disturbances containing the measure-
ment white noise and the clutter. In the following and as
done in subsection 2.2, they are not taken into account
in order to focus the reader attention on the signal part.
However, for completeness, the issues related to the noise
will be addressed at the end of subsection 3.2.
Using (24), the ”ideal” received signal is given by:

srx,l(t) = stx,l(t− td) =
1

αl
pl(t− td)exp

(
j2πfc(t− td)

)
(31)

The first step is to down-convert the received signal to the
baseband. It is done by multiplying the lth received pulse

with exp
(
− j2π(fc + (1+2l)B

2Np
)t
)

. The resulting signal is:

sbb,l(t) =
1

αl
pl(t− td)exp

(
− j2π( (1 + 2l)B

2Np
)t
)

(32)

× exp
(
− j2πfctd

)
Then, it is sampled at the sampling frequency F

(Rx)
s de-

fined in (10).
In this case, the number of samples that represent each

received pulse is equal to N
Np

. For the sake of simplicity,

let us address the toy example where the delay is strictly a
multiple of the sampling period at the receiver 6, one has:

td =
d

F
(Rx)
s

= d.T (Rx)
s (33)

6Otherwise some approximations would appear in the algorithm.
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At this level, taking into account (10), (32), and (33), the
lth baseband received signal can be represented for n ∈
J0, NNp − 1K by:

sbb,l(n) =
1

αl
pl((n− d)Np)exp

(
− jπ(1 + 2l)n

)
(34)

exp
(
− j2πfc.d.T (Rx)

s

)
Given (26), this leads to:

sbb,l(n) (35)

=
1

αl
.pdown

ref,l (n− d)exp
(
− jπ(1 + 2l)d

)
exp
(
− j2πfc.d.T (Rx)

s

)
Then, the following steps are carried out:

1. Apply an inverse scale to the result given in (35) by
multiplying each received pulse by αl. Hence, for
n ∈ J0, NNp − 1K, (35) becomes:

pdownref,l (n−d)exp
(
−j2πfc.d.T (Rx)

s

)
exp
(
−jπ(1+2l)d

)
(36)

2. Pad each sequence obtained in (36) by N
Np
− 1 zeros.

This yields a vector of length Q = 2N
Np
− 1 on which

a Q-size DFT is applied. The result is given by:

P dopadref,l (k)exp
(
− j2π k

Q
d
)
exp
(
− j2πfc.d.T (Rx)

s

)
.exp

(
− jπ(1 + 2l)d

)
(37)

where k ∈ J0, 2NNp − 2K.
3. Apply an MF by multiplying each component of (37)

by the complex conjugate of P dopadref,l (k). The output
is given by:

Zl(k) = |P dopadref,l (k)|2exp
(
− j2π k

Q
d
)

(38)

.exp
(
− j2πfc.d.T (Rx)

s

)
exp
(
− jπ(1 + 2l)d

)
where from (30) one has:

|P dopad
ref,l (k)|2 =

1

N2
p

N
2Np

−1∑
k1=0

∣∣∣V (k1 +
2l + 1

2

N

Np
)
∣∣∣2

.psinc2N
Np

(
2πNp

( k

2N −Np
− k1
N

))

+
1

N2
p

N
Np

−1∑
k1=

N
2Np

∣∣∣V (k1 + 2Np + 2l − 1

2

N

Np

)∣∣∣2
(39)

.psinc2N
Np

(
2πNp

( k

2N −Np
− k1
N

))
The values in (38) are then stored in a vector of
length Q = 2N

Np
− 1:

Zl = [Zl(0) Zl(1) . . . Zl(Q− 1)] (40)

4. Construct the whole spectrum by arranging the Np
sub-spectra contiguously. The total concatenated
spectrum is represented by a row vector of sizeNpQ =
2N −Np as follows:

Ztotal =
[
Z0 Z1 . . . ZNp−1

]
(41)

Alternatively, this frequency shift can be achieved by
multiplying the time domain version of (38) with a
linear phase ramp. However, using a cut and paste
method in the frequency domain, as it is done here,
results in a much more efficient algorithm [1].

5. To produce the HRRP, apply an IDFT to (41) yields:

z(n) =
1

NpQ

Np−1∑
l=0

Q−1∑
k=0

Ztotal(lQ+k)exp
(
j
2π(lQ+ k)n

NpQ

)
(42)

where Ztotal(lQ + k) is the (lQ + k)th element of
Ztotal. A zero padding may be done in the frequency
domain to force power of 2-size IFFT, or to interpo-
late further the HRRP to get a better view. It should
be noted that plotting the HRRP by directly using
(39) and (42) constitutes a milestone to validate the
results of the simulation section.

3.2.2. Remark about the impact of the compression filter
in the presence of noise

Let us now assume that a white Gaussian noise is added
to the received signals. Hence, (40) becomes:

srx,l(t) = stx,l(t− td) + ul(t) (43)

=
1

αl
pl(t− td)exp

(
j2πfc(t− td)

)
+ ul(t) (44)

where ul(t) represents the Gaussian noise in the lth pulse.
Following the same mathematical developments done af-
ter (40), the expressions given in (37) and (38) become
respectively:

P dopadref,l (k)exp
(
− j2π k

Q
d
)
exp
(
− j2πfc.d.T (Rx)

s

)
.exp

(
− jπ(1 + 2l)d

)
+ Ũl(k) (45)

where Ũl(k) is the DFT of the baseband noise at the output
of the processing chain,

and

Zl(k) = |P dopadref,l (k)|2exp
(
− j2π k

Q
d
)
exp
(
− j2πfc.d.T (Rx)

s

)
(46)

.exp
(
− jπ(1 + 2l)d

)
+ Ũl(k).P dopadref,l (k)∗

At this stage, let us apply the compression filtering by
dividing each sub-spectrum Zl(k) by |P dopadref,l (k)|2. Hence,
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(46) becomes:

Zl(k) = exp
(
− j2π k

Q
d
)
exp
(
− j2πfc.d.T (Rx)

s

)
(47)

.exp
(
− jπ(1 + 2l)d

)
+

Ũl(k)

P dopadref,l (k)

Phase coded pulses may exhibit small values in their spec-
trum at certain frequencies (see, for instance, Fig. 3). At

the bins that represent these frequencies, Ũl(k)

Pdopadref,l (k)
have

large values. As a consequence, high peaks appear in the
reconstructed spectrum. As they produce artifacts in the
HRRP, the PSLR and ISLR deteriorate. Therefore, pro-
cessing the SFPC waveform with the FD algorithm leads
to undesirable performance in terms of PLSR and ISLR.
As an alternative, a modified FD algorithm can be used
where the compression filter is avoided.

3.3. Removing the constraints to choose F
(Tx)
s and Np

Splitting the original spectrum into Np equal portions

cannot be done when F
(Tx)
s /Np is not an integer. To ad-

dress this problem, there are two possibilities:

1. Decomposing the spectrum into Np portions
of unequal size: In this case, each portion has a dif-
ferent bandwidth. Following this methodology, the
spectrum can be split into any number of portions

without worrying about the ratio F
(Tx)
s /Np. How-

ever, at the receiver, the pulses would have differ-
ent bandwidths. The sampling frequency would be
either confined to the largest bandwidth of the por-
tions or modified for each received echo.

2. Resorting to an overlapping methodology: The
spectrum is still split into Np equal portions, but the
bandwidth of each portion is augmented and over-
laps with its neighbor. The percentage of the over-
lap is the same between every two successive por-
tions. By doing so, Np is maintained within the CPI

whereas F
(Rx)
s increases. The larger the overlapping,

the higher the F
(Rx)
s . Following this methodology,

as the second equality in (10) no longer holds, some
simplifications done for the equations at the receiver
part are no longer valid. In this case, (36), (37), and
(38) become respectively:

± pdown
ref,l (n− d)exp

(
− j2πfc.d.T (Rx)

s

)
(48)

.exp
(
− jπ (1 + 2l)B.d.T

(Rx)
s

Np

)

± P dopad
ref,l (k)exp

(
− j2π k

Q
d
)
exp(−j2πfc.d.T (Rx)

s ) (49)

.exp
(
− jπ (1 + 2l)B.d.T

(Rx)
s

Np

)

± |P dopad
ref,l (k)|2exp

(
− j2π k

Q
d
)
exp(−j2πfc.d.T (Rx)

s )

(50)

.exp
(
− jπ (1 + 2l)B.d.T

(Rx)
s

Np

)
As a consequence, a trade-off has to be found in the selec-
tion of the methodology that would be followed for split-
ting the original spectrum. Selection relies on the specified
application and the limitation one would have in terms of

F
(Rx)
s .

3.4. Comments

1. About the envelope of the M.SFPC: In the
traditional radar waveforms, the transmitted pulses
have a constant envelope even though they may have
a phase or frequency modulation in the context of an
intra-pulse modulation. However, in our M.SFPC
waveform, the resulting samples of each transmitted
pulse have not only arbitrary phases but also arbi-
trary amplitudes, as shown in Fig. 2. Having a non-
constant envelope is a common feature of some pro-
posed waveforms, e.g. the orthogonal frequency di-
vision multiplexing (OFDM), and the hybrid NLFM.
[19] [20] [21].

2. About a trade-off between Rmin and Binst:
Radar engineers are always interested in using the
minimal possible pulse width. In order to obtain
high PSLRs with phase coded pulses, it is better to
use polyphase codes of large length M . They lead
to a trade-off between Rmin and Binst. On the one
hand, exploiting these long codes with a fixed pulse
width leads to a dramatic augmentation of Binst be-
cause the latter is proportional to M (see Table 1).
On the other hand, if we augment the pulse width
to grasp this long code, Rmin increases according to
(18). As a consequence, a trade-off has also to be
found between the minimum range and the instan-
taneous bandwidth. This is the case of the SFPC
waveform.
With the M.SFPC waveform and thanks to the method-
ology followed at the transmitting and receiving sides,
the polyphase codes with large length M can be ex-
ploited while each pulse of the M.SFPC waveform
still has the same width as the original pulse from
which it is derived. Hence, for a certain value of
Binst, the minimum range of the waveform is smaller
than that of the SFPC waveform.

3. About the computational cost of M.SFPC vs.
SFPC: For a fair comparison, Np and Binst are set
at the same values for both M.SFPC and SFPC. As a
consequence, each pulse of the SFPC waveforms con-
sists of N samples whereas each pulse of the M.SFPC
waveform consists of N

Np
samples. Table. 2 summa-

rizes the computational cost of each step for both
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Figure 2: Real and imaginary parts of the M.SFPC waveform where
the spectrum is split into four portions

Table 2: The computational cost of the M.SFPC and SFPC wave-
forms at the transmitter and receiver sides. / is used when no com-
putational cost is required

Steps
Transmitter Receiver

SFPC M.SFPC SFPC M.SFPC
1 / O(N2) O(Np.N2) O(N)

2 / / O(Np(2N − 1)) O(
(2N−Np)

2

Np
)

3 / O((N.Np)2) O(Np(2N − 1)) O(2N −Np)
4 / O(NNp) / /
5 / / O(Np(2N − 1)) O((2N−Np)2)
6 / / O(N2

p (2N−1)2) /

the M.SFPC and the SFPC at the transmitter and
receiver sides.
On the one hand, at the transmitter side, generat-
ing the transmitted signal for the SFPC waveform
is straightforward and avoids all the procedure done
for the M.SFPC waveform. However, all the steps at
the transmitter should be executed only once. When
the waveform is generated for the first time, the re-
sulting samples are saved in the memory of the radar
to be utilized later on for other transmissions. As a
consequence, the computational burden at the trans-
mitter is almost negligible compared with that of the
receiver. Normally, radar engineers are interested in
the latter rather than the former. This is due to the
fact that all the steps at the receiver should be re-
peated every time an echo arrives at its front end.
On the other hand, at the receiver side, given Ta-
ble. 2, the addition of the computational power of
the whole steps of each waveform reveals that the
M.SFPC waveform requires less computational power
than the SFPC waveform. Finally, in our M.SFPC
waveform, the generated pulses are multiplied by the
same carrier signal which eases the operation of the
oscillator whereas in the SFPC waveform the fre-
quency of the carrier signal varies in a fixed step
from pulse to pulse.

4. About the relation between Np and CPI: It is
important that all the Np pulses that carry the dif-
ferent portions of the split spectrum are transmitted
within the CPI. This highly depends on the velocity
of the target. If the target is fixed or moving slowly,
the number Np of split portions of the spectrum can
be large, and consequently, a better performance is
achieved. However, if the target is moving fast, then
Np should be relatively small in order to guarantee
that all the transmitted pulses lie within the CPI.
Otherwise, the radar will not be able to receive all
the echoes within the CPI. One of the possible solu-
tions for this issue is to resort to compressed sensing
techniques that have been proposed to deal with such
scenarios where sparsity in the collected data exists
[22] [23].

4. Simulations and results

In this section, some features such as the magnitude
spectrum and the range resolution of the M.SFPC wave-
form are investigated first. Then, comparisons of the M.SFPC
waveform with SCPC and SFPC waveforms are presented.

4.1. The magnitude spectrum of M.SFPC waveform
At the receiver, as mentioned in subsection 3.2, each

pulse is padded by zeros followed by an MF in the fre-
quency domain. Let us analyze the influence of the zero-
padding process on the reconstructed spectrum. For this
purpose, suppose that there is a single pulse phase coded
with P4 of length M = 100. Fig. 3 represents its mag-
nitude spectrum obtained by two approaches: one by the
DFT without padding and the other by the DFT with
padding. It reveals that the discrete spectra are quasi-
symmetric. Let us now apply our methodology, illustrated
in subsection 3.1, by splitting the discrete magnitude spec-
trum presented in red in Fig. 3 into Np = 4, 10, 20, 50 por-
tions. In Fig. 4, for each value of Np, the reconstructed
spectrum is presented. It is obvious that after reconstruct-
ing the spectrum, the quasi-symmetric feature is lost. When
Np increases, the reconstructed spectrum differs more and
more from the original one. This is due to the fact that ap-
plying the MF to the single received echo of the SCPC that
is zero padded yields a different result from zero padding
the corresponding received-echoes of the M.SFPC while
applying the split MF.

4.2. M.SFPC waveform vs. SCPC waveform
4.2.1. Rres of the M.SFPC waveform

Let us now investigate the capability of our M.SFPC
waveform to obtain the range resolution of the SCPC wave-
form. Again, a polyphase P4 code with length M = 100 is
used. In Fig. 5, we present the HRRP of a stationary point
target located at range R = 240 m when Np = 4, 10, 20,
and 40. For Np = 10, 20 and 40, Rres = 1.5 m which
is equal to the range resolution of the SCPC waveform.
When Np = 4, Rres for the M.SFPC waveform is slightly
larger than the range resolution of the SCPC waveform.
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Figure 3: The power spectrum of polyphase P4 whose length is M =
100, with or without zero-padding
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Figure 4: Reconstructed power spectrum which corresponds to the

concatenation of |P dopad
ref,l (k)|2 (a) Np = 4, (b) Np = 10, (c) Np = 20,

and (d) Np = 50.

4.2.2. Introduction including simulation protocol

Our purpose is to study the performance of the M.SFPC
waveform with stationary targets. An additive white Gaus-
sian noise (AWGN) is considered at the receiver, leading
to a specific SNR. Some of the common parameters used in
the whole subsection are given in Table 3, while the others
are introduced gradually. In all the simulations, two cases
(non-overlap and overlap) are addressed.
At the receiver, the SCPC waveform is processed by MF
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Figure 5: HRRP of the M.SFPC waveform when (a) Np = 40, (b)
Np = 20, (c) Np = 10, and (d) Np = 4.

Table 3: General Parameters used in the simulation section

Parameter Value
Pulse repetition

frequency (PRF )
250 Hz

Carrier frequency (fc) 3 GHz
Pulse width (Tp) 1 µs

since it consists of a single carrier whereas the steps given
in subsection 3.2 are done for the M.SFPC waveform. There-
fore, as F

(Rx)
s is proportional to the bandwidth of the re-

ceived signal, the sampling frequency at the receiver for
the M.SFPC waveform is Np times smaller than that of
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the SCPC. Even if this comparison could be unfair due to
this difference, we propose to analyze how much the PSLR
and the ISLR vary. In the first illustration, the spectrum
is split into non-overlapping portions, whereas in the sec-
ond one, it is split into overlapping portions.
Simulation protocol: The SNR varies from -5 dB to 30
dB with a step equal to 1 dB. For each SNR, 7000 indepen-
dent realizations of the noise are generated. The SNR is
defined as the ratio between the power of the SCPC pulse,
denoted as PSCPC, and the variance of the noise, σ2

n.

SNR = 10log10(
PSCPC

σ2
n

) (51)

For the non-overlapping case and for a fair comparison, the
sum of the powers of the Np pulses of the M.SFPC wave-

form is equal to PSCPC . Hence, even when Np changes,
the sum of the power of all pulses is kept fixed. As for the
phase codes used in this illustration, both P4 with length
M = 100 (B = 200 MHz) and polyphase Barker with
length M = 54 (B = 108 MHz) are considered.
For the overlapping case, the percentage of the overlap is
set at 50%. The total number of samples of the M.SFPC
waveform in this case is larger than that of the SCPC
pulse by a factor of 1.5. Thus, for a fair comparison be-
tween both waveforms, the sum of the energy of Np pulses
of the M.SFPC waveform is equal to the energy of the
SCPC pulse. Furthermore, only P4 with length M = 100
(B = 200 MHz) and Tp = 1 µs are considered for all
the simulations in this illustration. Hence, both Rmin and
Rres are fixed.

4.2.3. Results and comments

The M.SFPC waveform with non-overlapping por-
tions versus SCPC

Let us now study the evolutions of the PSLR and the
ISLR with respect to the SNR. According to Fig. 6, the
mean value of the PSLR for both waveforms gets worse
as the SNR decreases. At very low SNR, the mean of the
PSLR of the M.SFPC waveform is 1.5 dB worse than that
of the SCPC for Np 6= 2. However, at high SNR the mean
of the PSLR of the M.SFPC waveform is highly dependent
on Np. This difference appears since an MF is applied
separately to each received pulse. Furthermore, the abil-
ity of the M.SFPC waveform with Np = 4 to outperform
the SCPC waveform comes at the expense of an increase
of the range resolution, as shown in Fig. 5-a. The good
performance is mainly due to the interaction between two
phenomena: First, the MF is applied to each pulse sep-
arately instead of jointly applying it to all the received
echoes. Second, the cyclic-autocorrelation of the P4 code
has zero sidelobes. The last feature has been exploited re-
cently to separate overlapping echoes in weather radar [24].
In Fig. 8, the evolution of the PSLR of the M.SFPC using
polyphase Barker code is presented. The latter code does
not exhibit the zero-sidelobes feature. It reveals that the
M.SFPC waveform is no longer capable of outperforming

the SCPC waveform. This result confirms our aforemen-
tioned interpretation.

In the same context, Fig. 7 provides the mean value of the
ISLR at different SNR for both waveforms using P4 code.
At very low SNR, the value of the ISLR of the M.SFPC
waveform is 2 dB worse than that of the SCPC waveform
for Np 6= 2. However, at high SNR, this amount varies
with Np.

−5 0 5 10 15 20 25 30
−30

−25

−20

−15

−10

−5

SNR (dB)

P
S

L
R

 (
d

B
)

 

 

N
p
 = 50

N
p
 = 40

N
p
 = 20

N
p
 = 10

N
p
 = 5

N
p
 = 4

N
p
 = 2

SCPC

SCPC noise−free

Figure 6: Mean value of PSLR versus SNR using Np portions of
polyphase P4 (M = 100)
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The M.SFPC waveform with overlapping portions
vs. SCPC waveform

Let us now investigate the performance of our M.SFPC
waveform when an overlap between different portions ex-
ists. For this purpose, a set of Monte-Carlo simulations
is carried out in which a P4 code is used as an intra-
pulse modulation. In Fig. 9 and Fig. 10, the mean val-
ues of the PSLR and the ISLR of the M.SFPC waveform
are respectively presented as functions of the SNR. The
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Figure 8: Mean value of the PSLR versus SNR using Np portions
of polyphase Barker (M = 54)

PSLR ranges between -29 dB for Np = 39 and -21 dB for
Np = 99. Using the overlapping between the transmitted
portions offers the possibility to enhance the performance
compared to the non overlapping scenario. For instance,
at SNR = 30 dB, when Np = 50 for the non-overlapping
scenario and Np = 49 for the overlapping one, the gain in
terms of PSLR is around 6.8 dB. Although the number of
transmitted pulses is almost the same in both scenarios,
Binst for each transmitted portion in the non-overlapping
scenario is equal to 4 MHz, whereas it is set at 8 MHz in
the overlapping one. Therefore, this improvement comes
at the expense of increasing the sampling frequency at the
receiver. Moreover, as with non-overlapping portions, the
PSLR of the M.SFPC waveform is larger than that of the
SCPC waveform due to the same reasons. It is obvious
that at low SNR, both the PSLR and ISLR of the M.SFPC
waveform for the different number of portions Np converge
to the same value.
In order to shed light more on the powerfulness of the
overlapping scenario in attaining PSLR and ISLR values
better than those obtained with the non-overlapping one,
we present a summary of different simulations we have
conducted in Table. 4. In every row of this table, the
value of Np for the overlapping and the corresponding
non-overlapping cases are carefully chosen. For Np = 9

in the overlapping case which requires F
(Rx)
s = 40 MHz,

we choose two corresponding values of Np for the non-
overlapping case: Np = 5 which is almost twice smaller
but used with the same sampling frequency at the receiver
and Np = 10 which requires almost the same number of
portions but used with the sampling frequency which is
twice smaller. Similar comments can be drawn for the
other three cases presented in the table. Given the results
presented in table 4, the overlapping scenario outperforms
the non-overlapping one, in terms of PSLR and ISLR. The

tax to be paid is either a higher F
(Rx)
s or a larger Np.
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Figure 9: Mean value of the PSLR versus SNR using Np overlapping
portions of polyphase P4 (M = 100)
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Figure 10: Mean value of the ISLR versus SNR using Np overlapping
portions of polyphase P4 (M = 100)

Table 4: PSLR and ISLR of the M.SFPC waveform for overlap-
ping vs. corresponding non-overlapping cases, using polyphase P4
(M=100) in a noiseless scenario

Np F
(Rx)
s

(MHz)
PSLR
(dB)

ISLR
(dB)

50% Over-
lap

5
9
10

40
40
20

-26.46
-27.04
-24.15

-12.1
-15.5
-12.8

No
Yes
No

10
19
20

20
20
10

-24.15
-27.52
-23.7

-12.8
-15.76
-7.9

No
Yes
No

20
39
40

10
10
5

-23.7
-29.63
-22.62

-7.9
-13.54
-8.65

No
Yes
No

50
99
100

4
4
2

-20.5
-20.96

-12

-7.8
-11.86
-5.94

No
Yes
No
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4.3. Our modified SFPC waveform vs. SFPC waveform

4.3.1. Introduction including simulation protocol

In this section, the performance of the M.SFPC wave-
form as defined in the previous subsection is compared
with that of the SFPC waveform. Both the IFFT and the
FD algorithms are used, because the first one is usually
considered whereas the second has not yet been applied in
the literature with the SFPC waveform.
Simulation protocol: The SNR in both illustrations is
defined by:

SNR = 10log10(
PSFPC
l

σ2
n

) = 10log10(
PM.SFPC
l

σ2
n

) (52)

where PSFPC
l and PM.SFPC

l respectively denote the power
of the lth pulse of SFPC and M.SFPC waveforms. For a
fair comparison in both illustrations, the following equality
holds true:

Np−1∑
l=0

PSFPC
l =

Np−1∑
l=0

PM.SFPC
l ∀ Np (53)

Furthermore, the power of each transmitted pulse in both
waveforms is kept fixed even when Np changes. This is
different from what has been implemented in subsection
4.2.
Concerning the parameters and the phase codes used, there
are some variations depending on the algorithm used at the
receiver:

1. The case of the FD algorithm: Polyphase Barker
code with length M = 60 is used instead of P4 as
an intra-pulse modulation. The reason for this selec-
tion is due to the fact that in the FD algorithm, the
output of the MF is multiplied by the inverse of the
magnitude spectrum (See section 2.2, step 3). This
arrangement cannot work properly with polyphase
codes, such as P4, because they exhibit small values
in their magnitude spectra, as illustrated previously
in 3.2.2. The polyphase Barker code is one of the
codes that does not exhibit small values in its spec-
trum. The parameters of each waveform are given
in Table. 5. For a fair comparison, Binst for both
waveforms should be the same. Moreover, this ta-
ble shows that Beff is also the same. This has been
achieved by making 50% overlapping between the
spectra of the different pulses of the SFPC waveform
at the transmitter. At the receiver, the spectrum of
each received echo of the SFPC waveform is mul-
tiplied by a rectangular window of width B/(2Np).
Hence, at the receiver, only half of the transmitted
spectrum of each received echo of the SFPC wave-
form is exploited. This methodology is used for two
reasons: To guarantee a fair comparison between
both waveforms by maintaining the same Beff , and
to reduce the ISLR of the SFPC waveform as much
as possible.

2. The case of the IFFT algorithm: The parameters
used in this simulation are given in Table. 6. Again,
the parameters are selected so that Binst is the same
for both waveforms. Moreover, the polyphase P4
code with length M = 100 is used.

4.3.2. Results and comments

Modified SFPC versus SFPC using FD algorithm

First, in Fig. 11, the HRRP of the SFPC waveform in
the absence of noise when Np = 10 is presented. Then,
in Fig. 12a, the PSLR versus SNR for both waveforms are
depicted for different numbers of transmitted pulses. The
PSLR of the SFPC waveform cannot exceed -13.5 dB, in
the best case with the absence of noise. This is because
its spectrum is transformed into a rectangular form, after
applying the compression filter. Therefore, its PSLR is
significantly worse than that of the M.SFPC at the whole
SNR range, no matter what Np is. In Fig. 12b the ISLR of
both waveforms is shown. It is obvious that the M.SFPC
substantially outperforms the SFPC at low to moderate
SNR, whereas the performance is equivalent at high SNR
and large Np. Furthermore, Table. 5 reveals that the pulse
width in M.SFPC does not vary with Np. It exhibits a
smaller minimum range compared with the SFPC. This is
because the pulse width of the latter waveform grows with
Np. The minimum range must be as small as possible for
radars that search for targets at a close range. It turns out
that the exploitation of the FD algorithm with the SFPC
is not favorable due to the non-rectangular shape of any
phase coded pulse. As a consequence, the M.SFPC wave-
form is considered as an alternative to the SFPC waveform
when the FD algorithm is used.

Table 5: Parameters for contrasting M.SFPC and SFPC waveforms
using the FD algorithm. Polyphase Barker (M = 60) is used as an
intra-pulse modulation

Parameter
M.SFPC SFPC

∀ Np Np = 10 Np = 20 Np = 30

Tp (µs) 1 10 20 30

Binst (MHz) B
2Np

6 3 2

F
(Rx)
s (MHz) B

Np
12 6 4

∆f (MHz) B
Np

6 3 2

B (MHz) 120 120 120 120

Beff (MHz) 60 60 60 60

Rres (m) 2.5 2.5 2.5 2.5

Rmin (m) 150 1500 3000 4500

Modified SFPC vs. SFPC using IFFT algorithm

In Fig. 13a and Fig. 13b, the evolutions of the mean
value of the PSLR and ISLR of both waveforms for various
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Figure 11: HRRP of SFPC waveform treated using the FD algorithm.
The phase code used is polyphase Barker with M = 60.
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Figure 12: Mean values of the PSLR and ISLR versus SNR for the
SFPC, treated with FD algorithm, and M.SFPC waveforms using
polyphase Barker (M = 60).

Np are presented respectively. Fig. 13a shows clearly the
enhancement of the PSLR of the M.SFPC waveform com-
pared to that of the SFPC waveform. As for the ISLR, the
results are highly dependent on Np. Hence, the M.SFPC
waveform outperforms the SFPC for certain values of Np,
and the converse occurs for other values. Looking at both
waveforms from another viewpoint, the range resolution
for the SFPC waveform is twice better than that of the

M.SFPC. However, the minimum range of the M.SFPC
waveform is kept constant for any value of Np whereas
that of the SFPC waveform varies with the selected Np.
The larger Np is, the longer Rmin is. See Table. 6.

Table 6: Parameters for contrasting M.SFPC and SFPC waveforms
using IFFT algorithm. Polyphase P4 is used as an intra-pulse mod-
ulation

Parameter
M.SFPC SFPC

∀ Np Np = 10 Np = 20 Np = 40

Tp (µs) 1 10 20 40

Binst (MHz) B
2Np

10 5 2.5

F
(Rx)
s (MHz) B

Np
20 10 5

∆f (MHz) B
Np

20 10 5

B (MHz) 200 200 200 200

Beff (MHz) 100 200 200 200

Rres (m) 1.5 0.75 0.75 0.75

Rmin (m) 150 1500 3000 6000
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Figure 13: Mean values of the PSLR and ISLR versus SNR for the
SFPC, treated with IFFT, and M.SFPC, treated with FD, using
polyphase P4 (M = 100).
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Table 7: Summary of the performance of various waveforms

Waveform SCPC SFPC SFPC M.SFPC

Algorithm MF FD IFFT FD

F
(Rx)
s (MHz) B B/Np B/Np B/Np

Rres c/B c/B c/2B c/B

No. of pulses 1 Np Np Np

Rmin cTp/2 cTpNp/2 cTpNp/2 cTp/2

PSLR(dB) −26.32 −13.2 −12 [−21;−29.3]
ISLR(dB) −13.88 −6.67 −10.4 [−7.8;−13.7]
Artifacts No No Y es No

4.4. Summary about M.SFPC vs. both SCPC and SFPC

The various waveforms that have been examined in this
section are listed in Table. 7. The values of the PSLR and
the ISLR are measured for a P4 code in a noiseless environ-
ment. This table illustrates how the M.SFPC waveform
processed with the FD algorithm outperforms both the
SCPC and the SFPC waveforms. From one side, both the
SCPC and the M.SFPC waveforms exhibit same range res-

olution and minimum range. Nevertheless, F
(Rx)
s is much

smaller in M.SFPC waveform, which is a great advantage.
Furthermore, the latter approximately achieves the same
PSLR, and even better than that of the SCPC in some situ-
ations depending on Np. From the other side, the compar-
ison between the M.SFPC and the SFPC waveforms pro-
cessed with the FD algorithm, reveals that both waveforms
attain the same range resolution and require the same sam-
pling frequency at the receiver for the same number of
transmitted pulses. However, the former leads to better
PSLR and ISLR. Moreover, Rmin is much shorter. If the
SFPC is processed with the IFFT algorithm instead, Rres
is enhanced by a factor of two, and also the ISLR becomes
much better. Nonetheless, compared with the M.SFPC
waveform, it still achieves higher PSLR and Rmin. In the
same context, one may wonder why we do not exploit the
amplitude windowing with the SFPC as an alternative ap-
proach to the M.SFPC, knowing that both are processed
with the FD algorithm. It is true that amplitude window-
ing reduces the range sidelobes of the HRRP. However this
reduction comes at an increase in the range resolution. To
cope with this shortcoming, the M.SFPC is designed to
permit a reconstruction of a spectrum at the receiver that
is close as much as possible to that of the phase code ini-
tially used at the transmitter. In this case, there is no
need to apply windowing to the reconstructed spectrum.

4.5. Studying the performance of the M.SFPC waveform
in a real radar scenario

In this subsection, our purpose is to study the perfor-
mance of the M.SFPC waveform in a realistic scenario. Its
performance is compared with that of the SFPC waveform
processed with the IFFT algorithm.
Suppose it is required to detect and identify a certian tar-
get from some of its scatterers. In this case, let us consider

four point scatterers with reflection coefficients [A1 A2 A3

A4]=[0.5 0.7 0.2 1]. The ranges between the scatterers and
the radar are [R1 R2 R3 R4] =[30006m 30009m 30015m
30018m].
A Monte-Carlo simulation is carried out for each of the
M.SFPC and the SFPC waveforms where a polyphase P4
with M = 100 is used. The parameters of the two wave-
forms are given in Table. 8. In addition, the SNR is equal
to 5 dB. It is defined as the ratio between the power
of the received pulse that corresponds to the scatterer
that has the smallest reflection coefficient and the power
of the noise. For a fair comparison, we resort to a sce-
nario where both waveforms have the same instantaneous
bandwidth, hence they require the same value of F

(Rx)
s .

Moreover, the total occupied bandwidth B of both wave-
forms is the same. In addition,

∆F.Tp
M = 0.5 has been

taken into consideration for the SFPC waveform. The
latter is a necessary condition for the IFFT algorithm to
prevent ambiguous returns from folding in a certain re-
gion [3]. In Fig. 14 and Fig. 15, the HRRP of the SFPC
waveform and the M.SFPC waveform are respectively pre-
sented. It turns out that with the SFPC waveform, the
third scatterer cannot be discerned from the sidelobes of
the other scatterers, as shown in Fig. 14. Moreover, the
straddle loss associated with the IFFT algorithm [3] re-
duces the apparent amplitude of the second scatterer as
shown in Fig. 14. In contrast, with the M.SFPC wave-
form, the same scatterer can easily be identified, as shown
in Fig. 15. This result clearly reveals the advantage of
the better PSLR of the M.SFPC waveform. Furthermore,
the SFPC waveform requires longer CPI for the burst of
pulses (Np = 13) to be transmitted, and the value of its
minimum range (Rmin =600 m) is four times larger than
that of the M.SFPC waveform. Nevertheless, it attains a
range resolution Rres = 0.75m which is twice better than
that of the M.SFPC waveform.

Table 8: Parameters for comparing the M.SFPC and the SFPC wave-
forms using the IFFT algorithm. Polyphase P4 is used as an intra-
pulse modulation

Parameter M.SFPC SFPC
Np (µs) 4 13
fc (GHz) 9.2 9.2
PRF (Hz) 2300 2300
Tp (µs) 1 4

Binst (MHz) 25 25

F
(Rx)
s (MHz) 50 50
∆f (MHz) 50 12.5
B (MHz) 200 200
Beff (MHz) 100 200

5. Conclusions and perspectives

In this paper, the relevance of the simple yet efficient
FD algorithm to treat the echoes of the SFPC waveform
is studied. Our investigations have revealed that treating
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Figure 14: The HRRP of the SFPC waveform processed with the
IFFT algorithm.
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Figure 15: The HRRP of the M.SFPC waveform.

the latter waveform with either the FD algorithm or the
IFFT algorithm could not exploit the PSLR and the ISLR
that result from the autocorrelation function of the phase
code used. Hence, to overcome this shortcoming, we have
proposed a modified SFPC radar waveform. Contrasting
this waveform with the SCPC waveform reveals that the
M.SFPC waveform makes it possible to attain and even
exceed the PSLR and the ISLR of such phase codes in the
overlapping scenarios. This is achieved while still making
use of the existing FD algorithm with some minor modifi-
cations to treat the received echoes. Moreover, contrasting
the M.SFPC waveform with the SFPC waveform reveals
that the former outperforms the latter in terms of PSLR,
ISLR, and Rmin. To sum up, the M.SFPC waveform is
suitable for applications that seek a high range resolution,
small minimum range and a low computational cost. We
believe that our proposed approach is not restricted to
the SFPC scheme, but could rather be used with other SF
schemes like SF-NLFM. Finally, in the future, we are going
to investigate these schemes, following the same method-
ology that has been applied with the SFPC waveform in
this paper.
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7. Appendices

Appendix A
Applying an IDFT to (13), yields:

zr(n) =
1

(2N − 1)Np
(A.1)

×
(2N−1)Np−1∑

l1=0

Zr,total(l1 + 1)exp
[ j2πl1n

(2N − 1)Np

]
where Zr,total(l) is the lth element of Zr,total. Using (4),
the above equation can be expressed as follows:

zr(n) =
exp
[
− j2π(fc +

[
1−Np

2

]
∆f) 2R

c

]
(2N − 1)Np

(A.2)

Np−1∑
l=0

exp
[
− j2πl(∆f 2R

c
− n

Np
)
]

2N−2∑
k=0

exp
[
− j 2πk

(2N − 1)

(2RF
(Rx)
s

c
− n

Np

)]
Therefore, its modulus is equal to:

|zr(n)| = 1

(2N − 1)Np

|sin
[
Npπ(∆f 2R

c −
n
Np

)
]
|

|sin
[
π(∆f 2R

c −
n
Np

)
]
|

(A.3)

|sin
[
π
(

2RF (Rx)
s

c − n
Np

)]
|

|sin
[

π
2N−1

(
2RF

(Rx)
s

c − n
Np

)]
|

If n =
2RF (Rx)

s Np
c ,

|sin
[
π

(
2RF

(Rx)
s
c − n

Np

)]
|

|sin
[

π
2N−1

(
2RF

(Rx)
s
c − n

Np

)]
|

= 2N − 1.

Moreover, if F
(Rx)
s = ∆f ,

|sin
[
Npπ(∆f

2R
c −

n
Np

)

]
|

|sin
[
π(∆f 2R

c −
n
Np

)

]
|

= Np and

|zr(n)| = 1
Appendix B
The relation between the discrete-time Fourier Transform
(DTFT) of the sequence pref,l(n) and that of its down-
sampled version pdownref,l (n) is given by:

P downref,l (f) =
1

Np

Np−1∑
m=0

Pref,l

(
f −mF

(Tx)
s

Np

)
(B.1)

This amounts to reproducing Np times Pref (f), or equiv-
alently a portion of the Fourier transform V (f), with a

shift of frequency equal to k
F (Tx)
s

Np
with k = 1, ..., Np − 1.

Since the latter is band-limited on a frequency band equal

to
F (Tx)
s

Np
, the different terms of the sum in (B.1) do not

overlap. Hence, by taking advantage of the periodicity of

the DTFT, (B.1) in the frequency band [0,
F (Tx)
s

Np
] reduces
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to:

P downref,l (f) =


1
Np
Pref,l(f) if f ∈ [0,

F (Tx)
s

2Np
[

1
Np
Pref,l(f + (Np − 1)

F (Tx)
s

Np
)

if f ∈ [
F (Tx)
s

2Np
,
F (Tx)
s

Np
]

(B.2)

Given (B.2), a relation can be deduced between the DFT of
{pref,l(n)}n=0,...,N−1 and that of {pdownref,l (n)}n=0,...,N/Np−1

computed at the sampling frequency F
(Tx)
s and

F (Tx)
s

Np
re-

spectively. This can be written for the kth frequency bin
as follows:

P downref,l (k) =


1
Np
Pref,l(k) if k ∈ J0, N

2Np
− 1K

1
Np
Pref,l(k + (Np − 1) NNp )

if k ∈ J N
2Np

, NNp − 1K
(B.3)

Appendix C
In the following, xL(n) denotes the original signal with
length L and xM (n) is the original signal padded with
zeros whose length is M . Given XL(k) the DFT of xL(n),
θ the normalized angular frequency with respect to the
sampling frequency, and k the frequency bin, let us recall
the DTFT and the IDFT of XL(k):

XL(θ) =

L−1∑
n=0

xL(n)exp(−jnθ) (C.1)

and

xL(n) =
1

L

L−1∑
k1=0

XL(k1)exp
(
j

2πk1n

L

)
(C.2)

By substituting (C.2) in (C.1), the latter becomes:

XL(θ) =

L−1∑
n=0

1

L

L−1∑
k1=0

XL(k1)exp
(
j

2πk1n

L

)
.exp(−jnθ)

=

L−1∑
k1=0

XL(k1).
1

L

L−1∑
n=0

exp
(
j(

2πk1
L
− θ)n

)

=

L−1∑
k=0

XL(k1).exp
(
− j(θ

2
− πk1

L
)(L− 1)

)
(C.3)

.psincL(θ − 2πk1
L

)

where

psincL(θ) =
1

L

sin(Lθ2 )

sin( θ2 )
(C.4)

The latter is equal to 1 if θ = 0 and to 0 if θ is a multiple
of 2π

L . Otherwise, intermediate values are obtained. The
DFT of the padded signal xM (n) is given by evaluating
XL(θ) at the normalized angular frequency θ = k 2π

M where

k ∈ J0,M − 1K. Hence, XM (k) is given by:

XM (k) =

L−1∑
k1=0

XL(k1)exp
(
− jπ(

k

M
− k1
L

)(L− 1)
)

.psincL

(
2π(

k

M
− k1
L

)
)

(C.5)

No simplification or approximation can be really done at
this stage. All the values of the DFT of the non-padded
signal contribute to get the values of the DFT of the

padded signal. They are weighted by psincL

(
2π( kM−

k1
L )
)

.

It should be noted that for a given k, the values of k1
that lie in the main lobe of the psinc function satisfies:
k LM − 1 < k1 < k LM + 1. When M = 2L− 1, k L

2L−1 − 1 <

k1 < k L
2L−1 + 1. If the above approach is applied to the

sequence pdownref (n) with L = N
Np

and M = 2N
Np
−1 = 2L−1,

this leads to:

P dopad
ref,l (k) =

N
Np

−1∑
k1=0

P down
ref,l (k1)

.exp
(
− jπ( k

2N −Np
− k1
N

)(N −Np)
)

.psinc N
Np

(
2πNp

( k

2N −Np
− k1
N

))
(C.6)
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