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Spatiotemporal properties of solitons excited on the surface
of shallow water in a hydrodynamic resonator
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�Received 31 July 2005; accepted 11 April 2006�

We have investigated the spatiotemporal properties of solitons generated on the shallow water
surface over a background of a large-scale mode in a hydrodynamic resonator when it is forced near
the second frequency mode. We have used the space-time diagrams to highlight the spatiotemporal
dynamics of nonlinear fields for two solitons colliding in a resonator and compared them to those
of solitons occurring in an unbounded system. A state diagram of experimentally observed modes
for different values of the excitation parameters has been obtained. In particular, we have evidenced
period doubling and the multistability of nonlinear waves excited in the resonator. For a theoretical
description of these experimental results, we have developed a phenomenological model, which
leads to amplitude and phase equations of a soliton propagating over the background of a harmonic
wave. To reproduce experimental results on the multistability, we have supplemented our analysis
with a numerical simulation of a modified system of Boussinesq equations for shallow water, taking
into account the dissipation effect © 2006 American Institute of Physics. �DOI: 10.1063/1.2204968�
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I. INTRODUCTION

Solitons observed in many systems such as the shallow
water channel in nonlinear electrical lines or in protein
chains, exhibit astonishing stability properties, the investiga-
tion of which remains a very active research area.1,2 The
excitation of solitons on the surface of shallow water and
their dynamics have been addressed mostly for infinitely ex-
tended systems.1,2 In an unbounded medium, solitons arising
from an initial perturbation propagate in opposite directions
and diverge in a finite time, hence their interaction can be
neglected. Therefore, the main attention of the researchers
was focused on the behavior of the solitons propagating in
one direction. Experimentally, such solitons were excited by
a single displacement of a piston pushing the liquid in the
horizontal direction3,4 or by producing an initial elevation in
the level of liquid in a finite region.5,6 The dynamics of such
solitons is described by the well-known Korteweg-de Vries
�KdV� equation that is derived under the assumption of wave
propagation in one direction. Feng7 investigated traveling
solitary wave solutions in the Boussinesq equations, which
describe counterpropagating waves, but he presented only
waves propagating in one direction. Besides the generation
of a soliton or a sequence of solitons of surface waves from
initial perturbations,8 individual properties of interaction
have been investigated thoroughly, namely, the interaction of
two solitons, the reflection of a soliton at a vertical wall,3,9 an
uneven bottom,10 and so on. It was found, in particular, that
the soliton amplitude at the instant of reflection at the wall
increases more than twice, and the reflected soliton lags be-

a�Author to whom correspondence should be addressed. Electronic mail:
PY 036605PHF  

innocent.mutabazi@univ-lehavre.fr

1070-6631/2006/18�5�/1/0/$23.00 18, 1-1
036605PHF  

hind the time calculated under the assumption of the constant
velocity of soliton propagation.9 When two solitons interact,
similar effects are observed: the time lag and the amplitude
of surface displacement larger than the sum of the individual
soliton amplitudes. It is worthy of notice that the majority of
experiments agree well with basic assumptions of the
theory;11–14 specifically, solitons come from one infinity, in-
teract with a wall or with each other, and go to the opposite
infinity.15 However, solitons can be excited, not only in sys-
tems of infinite length, but in resonators too. One expects
that the spatiotemporal dynamics of solitons will be different
in resonators, where the interaction of nonlinear waves
propagating in opposite directions can no longer be ne-
glected. Experimental works on surface wave solitons in
resonators are rather scanty. The parametric excitation of
nonlinear waves, including soliton-like pulses, was described
in Refs. 16 and 17 for experiments in a 60 cm long cuvette,
performing horizontal oscillations. That work was published
38 years ago, when the properties of solitons and even the
term �soliton� itself were not known to the broad public.
The authors of Refs. 16 and 17 called the observed waves
�resonant oscillations�, as they were excited near the first
resonant frequency of the tank. They studied the time series
of free surface displacements at several points of a resonator
and did not present any information about the spatiotemporal
dynamics of the perturbations. This work has stimulated
a large number of theoretical and numerical studies on
solitons, most of which were concerned with asymptotic
methods applied to the Korteveg-de Vries equation, with
forcing near the fundamental18–20 or half the fundamental
frequency.21 Modes of the parametric excitation of one or

several nonpropagating oscillating solitons were described in 82
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Ref. 22, where it was found that the displacement amplitude
of the free surface in such nonlinear waves is close to the
classical soliton, with the fields decreasing exponentially at
large distances. Soliton excitation in wave resonators has
been performed in systems whose physical nature is abso-
lutely different from that of surface waves, but that, never-
theless, possess similar dispersive and nonlinear characteris-
tics as surface waves on shallow water. For instance, solitons
of electromagnetic waves were observed on a section of an
LC line excited by sinusoidal voltage,23 and solitons of trans-
verse waves were observed in a rubber strip at parametric
excitation by a harmonic external force.24

When solitons are excited in resonators, we face prob-
lems that are quite different from those in spatially infinite
systems, because of the multiple interactions of solitons
propagating in a resonator, as well as the interaction between
solitons and resonator modes. In this paper, we have inves-
tigated these phenomena excited near the second resonant
frequency of a hydrodynamic resonator of a larger length.
We have determined a state diagram of different excited
modes. We have used the space-time diagrams technique that
allows for a better visualization of spatiotemporal properties
of wave phenomena and a better comparison between experi-
mental and numerical results. In particular, we have thor-
oughly characterized the soliton collision by measuring resi-
dence time and merging length. We have evidenced the
existence of soliton bound state generation. In order to repro-
duce some states observed in experiments, we have solved
numerically the Boussinesq equations with dissipation terms.

The paper is organized as follows. The experimental pro-
cedure on soliton excitation in a water wave resonator is
described in Sec. II. Results are presented in Sec. III, where,
in particular, a state diagram is presented in the space of the
excitation parameters �amplitude and frequency�. In Sec. IV
we compare some of our experimental results with those ob-
tained in experiments on soliton reflection from a vertical
wall carried out by Maxworthy.3 We introduce a simplified
model for the amplitude and phase of the soliton interacting
with the monochromatic wave. The section ends with the
presentation of a numerical solution of a modified system of
the Boussinesq equations for shallow water waves. In Sec. V
we draw some concluding remarks.

II. EXPERIMENTAL SETUP

The experiment was carried out in a water tank of length
L=10 m and width D=0.5 m, with a liquid depth H
=0.26 m. Hence, the ratio �=H /L=0.026� �1 lies in the
allowed range of the shallow water approximation.2 Surface
waves were excited by a wavemaker �Fig. 1�, which consists
of a flat plate driven into a periodic motion by an electric
motor. The plate rotated around the point O1 �Fig. 1�, the
amplitude of its horizontal displacement, depends on depth;
that is why we have used the average value of this amplitude,
PY 036605PHF  

defined as
036605PHF  
aex =

1

H
�

0

H

a�z�dz .

Displacement of the free surface was measured by two
resistance-wire wave gauges �Fig. 1�. One of them was
moved at distances up to 5.6 m in the central part of the tank,
while the second one was fixed at the wall reflecting the
surface waves. The hydrodynamic resonator has eigenmodes
with frequencies given in Ref. 25:

fn =
1

2�
�gkntanhz�knH� ,

where g is the gravity acceleration and kn=n� /L ,n
=1,2 ,3 , . . .. For shallow water knH� �1 and the frequency
becomes fn�kn

�gH. The frequency of the wavemaker in the
experiment was chosen to be close to that of the mode whose
wavelength was equal to the resonator length �=L, i.e.,
n=2 and f2�L−1�gh, which gives for our resonator dimen-
sions f2=0.1645 Hz. At this frequency, standing harmonic
surface waves of maximal amplitude were excited in the
resonator at a very small amplitude of external forcing.
When the external force frequency was detuned by a small
value from f2, the amplitude of the standing waves in the
resonator decreased. We measured the mismatch from exact
resonance �f2= fex− f2 at which the amplitude of oscillations
in the resonator decreased by �2 times. We have found that
this mode had a rather high Q factor �defined as Q= f2 /�f2

�50� induced by the dissipation in the system. The value
Q=50 means that the mode oscillations at frequency f2 damp
e=2.71. . .times over 50 periods, or approximately during
5 min. The hydrodynamic resonator has two main control
parameters: the average excitation amplitude aex and the ex-
citation frequency fex �or the detuning parameter �f2�.

III. RESULTS

A. Space-time diagrams

Signals from the two sensors were used to construct
space-time diagrams. We registered the time series at 56
points by moving the sensor along the channel and, simulta-
neously, registered the signal from the stationary sensor for
each of these points. The signal from the stationary sensor
was used as a reference signal, and phase averaging was
made. This procedure of constructing space-time diagrams is
valid for regimes that are strictly periodic in time. If the
regime has no time period, many sensors may be needed
from which signals must be registered simultaneously.
Space-time diagrams obtained in an experiment depend sig-

FIG. 1. Experimental setup: 1 – wave maker, O1 – the rotation axis of a flat
plate; 2 – movable resistive sensor; 3 – stationary resistive sensor.
nificantly on the control parameters aex and �f2. 178
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Typical diagrams for different parameters of external
forcing, as well as the time series obtained by means of the
stationary sensor located at the wall, are given in Fig. 2. It is

FIG. 2. Space-time diagrams and time series from stationary sensor: �a�, �a
fex=0.158 Hz, Q−1=−0.045; �c�, �cc� aex=8.2 cm, fex=0.170 Hz, Q−1=0.02
PY 036605PHF  

clear from these diagrams that, for a small amplitude of the
036605PHF  

external forcing, standing surface waves are excited in the
resonator �Fig. 2�a��, which correspond to the time series
�aa�. For larger amplitudes, propagating pulses arise in the

ex=2.3 cm, fex=0.151 Hz, Q−1= �fex− f2� / f2=−0.087; �b�, �bb� aex=8.2 cm,
, �dd� aex=8.2 cm, fex=0.177 Hz, Q−1=0.07.
 

a� a
system �Figs. 2�b�–2�d�� and the time series are seen in �bb�– 186
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�dd�. The pulses are visualized as bright strips in the space-
time diagrams. The pulse propagation velocity given by the
slope of the strips was close to the velocity of surface waves
on shallow water in our experimental conditions. If we rep-
resent a standing wave as a superposition of two traveling
waves propagating in opposite directions, pulses propagate
synchronously with each of these waves. The number of
pulses �from 1 to 4 in most of our experiments� registered by
a sensor is different at different points of the resonator, and it
coincides with the number of pulses for each traveling wave
only in the center of the resonator and near its side bound-
aries. The number of pulses depends on the excitation fre-
quency and on the amplitude. For a frequency lower than the
resonance frequency of the mode, three pulses are excited on
the wave period. Two intersecting triples of such tracks are
illustrated in Fig. 2�b�. For the excitation frequency higher
than the resonance frequency, only one pulse arises, hence,
two intersecting tracks only are seen in Fig. 2�d�.

In Fig. 3 we have represented the t wave states of quali-
tatively different dynamics in the plane of parameters
�fex ,aex�. The labels 1, 2, 3, or 4 in the regions of the state
diagram indicate the number of pulses excited on the wave
period. When the amplitude is large enough, there exists a
small region where four pulses can be excited. For the con-
trol parameters within the zones marked by a dashed line,
multistability is observed, i.e., different regimes may occur at
the same values of frequency and wavemaker oscillation am-
plitude, but under different initial conditions. For example,
the excitation of two �Fig. 4�a�� or three �Fig. 4�b�� pulses, or
the alternate generation of two or three pulses on a period
�Fig. 4�c��� occur in zones 2–3. The regime in Fig. 4�c� cor-
responds to period doubling: nonlinear waves excited in the
system have a period twice as large as the period of wave-

FIG. 3. Partitioning of the �fex ,aex� plane into regions with different regimes
of generation of nonlinear waves. Numbers 1, 2, 3, 4 mean the number of
impulses generated on the background of the time period of harmonic wave.
Regions isolated by the dashed curves correspond to the parameters under
which generation regimes �generation of 3 or 2, 2 or 1, 1 or 0 impulses�
depend on the initial conditions.
PY 036605PHF  

maker oscillations.
036605PHF  

B. Extraction of solitons

A detailed analysis of the experimental data revealed
that, within a definite interval of control parameters, charac-
teristics of the pulses excited in the resonator are close to
those of solitons. To verify this statement, we have assumed
that pulses in the resonator are excited against the back-
ground of a harmonic wave. The problem is how to separate
pulses and harmonic oscillations. Obviously, this cannot be
done by linear filters, as the repetition rate of pulses is equal
exactly to the frequency of harmonic oscillations. Conse-
quently, we determined the position of pulse maxima �Fig.
5�a��, and then the resulting data were replaced in the inter-
val �1+�2 by the linear dependence of the free surface dis-
placement on time. In this fashion we were able to separate
the pulses. Further, all the harmonics with the frequency
larger than the excitation frequency were separated from the
obtained signal by filtering. The resulting signal as well as
the initial time series are depicted in Fig. 5�b�. Figure 5�c�
illustrates separately the harmonic mode of the resonator and
the sequence of pulses. Apparently, the results of filtering
depend significantly on the way we choose �1 and �2. Differ-
ent trials for quantities �1 and �2 showed that, with a reason-
able choice of these parameters ��1,2�T /6, where T is the
period of external force�, the scatter in the characteristics of
harmonic oscillations and pulses is insignificant. Following
this algorithm the time series were processed by the
LabView 4.1 software. It was revealed that the shape of
the pulses is close to classical solitons: A=Ascosh−2�t /�s�
�As stands for the amplitude of the soliton�, everywhere ex-
cept in regions where the field amplitude is small, for in-
stance, in the oscillating tails of solitons �Fig. 6�. The pulse
duration �s defined at the level A /As=cosh−2�1� /0.4199, as a
function of the pulse amplitude, is plotted in Fig. 7. We
found that the pulse duration decreases with the increasing
amplitude of the pulse, As. Pulses observed in the experiment
are localized in a finite region of space and their character-
istics are close to those of the theoretical soliton; therefore

FIG. 4. Multistability observed at aex=9.4 cm, fex=0.165 Hz �region 2-3 in
Fig. 3�.
we have called them solitons. 258
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The extraction of solitons and a harmonic wave from a
time series allows one to compare the properties of nonlinear
waves observed in the experiment with the well-known so-
lutions of the Korteweg-de Vries �KdV� equation �2� that
governs the displacement of free surface of shallow water:

��

�t
+ V0

��

�x
+

3

2

V0

H
�

��

�x
+

1

6
V0H2�3�

�x3 = 0, �1�

where V0=�gH is the velocity of surface waves of infinitely
small amplitude in shallow water. The KdV equation has
solutions in the form of a soliton2:

�s�x − Vst� = Ascosh−2�� 3As

4H3 �x − Vst�	,

�2�

Vs = V0�1 +
As

2H
	 .

Clearly, the duration of the soliton is proportional to As
−1/2

�the solid line in Fig. 7�; its velocity depends linearly on its
amplitude As, and the soliton size decreases with an increase
of its amplitude.

In order to measure the phase shift between the soliton
and background wave, we have assumed that nonlinear
waves excited in a resonator consist of two solitons propa-
gating toward each other, and each of them is propagating
against the background of a harmonic wave. We have ne-
glected the interaction of counterpropagating waves and rep-
resented the nonlinear field of surface displacement as a su-

FIG. 5. Extraction of solitons and harmonic wave from the time series: �a�
initial time series and series with solitons cut off on the interval �1+�2; �b�
harmonic wave and “harmonic wave+soliton;” �c� a sequence of solitons
and harmonic wave. The phase shift of soliton and harmonic wave 
s

=��s 	, where 	=2�fex.
PY 036605PHF  

perposition of four components:
036605PHF  
��t,x� = �s�x − Vst� + �0 sin�	t − kx − 
s� + �s�x + Vst�

+ �0 sin�	t + kx − 
s� , �3�

where 	 ,k are the frequency and wavenumber of harmonic
waves, �0 is the wave amplitude, and 
s is the phase shift
between the soliton and the harmonic wave �Fig. 5�c��. Near
the reflecting endwall �x=0�, where the stationary sensor is
located, the displacement of the free surface can be repre-
sented in the form

� = 2�0sin�	t − 
s� + 2�s�t� .

This relation allows for a comparison of our experimental
results with analytical theory for the soliton-harmonics inter-
action developed in Ref. 23 and, in particular, for measuring
the phase shift 
s. The results of the measuring phase shift 
s

are presented in Fig. 8. For a small amplitude of external
force, the phase shift was close to zero. As the amplitude
increased, the phase shift increased up to 40° –60°. The am-
plitude of the soliton depended on the frequency and ampli-
tude of the wavemaker. For the same amplitude of external
forcing, the soliton amplitude and phase depended on the
frequency of the external force. By measuring the time at
which the soliton amplitude reaches its maximum at different
positions of a sensor of free surface displacement, we have
determined the trajectory of soliton motion �Fig. 9�. From
these trajectories, we have measured the velocity of soliton
motion on different sections of the trajectory, except in the
region of the merging of two maxima. A linear fit of the data

FIG. 6. A comparison of the shape of pulse with the theoretical dependence
�=As cosh−2��t− t0� /�s�, where t0=x /Vs.

FIG. 7. The soliton duration versus the soliton amplitude as obtained in
experiment �dots�. The theoretical dependence �s= �1/Vs��4H3 /3As, where

Vs=V0�1+As /2H� is also plotted for comparison �curve�.
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showed that the soliton has approximately constant velocity
Vs� fexL on all the sections. The solitons propagate synchro-
nously with the harmonic wave.

The space-time diagrams illustrate how in the central
part of the resonator solitons propagating in opposite direc-
tions collide and merge. The size Lm of the merging region
depends on the pulse amplitude, as is clearly seen in Fig. 10.
The larger is the pulse amplitude, the less extended is the
region of merging. The pulse interaction leads to a significant
change in their velocity.

IV. DISCUSSION OF RESULTS

A. Merging length and residence time

The method of characteristics has been used by
Maxworthy3 to investigate the soliton interaction with a wall;
we may compare our results on soliton interaction in resona-
tors with his results. Maxworthy showed that the collision of
two counterpropagating surface wave solitons of equal am-
plitude in an unbounded medium is equivalent to the reflec-
tion of one soliton from a vertical wall. Indeed, on reflection
from a vertical wall, the horizontal velocity of perturbations
is zero, and when two solitons of the same amplitude collide
there is a symmetry axis along which the horizontal velocity
is also zero. Maxworthy made a film in his experiment and
processed its individual shots—instantaneous snapshots of
surface elevation from which he constructed soliton trajecto-
ries. In our experiments we constructed an �X-T� diagram
using a time series of surface displacement measured at dif-
ferent points. These are, actually, diagram sections at a fixed
coordinate. Thus, the two problems are identical. By calcu-
lating the position of the maximum of surface displacement
for each section, one can construct a trajectory of soliton
motion. An example of such a trajectory is given in Fig. 9�a�.
The arrows show the direction of soliton motion. The best
linear fit of the points is shown for different parts of the
trajectories. Velocities of the solitons are different in the four
parts. Our diagrams can also be used to determine a trajec-
tory like it was done by Maxworthy. Toward this end, one
must determine in the �X-T� diagram sections at fixed mo-

FIG. 8. The soliton phase 
s versus the external force frequency fex. Data
for different external force amplitudes aex are marked by different symbols.
PY 036605PHF  

ments of time. Note that a trajectory will be different if one
036605PHF  first finds sections at a fixed time and then calculates the
position of the maximum along the coordinate �Fig. 9�b��. In
the first case �Fig. 9�a��, there exists a length Lm that can be
referred to as the merging length. In the second case, there is
time �, which is referred to as residence time �Fig. 9�b��
during which the maximum stays at one point. The residence
time was determined for different amplitudes of colliding
solitons. For example, for the case depicted in Fig. 9�b�, the
dimensionless residence time is ��=��g /H=2.9 for the di-
mensionless soliton amplitude �=As /H=0.28. These values
are in good agreement with the data obtained by Cooker et
al.9 from Maxworthy’s film,3 as well as with the results of
numerical calculations also reported in Ref. 9. For instance,

9

FIG. 9. Soliton trajectories in a resonator for aex=8.2 cm, fex=0.177 Hz.
Arrows indicate directions of soliton propagation. �a� Soliton trajectories
determined by snapshots; �b� soliton trajectories determined by time series;
 is the soliton lag.
numerical calculations give �=3.2 for �=0.28, which al- 362
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most coincides with the data of Maxworthy’s film. For
smaller amplitudes of colliding solitons, the agreement of
our results with data of the works3,9 is worse. This is evi-
dently caused by the influence of monochromatic resonator
modes on the collision of small-amplitude solitons in our
experiments. Measurements at different amplitudes of exter-
nal force showed that the difference between soliton veloci-
ties before and after collision increases with increasing soli-
ton amplitude.

Maxworthy3 noted that the amplitude of a soliton re-
flected from a wall is slightly smaller than before reflection,
and attributed this difference to dissipation. When solitons
are excited in a resonator, in addition to dissipation, the soli-
ton interaction with a monochromatic mode occurs, and this
may lead to an increase in the soliton amplitude. Conse-
quently, for experiments in a resonator, we cannot state that
the soliton amplitude before an interaction must be larger
than after it. In addition to the effect of velocity change on a
soliton collision, we have revealed a small phase shift, soli-
ton lag  caused by their interaction �Fig. 9�b��. Such a time
lag when solitons were reflected at the wall was also reported
by Maxworthy.3

B. Analytical model of soliton generation

In this section we have compared the characteristics of
surface wave solitons measured in the experiment and the
results of semiphenomenological theory. A theoretical inves-
tigation of nonlinear fields excited by the harmonic force in a
resonator was developed for surface waves on shallow water
by Chester17 and for electromagnetic waves in LC lines by
Gorshkov et al.,23 where perturbations propagating in reso-
nators were represented as a sum of monochromatic waves
and nonlinear perturbations. As the paper17 appeared before
intense investigations into solitons in different fields of sci-
ence, it did not contain any reference to solitons; however,
Gorshkov et al.23 postulated the existence of a soliton on the
background of a monochromatic wave. For a description of
solitons of electromagnetic waves Gorshkov et al. derived
equations for the amplitude and the phase of a soliton propa-
gating in a resonator against the background of a monochro-
matic wave. We have established analogous equations for
surface waves on shallow water, and they are written in the

FIG. 10. The merging length Lm versus the soliton amplitude As.
PY 036605PHF  

form
036605PHF  

dEs

dt
=

3

2

	�0

H
Escos 
s − �Es, �4a�

d
s

dt
=

kV0

2H
�As − 3�0sin 
s� − �. �4b�

Here, Es stands for soliton energy,

Es = �
−�

�

�s
2dx � As

2�xs � As
3/2,

�xs is the width of the soliton, 
s is the soliton phase that can
be understood as the dimensionless time between the maxi-
mum of the soliton and the zero of the monochromatic mode
�Fig. 5�c��, �=2��f2 is the frequency mismatch, and � is the
coefficient describing the exponential damping of the soliton.
The first equation in the system �4� is the equation of energy
balance. Changes in the soliton amplitude are due to energy
transfer from a harmonic wave �the first term in �4�; its de-
tailed derivation can be found in the Appendix � and to en-
ergy dissipation �the second term in �4a��. It is worthy of
notice that the coefficient � describes a type of dissipation
that is independent of the scale of the perturbations. Such
dissipation, indeed, is observed in different systems such as
the ones considered in Refs. 26 and 27. However, in contrast
to other parameters entering the system �4�, we did not de-
termine this parameter in our experiment, and in what fol-
lows we have chosen it from the requirement that the theo-
retically predicted parameters of solitons should be as close
as possible to the experimental data. The second equation in
�4� is a kinematic condition. The soliton velocity in the ref-
erence system moving with the velocity of the harmonic
wave �Vphh=	 /k� depends on the soliton amplitude As �the
first term in �4b��. The harmonic wave transports the soliton
as a particle with corresponding velocity u=−�g /H�0sin 
s,
depending on its phase. As the soliton is superposed on the
background of the surface displacement of the harmonic
wave, the latter modifies the velocity of soliton propagation
by �Vs=�g�H−�0sin 
s�−�gH�−�1/2��g /H�0sin 
s. The
total contribution of these two effects �u+�Vs� gives the
second term on the right side of Eq. �4b�. Changes in the
phase are also conditioned by the mismatch between external
wave frequency and resonance frequency �the third term�.
We should keep in mind that the system �4� was obtained for
a soliton and a monochromatic wave propagating in the same
direction. For a soliton and a wave propagating in opposite
directions the same equations are valid, as long as interaction
of counterpropagating perturbations is not taken into consid-
eration. Equations �4� may be obtained also from equations
describing soliton excitation by traveling perturbations. This
approach was developed, for example, by Sleath.28 The
qualitative analysis of solutions to the system �4� showed
that stable steady states for 
s and amplitude As satisfy the

23
relations 451
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s = arcos� 2H�

3	�0
	 , �5a�

As =
2�

k
�H

g + 2�0�1 − � 2H�

3	�0
	2

. �5b�

Using the procedure of soliton amplitude and phase ex-
traction described in Sec. III B we have compared experi-
mental data and theoretical predictions. It follows from the
theoretical model that soliton phase does not depend on the
frequency mismatch. Therefore, we represent phase 
s as a
function of the harmonic wave amplitude �0 for all the ex-
citation frequencies at which one soliton was observed in an
experiment �Fig. 11�. The plot 
s versus frequency fex for
different amplitudes of excitation �Fig. 8� exhibits points
scattered over the plane. However, if we plot the same points
in new variables ��0 ,
s�, all points �Fig. 11� group in the
vicinity of the theoretical curve �Eq. �5a��. The soliton am-
plitude As versus the harmonic wave amplitude is plotted in
Fig. 12 for two different excitation frequencies. For the the-
oretical curves plotted in Figs. 11 and 12 by solid lines, the
value of damping was chosen to be �=0.015 Hz. The plots
show sufficiently good agreement between the experimental
data and theoretical predictions. We have observed that the
value of the coefficient � taken for the theoretical calcula-
tions correlates well with changes in the Q factor of the
harmonic wave having frequency f2 on the resonance curve
width. Measurements gave Q−1�0.02. If we assume that the
damping of the mode with frequency f2 is the same as that of
the soliton, then calculations give the Q factor: Q−1�0.023,
which is very close to the measured value.

C. Numerical resolution of the modified Boussinesq
equations

The KdV equation cannot reproduce all the spatiotempo-
ral properties of the nonlinear waves observed in the hydro-
dynamic resonator for different parameters of the external
forcing. For an explanation of our experimental results, we
have made a numerical simulation of one-dimensional
Boussinesq equations describing the propagation of waves
on shallow water1,29 and to which we have added small

FIG. 11. The soliton phase 
s versus the amplitude �0 of a harmonic wave
�dots�, and the theoretical dependence �5a� for �=0.015 Hz �curve�.
PY 036605PHF  

damping terms:
036605PHF  

�̂� + û� + ��û�̂�� = 1
6�2û��� + �1�̂�� − ��̂ , �6a�

û� + �̂� + ��ûû�� = 1
6�2û��� + �1û�� − �û . �6b�

These equations �6� are written in dimensionless variables: �̂
is the displacement of free surface �̂=� /�H, hereinafter an
overcaret denotes dimensionless variables; û=u /�H	ex,
where u is the velocity taken at the bottom, � is the time
�= t	ex; � is the coordinate along the resonator �=x /L;
�=H /L; � is the small parameter of asymptotic expansion
introduced in Ref. 1. Note that for a constant depth shallow
water, the Boussinesq equations can be written in different
systems:29 the depth-mean velocity basis, the bottom vari-
ables basis, and the surface variable basis. In our paper, we
have preferred the use of the bottom variables basis, which,
in the long-wave approximation, is equivalent to the depth-
mean velocity basis. We have supplemented the Boussinesq
equation by phenomenological terms describing dissipation.
The first type of losses �terms with coefficient �1� is associ-
ated with viscous damping caused by shear stresses; the in-
tensity of this damping increases in proportion to the square
of the wavenumber. The second type �terms with coefficient
�� is related to losses in the boundary layer of the surface
wave at the bottom. Losses of this type were discussed in
Refs. 26 and 27, where it was shown that they are caused by
wave scattering at small-scale turbulence. In our experiment
such turbulence exists in a boundary layer at the bottom.
Measurements of velocity pulsations in the boundary layer
by means of a laser Doppler anemometer revealed a high
enough intensity of velocity pulsations at a distance of about
1 mm from the bottom. The corresponding value of Rey-
nolds number defined using the velocity in the wave near the
bottom is Re=1.6 105, which lies in the range of a turbulent
boundary layer for oscillating flows.28 The consideration of
both kinds of dissipation is very important in our case, as the
finite amplitude of nonlinear waves in a resonator depends
on the balance of energy supply to the system due to external
forcing and energy losses in the system.

For numerical calculations we used the following bound-

FIG. 12. Soliton amplitude As versus amplitude �0 of a harmonic wave: the
dots connected by broken curves are for experimental data; solid curves are
for the theoretical dependence �5b�. The thick curves correspond to mis-
match �=0.063 rad/s; the thin curves to �=0.075 rad/s.
ary conditions at �=0 and �=1: 526
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��̂

��
��,� = 0� = 0, û��,� = 0� = U0 sin�2�ft� , �7a�

��̂

��
��,� = 1� = 0, û��,� = 1� = 0. �7b�

We have modeled the action of the wavemaker by a periodi-
cally varying horizontal velocity at one resonator end. Nu-
merical resolution of the system of equations �6� was made
with the implicit finite-difference scheme realized using the
MATLAB5.3 software:

� j
n+1 − � j

n−1

2 ��
+

uj+1
n − uj−1

n

2 ��
+ �uj

n� j+1
n − � j−1

n

2 ��

+ �� j
nuj+1

n − uj−1
n

2 ��
=

1

6
�2uj+2

n − 2uj+1
n + 2uj−1

n − uj−2
n

2 ��3

+ �1
� j+1

n+1 − 2� j
n+1 + � j−1

n+1

��2 − �� j
n+1,

uj
n+1 − uj

n−1

2 ��
+

� j+1
n − � j−1

n

2 ��
+ �uj

nuj+1
n − uj−1

n

2 ��

=
�2

4 ��
�uj+1

n+1 − 2uj
n+1 + uj−1

n+1

��2 −
uj+1

n−1 − 2uj
n−1 + uj−1

n−1

��2 	
+ �1

uj+1
n+1 − uj

n+1 + uj−1
n+1

��2 − �uj
n+1.

Here f j
n= f��n ,� j�. These equations were used in the inner

nodes of the spatial grid, and boundary conditions �7� were
written in difference form.

Let us consider results of numerical computations ob-
tained for different parameters. In the first series of experi-
ments we set the frequency independent damping to be equal
to zero ��=0� and investigated the dependence of the time
series and space-time diagrams on the amplitude and phase
of the forcing. Results for the zero initial conditions û��
=0,��=0, �̂��=0,��=0 are presented in Fig. 13. For a small
amplitude of external forcing U0=0.05 �the dimensional am-
plitude of wavemaker displacement is a1ex=0.325 cm�,
standing waves are excited in the system. For a larger ampli-
tude U0=0.5 �a2ex=3.25 cm�, the shape of the nonlinear
waves excited in the system depends on the ratio of the ex-
ternal forcing frequency fex to the resonance frequency f2.
For fex

�1�=0.95f2=0.1563 Hz, three pulses are observed on the
period; for fex

�2�=0.98f2=0.1612 Hz we have two pulses, and
for fex

�3�=1.02f2=0.1678 Hz, one pulse. These states are simi-
lar to those observed in the experiment for the corresponding
parameter values of external forcing �Fig. 3, where corre-
sponding dimensional parameters are indicated�.

Both numerical computations and experiments have
demonstrated multistability and period doubling. The regime
of soliton generation depends on initial conditions. For ex-
ample, under zero initial conditions, one soliton is generated
on a wave period; whereas under the initial conditions cor-
responding to the generation of two solitons on a period,
given the same parameters of external forcing, the regime of
PY 036605PHF  

two-soliton generation proves to be stable. Alternating gen-
036605PHF  

eration of two or three pulses or one and two pulses is
observed in a definite space of the parameters, i.e., the re-
gime where period doubling occurs. Several pulses on a
wave period were also obtained in analytical calculations of
surface wave excitation in a cuvette17,30 when waves were
excited by horizontal oscillations of the cuvette. Chester17

and Ockendon et al.30 sought solutions in the form of coun-
terpropagating waves traveling with constant velocity,
whereas our numerical calculation showed that wave veloc-
ity may be different on different sections of interaction.

In the second series of experiments, we have varied the
ratio of the coefficients of frequency-dependent and
frequency-independent dissipation. Under the assumption
that the dissipation is largely due to frequency-independent
losses, e.g., �1=10−4, �=15 10−4, an oscillating tail compo-
nent appears on the intervals between solitons �Fig. 14; com-
pare with Fig. 5 for experimental data�. This phenomenon
can be explained as follows: when the damping is propor-
tional to 
k2, energy losses at higher harmonics increase
with the number of harmonics, and high-frequency oscilla-
tions are suppressed. Consequently, the soliton changes
smoothly at the periphery. In the case of frequency-
independent damping, higher harmonics have a relatively
large amplitude and manifest themselves in the time series
obtained in numerical experiment.

It is likely that colliding solitons form oscillating tails by
a different mechanism. It was demonstrated in Ref. 31 that
the allowance for higher-order approximations in the Bouss-
inesq equation as compared to that used in Eq. �6� results in
appearance, on soliton collision, of a radiation field that
manifests itself as an oscillating tail. Calculations in Ref. 31
were done in the absence of viscosity and external force. We
have not yet investigated in numerical simulation the action
of viscous forces on an “oscillating tail” arising when higher-
order approximations are taken into account.

D. The difference between solitons observed
in experiment and �theoretical� solitons

We are aware that the nonlinear waves we have investi-
gated in this paper may not satisfy the strict theoretical defi-
nition of solitons. It is more correct to refer to them as
“slowly varying solitary waves” because of the energy input
from the harmonic wave and energy dissipation, as it was
shown in Sec. III C, their speeds are not conserved through
their interaction.

Experiments revealed that solitons of surface waves are
excited in a hydrodynamic resonator against the background
of a harmonic mode. We focused special attention on the
case when one soliton is excited on a period of the harmonic
wave. This regime is realized at the external forcing frequen-
cies larger than the resonance frequency, which is clear from
the following considerations. At exact resonance, the period
of excited oscillations is Tr=L /V0. It takes for the soliton to
propagate from one resonator end to the other with the ve-
locity Vs�V0, the time Ts=L /Vs�Tr. Thus, a steady-state
regime of single soliton excitation can exist for frequencies
larger than the resonance frequency and cannot exist at fre-

quencies lower than the resonance one. At frequencies lower 626
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than the resonance frequency, bound states of solitons
are excited in a resonator in order to achieve the condition
Vs�V0 for an individual soliton. The velocity of these bound
states differs from that of a single soliton, and they are ex-
cited under different conditions. This is exactly that we ob-
served in experiment.

Our experiment demonstrated that the velocity of soliton
propagation in the hydrodynamic resonator is a little smaller
than that estimated by the formula �2�. For example, for the
regime illustrated in Fig. 9, soliton velocity lies in the inter-
val 167 cm/s�Vs�173 cm/s. If we estimate Vs by the for-
mula �2� for amplitude As=8 cm, which corresponds to the
conditions of soliton excitation in the experiment for the data
given in Fig. 9, we obtain Vs=184 cm/s �the velocity of
waves of infinitely small amplitude is V0=�gH=160 cm/s�.

FIG. 13. Results of numerical modeling of the system of Eqs. �6�: �a� U0

U0=0.5, fex=1.02. White horizontal lines mark the regions corresponding to
PY 036605PHF  

How can we explain the discrepancy between the values of
036605PHF  

velocities obtained theoretically and in experiments? In our
opinion two effects should be taken into consideration. First,
the soliton is propagating on the background of a harmonic
wave. Second, a nonlinear periodic wave �cnoidal wave�
rather than a solitary wave is excited in the experiment.

Let us estimate, using the exact solution as a reference
one, the difference between the velocities of a soliton and a
cnoidal wave. The velocity of a cnoidal wave is known to
depend on the so-called elliptic parameter m and is de-
scribed by the formula9

Vcn = �1 −
1

2

As

H
+

1

m

As

H
�1 −

3

2

E�m�
K�m�

	��gH , �8�

where K�m� ,E�m� are complete elliptic functions of the first

5 for any frequency fex; �b� U0=0.5, fex=0.95; �c� U0=0.5, fex=0.98; �d�
space-time diagrams constructed in the experiment �Fig. 2�.
 

=0.0
the
and second kind. The parameter m �which depends upon the 655
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ratio of the amplitude to the width of the wave� is respon-
sible for the shape of the wave with m=0 corresponding to
the harmonic wave, and m=1 to the soliton. Using the for-
mula �8�, one can estimate the elliptic parameters such that
for As=8 cm and layer depth H=26 cm, the propagation ve-
locity should be Vcn=170 cm/s instead of 184 cm/s, as is
given by �2�. Estimates from experimental data show that the
elliptic parameter for these data is m=0.9996, and it differs a
little from 1. What are the characteristic features of waves
for m close to 1? Let us compare, for instance, cnoidal waves
for m=0.9996 and m=0.9999 �Fig. 15�. The shapes of pulses
in these two cases are almost indistinguishable, whereas the
pulse repetition rates differ appreciably. As m→1, the period
tends to infinity, and the propagation velocity differs from
the velocity of linear waves on shallow water by a finite
value described by the formula �2�. For the characterization
of cnoidal waves we can introduce quantity n=T /�s, where
�s is the duration of the pulse and T is the period of the
cnoidal waves. For the conditions of the experiment we have
n�10, which agrees well with the estimate of the elliptic
parameter m=0.9996. The estimates presented in this work
show that a sequence of solitons and a soliton riding on a
harmonic wave have smaller velocities than one soliton with-
out any background. The problem of the velocity of soliton
propagation in a resonator needs a further, more detailed in-
vestigation. For example, in the interval between solitons, we
observed an oscillating component that was not taken into
account in the calculations. The velocity of soliton bound
states is also an open problem. Although many theoretical
and numerical studies on hydrodynamic solitons have been
performed,32 there is still a need for their detailed experimen-
tal investigation.

V. CONCLUSION

In this work we have investigated the spatiotemporal
properties of solitons excited by harmonic forcing on the
surface of a shallow water in a hydrodynamic resonator. We
have shown that solitons propagate synchronously with har-
monic waves. It was revealed that the solitons are tied up
with a definite phase of harmonic wave that depends on the
amplitude and frequency of external forcing. We have iso-
lated solitons generated on the background of a harmonic

FIG. 14. Solitons with oscillating tails observed in numerical computations
for the following parameters: f0=1.05, V0=0.5, �=1.5�10−3, �1=10−4.
PY 036605PHF  

wave and have analyzed their dynamics using space-time
036605PHF  

diagrams. We have evidenced that the duration of a soliton
and the merging length of colliding solitons decrease with
the amplitude. We found that there is a small change of ve-
locities of colliding solitons, which may be attributed to a
small dissipation of energy due to viscous damping and a
turbulent boundary layer. An analytical model of soliton gen-
eration based on the amplitude and phase equations was de-
veloped and it is consistent with the experimental results.
The numerical resolution of the Boussinesq equations with
small dissipation terms has provided results that were in
good agreement with our experimental data, in particular, for
some values of excitation amplitude and frequencies; we
have obtained bound states of solitons that require a detailed
investigation in the future.
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APPENDIX

Let us derive an equation describing changes in the am-
plitude of a soliton propagating against the background of a
harmonic wave. Toward this end, we consider a harmonic
wave with frequency � and wavenumber � propagating
against the background of a variable flow, the characteristic
length of which is much larger than the spatial period of the
wave. We assume that �H�1 and regard such a wave as a
quasiparticle possessing energy E. Variation of the wave am-
plitude is caused by energy transfer from a large-scale flow.
We estimate the changes in the wave energy E in the refer-
ence system moving with the velocity of the large-scale flow

FIG. 15. The shape of cnoidal waves for the values of elliptic parameter
close to 1.
in the adiabatic approximation, 731
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�

�t
� E

�
	 = 0. �A1�

The frequency � depends on the velocity field u and the
surface displacement � in a large-scale flow according to

� = u� + �g�H + ��� . �A2�

If we assume that the large-scale flow is also a wave on
shallow water with frequency 	 and wave number k, then we
have ��	, kh��H�1. For the short-wave frequency, the
relation �A2� reduces to

� � �� g

H
� + �1 +

1

2

�

H
	�gH� �

3

2
�� g

H
� + �gH� .

�A3�

Then, from the expressions �A1� and �A2� and using the
shallow water condition �� /H�1�, we find the equation

1

E

�E

�t
=

1

�

��

�t


3

2H

��

�t
. �A4�

Now assume that, instead of a short-wave harmonic
wave, we have a cnoidal wave consisting of a set of harmon-
ics. Since the right-hand side of the equation �A4� contains
neither the frequency nor the wavenumber of the short wave,
the equation �A4� is valid for each harmonic of the cnoidal
wave. Then, the cnoidal wave energy Ekn=E1+E2+ . . .,
where En is the energy of harmonic components, obeys the
same equation �A4�. The same equation is obtained for the
soliton, which is the limiting case of a cnoidal wave. The
necessary condition for the energy additivity is that the soli-
ton size should be much smaller than the wavelength of the
large-scale wave. Changes in the soliton energy in the refer-
ence system moving with velocity 	 /k are described by

�Es

�t
=

3

2

	�0

H
Es cos 
s. �A5�

Here, Es is the soliton energy and 
s is the phase intro-
duced in Sec. III C. The relation �A5� gives the first term in
Eq. �4a�. For this equation to describe soliton evolution, it
must be supplemented with a term describing energy dissi-
pation �the second term on the right-hand side of �4��. A
similar equation was derived by Gorshkov et al.23 for elec-
tromagnetic wave solitons propagating in LC lines.
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