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POLYPS RECOGNITION USING FUZZY TREES

CHUQUIMIA Orlando1, PINNA Andrea1, DRAY Xavier2, BERTRAND Granado1

Abstract— In this article, we present our work on
classifier to realize a Wireless Capsule Endoscopy (WCE)
including a Smart Vision Chip (SVC). Our classifier is
based on fuzzy tree. We obtain a sensitivity of 88.56%
and a specificity of 86.42% on a large database, that we
have constructed, composed of 18910 images containing
3895 polyps from 20 different video-colonoscopies.

I. INTRODUCTION
Colorectal cancer is the second death cause by cancer

around the world. It is a real public health problem with
694000 deaths in 2012 [3], 95% of colorectal cancer is
originated from adenoma polyp degeneration [3].

To realize the detection of polyps, WCE was developed
since 2000 [5]. This autonomous medical device is a simple
pill that the patient swallows and that transmits images of the
gastrointestinal tract via a Radio Frequency communication
through the body. But this WCE presents some limitations as
a low image resolution compared to standard colonoscopy,
a large amount of unecessary transmitted images, more than
50000 transmited images and a limited energy budget.

To reduce the time to analyse the images produced, several
automatic recognition algorithms to detect polyps were intro-
duced [4] (we can see their performances in table I). We can
notice that the most performant results were obtained with
small amounts of images in the database. Although these

TABLE I
STATE OF THE ART RECOGNITION ALGORITHMS.

Authors Images Features 2D Recall Specificity
Kodogiannis[4] 140 Shape 97 94
Karargyris[4] 100 Colour, shape 96.2 70.2
Li & Meng[4] 1200 Colour, texture 91.6 NA

Bernal[1] 300 Shape 89.0 98.0
Romain[9] 1500 Shape, Texture 91.0 95.2
David[2] 30540 Colour, shape 80.0 65.0

Figueiredo[7] 18900 Colour, shape 81.0 90.0

algorithms help the physician and can limit the errors in
human interpretation, they are not sufficient to increase the
autonomy of the WCE nor the resolution of the images. To
do so, we propose a new paradigm of WCE. Its originality is
to integrate a SVC inside the WCE to give it the capability
of recognizing a polyp in situ. With this quality, a WCE
can transmit only suspicious images in order to reduce their
number, increasing its autonomy and providing opportunities
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to increase the image resolution. In this article, we present
our work on the classifier to realize this WCE. It is based on
fuzzy trees and allows the recognition of a polyp. We choose
it for its high degree of integration in a system on chip [6].

II. POLYPS RECOGNITION
A. Feature extraction

In this method the classification is done on Region Of
Interest (ROI) that correspond to a zone where there is a
high suspicion of a presence of a polyp. We have delimited
the ROI by hand based on the knowledge of a phyisician.
We have extracted 2D texture and luminosity features of
each ROI using the Co-occurrence Matrix. We extract 26
descriptors that become our attributes and we use them to
train our fuzzy trees.

B. Fuzzy tree
Fuzzy tree classifier allows us to manage imprecise data

improving the detection robustness and takes in to account
lack of knowledge of the attributes or descriptors [8]. This
inductive recognition algortihm consists of two parts: learn-
ing phase and classification phase.

C. Creation of dataset
We used a set of 20 video-colonoscopies, 10 of them

contain polyps[10]. The dataset ε{A1, A2..., A26, C0,1} is a
table of 27 columns where each row correspond to a ROI εi
with 26 attributes ranging from A1 to A26 and a class which
it belongs ”0” or ”1”. To construct the dataset and attach
a class to each ROI, we use a ground-truth validated by a
gastroenterologist. For the class ”1”, the ROI is extracted
from the mask that was annotated by the gastroenterologist
on an image. For the class ”0” a randomly ROI selection is
made. The dataset construction is ilustred in figure 1.

Fig. 1. Proposed diagram for the dataset creation.

We have obtained a dataset composed by 131038 ROI
(3856 ROI of class ”1”). After we have built 50 learning
datasets composed by 4628 dataset’s ROI where 50% belong
to class ”1”. For the class ”0” a random selection is made



from the dataset. A test dataset of 6082 dataset’s ROI was
built and it is composed by 1542 ROI of class ”1”.

D. Learning phase
To construct a fuzzy tree Φ(ε{Ai,Ck}, H, P, T ) we use

for each training dataset ε{Ai, Ck} a discrimination method
H to discriminate which attributes are more important. We
use a partition strategy P that gives the notion of how
to divide the dataset of examples into two groups, and a
stop criterion T that indicates when the training dataset is
in its minimum expression indicating that the construction
is completed. To construct a fuzzy tree from a training
dataset we use the following criterions: a star entropy and
Shannon entropy H modeled with entropy model proposed
in [8], a fuzzy attributes aggregation called Generalized
Fuzzy Partition using Mathematical Morphology (FPMM∗),
a classic partition P alpha-couple (α = 1/2) and a stop
criterion T when there are 5 or less examples in a sub-set.

At the end of the learning phase, we obtain a fuzzy tree
composed by J membership functions µj(x) for each attribut
and M rules: nodes corresponding to J attributs Am(j)

for each rule, arcs corresponding to J break points vm(j)

for each attribut and leaves corresponding to membership
degrees µmC0

and µmC1
of each class of the rule.

E. Classification phase
To use fuzzy trees Φ to classify a observed objet

εi{w1, w2, ..., w26} we use the method of generalized Modus
Ponem to classify precise datas described below.

1) We calculate a similarity degree Deg for the observed
value wm(j) of each attribute j of the rule m, in this
case Deg(wm(j)) = µj(wm(j)).

2) We calculate a satisfiability degree Fdedm(ck) using all
the similarity degrees Deg(wm(j)) of the J attributes
of the rule m.

Fdedm(k) = >j=1,..JDeg(wm(j)) ∗ µmCk
(1)

In this case µmCk
corresponds to the Zadeh conditional

probability P ∗(ck/(vm(1), vm(2).., vm(j)))
3) Finaly, we calculate a new membership degree µck

using all the satisfiability degrees of the M rules.

µck = ⊥m=1,2...,MFdedm(k) (2)

We use the triangular norm > and conorm ⊥ proposed by
Zadeh et Lukasiewicz.

To mesure the classification rate we calculate a sensitivity
and specificity. Sensitivity measures the ability to detect
polyps and specificity measures the ability to detect the
absence of polyp. We test our 50 fuzzy trees constructed
on the test dataset for each classification method: Classical
Modus Ponem, Zadeh and Lukasiewicz operators. In the
figure 2 we show the average and standard deviation of all
the sensitivity and specificity results for each classification
method. We can notice, based on the analysis of figure 2, that
Modus Ponem demonstrated higher sensitivity performance
and a stable behavior.

Fig. 2. Fuzzy Trees classification performance.

III. CONCLUSIONS

In this paper we have presented the fuzzy trees perfor-
mance for the classification of polyps inside a WCE using
texture and luminosity features. The experimentation has
shown a sensitivity of 88.56% and a specificity of 86.42%
using fuzzy trees. This is at the state of the art compared to
other methods presented in table I, and validated in a large
database of 18910 images.

Actually, we are integrating our method on a Xilinx
Zynq-7000 board for measurement and validation of non-
functional performance as the worst case execution time,
energy consumption and the number of Slice Registers SR
and LookUp Tables LUT needed.
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