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MAGNETIC GINZBURG-LANDAU ENERGY WITH A PERIODIC
RAPIDLY OSCILLATING AND DILUTED PINNING TERM

MICKAEL DOS SANTOS

AsTrACT. We study the 2D full Ginzburg-Landau energy with a periodic rapidly
oscillating, discontinuous and [strongly]| diluted pinning term using a perturbative
argument. This energy models the state of an heterogeneous type II supercon-
ductor submitted to a magnetic field. We calculate the value of the first critical
field which links the presence of vorticity defects with the intensity of the applied
magnetic field. Then we prove a standard dependance of the quantized vorticity
defects with the intensity of the applied field. Our study includes the case of a
London solution having several minima. The macroscopic location of the vor-
ticity defects is understood with the famous Bethuel-Brezis-Hélein renormalized
energy. The mesoscopic location, i.e., the arrangement of the vorticity defects
around the minima of the London solution, is the same than in the homogenous
case. The microscopic location is exactly the same than in the heterogeneous case
without magnetic field. We also compute the value of secondary critical fields
that increment the quantized vorticity.

1. INTRODUTION

This article studies the pinning phenomenon in type-II superconducting compos-
ites.

Superconductivity is a property that appears in certain materials cooled below a
critical temperature. These materials are called superconductors. Superconductivity
is characterized by a total absence of electrical resistance and a perfect diamagnetism.
Unfortunately, when the imposed conditions are too intense, superconductivity is
destroyed in certain areas of the material called vorticity defects.

We are interested in type II superconductors which are characterized by the fact
that the vorticity defects first appear in small areas. Their number increases with the
intensity of the conditions imposed until filling the material. For example, when the
intensity hex of an applied magnetic field exceeds a first threshold, the first vorticity
defects appear: the magnetic field begins to penetrate the superconductor. The
penetration is done along thin wires and may move resulting an energy dissipation.
These motions may be limited by trapping the vorticity defects in small areas.

The behavior of a superconductor is modeled by minimizers of a Ginzburg-Landau
type energy. In order to study the presence of traps for the vorticity defects we
consider an energy including a pinning term that models impurities in the supercon-
ductor. These impurities would play the role of traps for the vorticity defects. We
are thus lead to the subject of this article: the type-II superconducting composites
with impurities.
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The case of an infinite long homogenous type II superconducting cylinder was in-
tensively studied in mathematics by various authors since the 90’s [see [16] for a guide
to the litterature]. Namely, the present work deals with a cylindrical superconductor
S = Q x R [whose section is Q C R?] submitted to a vertical magnetic field (0,0, hey)-
Under these considerations, the vorticity defects are thin vertical cylinder. Thus their
study may be done via a 2D problem formulated on  C R2. Following the works of
various authors [see [14], [1], [L1]], for a small parameter £ > 0 [¢ — 0 in this article]
and hex = hex(e) > 0, we are interested in the description of the [global] minimizers
of the functional

Ee oy H — RT
1 1
(u,A) 5/, |Vu — 1 Aul? + @(a‘? — |ul?)? + |eurl(A) — hex|?*

where [see Section 2 for more detailed notation]

e () C R? is a smooth bounded simply connected open set,

o = H'(Q,C) x H'(Q,R?),

e a.: Q0 — {1,b} [b € (0,1) is independent of ¢] is a periodic diluted pinning
term [see Figure 1 and Section 2.3 for a construction of a.]. The impurities
are the connected components of we := aZ'({b}). In the definition of ae,
0 =4(e) e 0 is the parameter of period, A = A(e) e 0 is the parameter

of dilution and 0 € w C R? is a smooth bounded simply connected open set
which gives the form of the impurities.

e =be(0,1)

(a) The pining term is periodic on a ¢ X d-grid (b) The parameter A controls the
size of an inclusion in the cell

FIGURE 1. The periodic pinning term

We focus on a strongly diluted case [\'/4|Ine| — 0] with not too small connected
components of w, [|In(Ad)| = O(In|lne|)] but with a sufficiently small parameter of
the period [see (4)].

Under these considerations, if (u., A;) minimizes & ., then the vorticity defects
may be interpreted as the set {|u.| < b/2}.

ex?
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As said above, our study takes place in the extrem type II case ¢ — 0 and we
also assume a divergent upper bound for hex. Vorticity defects appear for minimizers
above a critical valued H., = [b*|Ine| + (1 —b2)|[In(Ad)[]/(2[|é0llL=(0)) + O(1) [see
Corollary 64 and (75)]. Here & € HE N H? is called the London solution and is the
unique solution of the London equation

A%+ A =0 inQ
(1) A& =1 on 01 .
50 =0 on 0N

The value H,, is calculated by a standard balance of the energetic costs of a
configuration without vorticity defects [|u| > b/2] with well prepared competitors
having an arbitrary number of quantized vorticity defects. Here quantization as to be
interpreted by the degree of u around a vorticity defect. It is an observable quantity
related with the circulation of the superconducting current.

In order to lead the study, the set A := {z € 2]&y(2) = min&} C Q is of major
interest [it is standard to prove that, in ©Q, —1 < & < 0]. From Lemma 4.4 in [17]
and Lemma 4 in [15] we have the following :

Lemma 1. The set A is finite. Moreover there exist n > 0 and M > 1 s.t. for a € )
we have &y(a) > min & + ndist(a, A)M (1),

We write Ny := Card(A) and A = {p1, ..., PN, }-

We may give a simple picture of the emergence of the vorticity defects. The first
vorticity defects appear close to H.,. If Ny = 1 then there is first a unique vorticity
defect and it is close to A. If Ny > 2 the situation is less clear: we first have
dy € {1,..., No} vorticity defect and each of them is located close to dj elements of
A. By increasing the intensity of the applied field hex by a bounded quantity we
increment the number of vorticity defects until filling A.

Once each elements of A is close to a vorticity defect, then by increasing heyx of a
O(In|lnel|), additional defects appear one by one.

We may now state the main theorems of the present work. For simplicity of the
presentation the theorems are not stated on their most general form [see Theorem 4].
These main results are obtained assuming that A, and hey satisfy

(2) A4 Ine| — 0 and |In(A6)] = O(In | Ine|),
b?|1
(3) There is K > 1 5.4, hox < — 2L Kl |ing|
2[|€oll ()
and when hey — 00 we need
In(dv/ hex
(4) mOvVhe)

1n(In hex

n
Namely, in order to meet Hypothesis (2),
|Ine|~* with s >4 and ¢ > 1/2.

We need also assume that

)
(3) and (4), we may think A ~ |Ine|~%,§ ~
(5) the minimal points of &, A = {p1, ..., pn, }, are non degenerate critical points

In Lemma 4 in [15], M is just a positive number, but &€ € C°(Q), and then, up to consider n > 0
sufficiently small, we may assume M > 1.
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in the sense that for p € A, letting Hesse, (p) be the Hessian matrix of & at p, the
quadratic form Q,(z) = z-Hessg, (p)z is a definite positive quadratic form. Note that
if (5) holds then we may take M = 2 in Lemma 1.

The strategy of this work is based on a perturbative argument. This argument ap-
plies for families of quasi-minimizers of the energy with some regularity assumptions
[see Theorem 4]. In particular, we cannot have a sharp profil near a zero of a quasi-
minimizer since such profil does not make any sense for quasi-minimizer. Therefore
we cannot speak about an ad-hoc notion of vortices s.t. "isolated zeros". However
with a natural L>°-bound on the gradient of quasi-minimizers, the notion of vorticity
defects is sufficiently robust to give them a nice description.

For simplicity of the presentation we first state the main results for a family
{(ue, A2) |0 < e < 1} C I s.t.

(6) (te, Ac) minimizes & p,, in JZ.

Theorem 1. Assume that (5) holds and A, 8, hex, K satisfy (2), (3) and (4). There
exists Dip > 1 s.t. for {(ue, Ae) |0 < & < 1} C S satisfying (6), for sufficiently
small e, there exits d. € N s.t. if d. = 0 then |ue| > b/2 in Q, and if d. € N* then
there exists a set of d. points, Z. = {5, ..., 225} C Q, s.t. for u > 0 sufficiently small
and independent of € we have:

(1) da S DK,b

(2) {|ue| < b/2} CUB(25,e") C Q,

(3) 125 — 25| 2 hex I hex for i # j,

(4) dist(z5,A) < hex!?In hey for all i,

(5) degaB(zfﬁsu)(us) =1 for all i.
Moreover:

(1) There isn,p > 0 depending only onw and b s.t. for alli we have B(z§, 1w pAd) C
We-

(2) If for a sequence e = e, | 0 we have hox = O(1) then d. =0 for small .

From Theorem 1 we know that, for small e, if {|uc| < b/2} # (), then the vorticity
defects are contained in small disks which are well separated, trapped by the impurities
and located near A. The second theorem gives sharper informations related with the
location of these disks. We divide the second theorem in three parts:

e Macroscopic location: We know that the disks are near A, for some p € A,
how many disks are near p 7

e Mesoscopic location: For p € A, how the disks near p are they organized ?
What is their inter-distance 7

e Microscopic location: We know that the disks are trapped by the inclusion
we, what is their location inside we.

These questions are related with the crucial notion of renormalized energy [see Section
6].

Theorem 2. [Direct part]

Assume that (5) holds and X, 9, hex, K satisfy (2), (3) and (4). Assume also hex — 00.
Let {(ue, Ac) |0 < € < 1} C A satisfying (6) and let € = €, | 0 be a sequence.

Since d =d. < Dk p, up to pass to a subsequence, we may assume that d is indepen-

dent of €. Assume d > 0.
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Macroscopic location. Recall that A = {p1,...,pn,} and for k € {1,...,No} we
let Dy == degyp(p, 21n(hen)/vier) (Ue).  Write D = (D1,...,Dn,). Up to pass to a
subsequence we may assume that D is independent of €. We then have:
o The distribution of the disks B(z5,e") around the elements of A is the most
homogenous possible :

pensie fore [T [} S0,

Here, for x € R, we wrote [x] for the ceiling of x and |x| for the floor of x.
o There exists a renormalized energy Wy : Aq — R [see (106)/ s.t. D minimizes

W.
Mesoscopic location. The mesoscopic location is the same than in the homogenous
case. Namely, for p € A s.t. degaB(p721n(hex)/@)(u5) = D > 0, there exists a

renormalized energy [see Section 6.2]

w50 {(a1, .nap) € (R [0, # a; for i # j} — R

D P
s.t., denoting £ := ; and for 2§ € B(p,2In(hex)/Vhex) letting 5§ := 2 - p; we

have z° = (%5, ..., 25) [assuming 2{ € B(p,2In(hex)/Vhex) < i € {1,..., D}/ which
converges to a minimizer of W In particular { is the typical interdistance between
two close z7, 5.
Microscopic location. We know that, for i € {1,...,d}, B(25,m, M) C we. More-
over for i # j we have |2{ — 25| > In(hex)he! > X5. Then each connected component
of we contains at most one disk B(z5,et).

There exists a renormalized energy W™ . v — R [see Section 6.3] s.t. for

14 154

i € {1,...,d}, letting yi € 0-Z2 be s.t. B(25,nupA0) C ys+Adw and 25 := % Ew

we have
o TWmiCro(5€) — min W™iere,
e Up to pass to awsubsequence, there is a; € w s.t. 2; — a; and a; minimizes
J}/ micro (2)
[Optimality of the renormalized energies]|
Consider a sequence € = &, | 0 previously fixed [in order to have D independent of €]
and assume d # 0. We let
e D' € Ay be a minimizer of Wy,
o for ke {l,...,No} s.t. D}, > 1, aj, be a minimizer of ;‘k’?%);c,
e ag be a minimizer of W™icro,
Then, for € = ey, there exist (ul, AL) € S and d distinct points of , {#1,...,25} =
{2§,...,25} Cwe, s.t.
Ee ho (uly ALY <inf e Ec o, + 0(1),
{luz] <b/2} C UB(%{,v/€) C Upea B(p, n(hex)/Vhex),
for ke {1,...,No}, D}, = degaB(phzln(hex)/m)(u’a),
degaB(Z;)\/g) (ul) =1 for all i,
writing for pi, € A [s.t. D}, > 1] and 2z} € B(pk, In(hex)/Vhex), 2l = (z; —
D)/ Di/hex and z,, = {Z]|z; = px} (3) | we have Zp, — &y,

2For example if w is a disk then a; is the center of the disk [7] .
3We used a little abuse of notation for the simplicity of the presentation.
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€

Zi = Y;
pY)

cw
we have 2, — ay.

third theorem underline the link between the number d and hee. In this

theorem we write, for z € R, [z]T = max(z,0) and [z]~ = min(z,0).

Theorem 3. Assume that Q satisfies (5), A, 8, hex, K satisfy (2), (3) and (4).

There are integers L € {1,..,No}, 0 = df < dj < --- < d}, = Ny [d} € N is
independent of e] and critical fields [depending on €] Kgl) << K(LI) < Kgn) < KgII) <
-+ [see (126) and (127) for the expressions of K,(CI) and K,(CH)] s.t. for {(ue, A:) |0 <
e <1} C A a family satisfying (6) and for a sequence e = &, ] 0:

If de = 0 for small €, then [hex — KP]* — 0.

If d. > 0 for small e, then [hex — Kf)]* — 0.

Assume L > 2. For k € {1,...,L — 1}, if for small ¢ we have dj_, < d. < df,
then

- +
[hex K] =0 and [hex — K] — 0.
For L > 1, if for small € we have d}_; < d. < d} = Ny, then
- +
[hex K] =0 and [hex —K{™]7 0.

Let I € N*. If for small € we have d. = Ng + 1, then

[hex = ™) =0 and [he — k3] = 0.

Remark 2. A more complete statement for d. € {0, ..., No} may be found in Propo-
sition 68.

2. NOTATION

2.1. Sets, vectors and numbers.

We identify the real plan R? with C and we denote by S* the unit circle in C.
For 7 C R?, N € N\{0;1}, (ZN)* := {(21, .., 2N) € UN | z; # z; for i # j}.
For k € {1;2}, H* is the k-dimensional Hausdorff measure.

If (a1,az),(b1,b2) € R% then |(a1,az2)| = v/a? + a2, (a1,a2)* = (—a2,a1),
(al, ag) . (bl, bﬁz a1by + asby and (al, ag) A\ (bl, bg) = a1by — asby.

For % C R?, 7 is the closure of % w.r.t. ||

o For ) # %,V C R? and x¢ € R? we write dist(%,¥) = inf{|lz — y||z €

U,y eV} and dist(zg, ¥) := dist({zo}, ¥).
For T' C R? a Jordan curve we let:
— int(T"), the interior of I', be the bounded open set  C R? s.t. I' = 0%
where 0% is the boundary of % .
— v be the outward normal unit vector of int(T")
— 7 be the direct unit tangent vector of I' (7 = v1)
If S is a finite set then Card(S) is the cardinal of S.

If z € R, then we write [z] := min{m € Z|m > z}, the ceiling of z, and
|z] := max{m € Z|m < z}, the floor of z.
If z € R, then we write [z]T = max(z,0) and [z]~ = min(z,0).



PINNED MAGNETIC GINZBURG-LANDAU ENERGY 7

2.2. Functions.

e For %/ C R? asmoothopensetand K C C, H'(%,K) = {u € H (%,C)|u(z) €
K for a.e. x € %} where H' (% ,C) is the Classical Sobolev space of the first
order modeled on the Lebesgue space L2.

For k € N* and p € [1; co] we use the standard notation for the higher order
Sobolev space H*(% , K) modeled on L? and W*? (%, K) for the Sobolev
space of order k modeled on LP.

e We use the standard notation for the differential operators: ”V” for the gradi-
ent, ”curl” for the curl, ”div” for the divergence, "0, = 7-V" for the tangential
derivative, "0, = v - V" for the normal derivative...

e For % C R? asmooth bounded open set we let trpq : H' (% ,C) — HY?(0% ,C)
be the [surjective] trace operator. For I' a connected component of % and
u € HY(%,C), we let trr(u) be the restriction of trae (u) to T.

We write Hj (% ,C) :={u € H (%,C) | tras (u) = 0}.

u if [u <1

wflul if Jul > 1

e For I' € R? a Jordan curve and g € HY/?(T',S'), the degree of g is defined as

e For u : 2 — C a function we let u :=

1
degr(9) == o /Fg A0Org € Z.

For a smooth and bounded open set % C R?, T' a connected component of
0% and u € HY (% ,C), if there exists n > 0 s.t. g := trp(u) satisfies |g| > 7
, then g/|g| € HY/?(T,S') and we write degp(u) := degr(g/|9g|)-

When %,7 C R? are smooth bounded simply connected open sets s.t.
YV C U andu € HY(% \ ¥,S'), then we write [without ambiguity] deg(u)
instead of degp(u) for any Jordan curve I' € % \ ¥ s.t. ¥ C int(T).

2.3. Construction of the pinning term. Let

e 6=10(e) € (0,1), A= A(e) € (0,1);
e w C R? be a smooth bounded and simply connected open set s.t. (0,0) € w and
WCY = (-1/2,1/2)%

For m € Z? we denote Y,° := ém+6-Y and w, = U [6m + Xd - w]. For b € (0,1)

meZ? s.t.
Y CcQ
we define
a-: R? — {b,1}
b ifxrew.
T
1 otherwise

2.4. Asymptotic.

e In this article £ € (0;1) is a small number. We are essentially interested in
the asymptotic € — 0.

e The notation o(1) means a quantity depending on ¢ which tends to 0 when
e — 0.

e The notation o[f(g)] means a quantity g(e) s.t. %E)) = o(1).
€
e The notation O[f(g)] means a quantity g(e) s.t. 9(e) is bounded for small e.

f(e)
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3. CLASSICAL FACTS AND THE STRONGEST THEOREM

Gauge invariance and Coulomb Gauge

It is standard to quote the gauge invariance of the energy & .. . Namely, two con-
figurations (u, A), (u/, A') € A are gauge equivalent, denoted by (u, A) ¥~ (u', A),
if there exists a gauge transformation from (u, A) to (u’, A"):

Jp € H*(Q,R) s.t.

(u, A) 5~ (', &) =
' =wue¥and A=A+ Vyp

Two gauge equivalent configurations describe the same physical state. Then, phys-
ical quantities are those which are gauge invariant. For example, if (u, A) € #, then
|u], [Vu — 2Au|, curl(A) and then & p, (u, A), {|u] < b/2} also are gauge invariants.

In the context the Ginzburg-Landau energy, a classical choice of gauge is the
Coulomb gauge. We say that (u, A) is in the Coulomb gauge if
) div(A) =0 in Q

A-v=0 on 09

One may prove [see Proposition 3.2 in [16]] that, for (u, A) € J, there exists ¢ €
H?(Q,R) s.t. A’ := A + Vo satisfies (7). Then, letting v’ = ue*?, we have (u’, A")
which is in the Coulomb gauge and (u, A) *~ (u/, A").

One of the main motivations in using the Coulomb gauge comes from the fact that
|lcurl(A)|| 2 controls ||A]|g:. Namely there exists C' > 1 [which depends only on ]
s.t. if A satisfies (7) then [see Proposition 3.3 in [16]]

(8) | All 1 (o,r2) < Clleurl(A)|z2(q)
and
9) | All 2,2y < Cllcurl(A)| g1 (o)

Moreover we have an easy representation of A € H'(Q, R?) satisfying (7)
(10) A€ H'(Q,R?) is a solution of (7) <= 3¢ € HY N H*(Q,R) s.t. A= V+ e

Basic description of a minimizer

We first note that, by direct minimization, for all a. € L*°(, [b;1]), €, hex > 0, the
minimization problem of &, j . in 5 admits [at least] a solution (ue, Ac) € JZ.

Writing h. := curl(A), it is standard to check that a such minimizer solves:

—(V —14.)%u, = g(ag ~ue?)? i Q
(11) (V—1A)u.-v=0 on

—Vthe =ue AV =14 )u, in

he = hex on 99

Using a maximum principle, we may get the following proposition:
Proposition 3. Let €,hex > 0 and a € L>®(Q,[b,1]). If (ue, Ac) is a minimizer of
1 1
E(u, A) = 5/ |V — 2Au|? + ﬁ((f — uf®)? + [curl(A) — hex|? in A then |u.| < 1
Q €
in Q.
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On the other hand, if (ue, Ac) is a minimizer of & . in the Coulomb gauge, then
it solves

2

(12) —Au, = %(a? —uel?)? — 20(Acue - Vue) — |AcPue  in Q

Oy =0 on () .
A fundamental bound in the study concerns |[Vu.|/ze(q). We have the following
lemma which is a Gagliardo-Nirenberg type inequality with homogenous Neumann

boundary condition.

Lemma 4. ) Let Q C R? be a smooth bounded simply connected open set. There
exists Cq > 1 s.t. if u € H*(Q) is s.t. d,u =0 on 95 then

IVullZe) < Ca ([Aull L) + [ull o)) llull Lo (g)-

Consequently, with Lemma 4 [up to change the value of Cq], for €, hex > 0 and
as € L>=(Q, [b,1]), if (ue, Ac) € # minimizes &, p, is in the Coulomb gauge and is
s.t. || Al Lo (q) < 1/e [which is the case in the present work]| then

C
(13) [Vuell o < =

In the homogenous case as well as in the case without magnetic field, Estimate (13) is
crucial to describe vorticity defects. It is the same in the present work. More precisely,
the main result [Theorem 4] states that the three above theorems are true replacing
(ue, Ae) that minimizes & ., in € by any configuration (ﬂg,fl&-) s.t. Ea(ﬁa,fla) =
inf ¢ & p,, + 0(1) with two extra hypotheses on |tc| : ||V]ic||| L=y = O(e™!) and
lac| € W21(Q) [see (17)]

Lassoued-Mironescu decoupling

In order to study pinned Ginzburg-Landau type energies, a nice trick was initiated
by Lassoued and Mironescu in [12]. Before explaining this trick we have to do a direct
calculation for (u, A) € J:

1
(14) Eehoe (U, A) = Ec(u) + 3 / —2(uAVu) - A+ |u|2|A|2 + |eurl(A) — hex|2
Q

with
1 1
Btw) = 5 [ (V0P + gpla? — PP

The Lassoued-Mironescu decoupling is obtained by first minimizing E. in H!(Q, C).
It is clear that E. admits minimizers and if U minimizes F. then it satisfies

_U > 2y
(15) —AU = = (aZ—|U)*) inQ .
o,U=0 on OS2

By an energetic argument it is easy to prove that, if U minimizes E. in H'(Q, C),
then b < |U| < 1. Moreover from (15), U AVU = 0, i.e. U = |Ule* with 0 € R.

Then one may consider a scalar minimizer U, : @ — [b, 1]. This scalar minimizer
may be seen as a regularization of a. [see Proposition 7].

4The proof of Lemma 4 is done by first using ® : D — 2, a conformal representation of €2 on
the unit disk D. Then we extend @ := w o ® in the disk B(0,2) by letting v/(z) = a(z/|z|) for
x € B(0,2) \ D. By using the boundary condition we have u’ € H2(B(0,2),C). And finally one may
conclude by using an interior version of Lemma 4 [Lemma A.1 in [3]].
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Using this scalar minimizer one may get the well known Lassoued-Mironescu de-
coupling: for v € H(Q,R) we have

(16) E.(Uw) = E.(Ue) 4 F-(v)
with
@) =1 [uzwer + Ty
RN 2e2 '

Using this decoupling, one may prove that, for € > 0, there exists a unique positive
minimizer U, : Q — [b,1] of E. in H' (), R).
On the other hand, from (14) and (16), for (u, A) € # and v = u/U, we have:
Fehey(0,A) = E ., (Ucv,A) — E.(Us)
1 Ut
= —/ UZ|Vv —1Av* + =5 (1 — |[v*)? + |eurl(A) — hex|?.
2 Q 252
It is easy to check that F. . (v, A) is gauge invariant. This functional is of ma-
jor interest in the study since (v, A) minimizes F. . in ¢ if and only if (U.v, A)
minimizes & 5, in J2.
An easy comparaison argument implies that if (v., Ac) minimizes F. . then
[vell Lo () < 1.
From now on we focus on the study of the minimizer of F.j_ . Namely we have
the following theorem.

Theorem 4. Assume that (5) holds and X, 0, hex, K satisfy (2), (3) and (4).
Let {(ve, Ac) |0 < e < 1} C S be s.t. F(ue, Ae) < infye F + o(1). Assume also
that

an {|v5| € W(Q,C)

[V |velll ooy = O(e™)
Then Theorems 1, 2 and 3 hold for u. = U.v..

Remark 5. Theorem 4 may be rephrased in term of U.. Let (hex)o<e<1 C (0,00),
{(ue, A2) |0 < e < 1} C A and let v. = u./U. € HY(Q,C). On the one hand,
from the decoupling (16), we have {(ue, Ac) |0 < e < 1} C I is s.b. & pe, (Ue, Ae) <
inf s & p. +o(1) if and only {(ve, A:) |0 < & < 1}iss.t. Fepe, (Ve, Ae) < infop Fo o+
o(1). On the other hand v, satisfies (17) if and only if we have |u.| € W*!(Q,C) and
19l ey = O,

4. PLAN OF THE ARTICLE AND PROOF OF THEOREM 4

The proof of Theorem 4 is done in several steps. It is based on a perturbative
argument by replacing the energy F. , . with an energy j}a,hex. This step is called
the energetic cleaning [Section 5.1]. The functional F. 5, is a perturbation of F. 5, :
for (ve, Ac) € # which is in the Coulomb gauge and s.t. F. p., (ve, Ac) = O(h2,) we
have F. p., (ve, Ac) — Fen.. (v, Ac) = o(1) [see Proposition 8]. In particular we have
Feno (v, A) < infp Fe g, + o(1) if and only if Fe . (ve, As) < inf e Fep.. +o(1).

In section 5.2 we apply a vortex ball construction of Sandier-Serfaty [Proposition
10] and we follow the strategy of Sandier-Serfaty developed in [15] to prove that the
vorticity of a reasonable configuration is bounded [see Theorem 5].

Once the bound on the vorticity yields, we adapt a result of Serfaty [17] which gives
a decomposition of F. j,_ (v, Ac) in term of F.(v.) and the location of the vorticity



PINNED MAGNETIC GINZBURG-LANDAU ENERGY 11
defects [Proposition 11].

The decomposition obtained in Proposition 11 allows to focus the study on the
energy F. which ignores the magnetic field. From this point, the study of a configu-
ration (ve, A) is done for a major part via classical results based on the case without
magnetic field [as in [4]]. To this end we adapt to our case some standard estimates
ignoring the magnetic field, in particular the crucial notion of Renormalized energies
is presented Section 6.

With these preliminary results, in Section 7, for d € N*, we construct competitors
(ve, Ae) € S with d quantized vorticity defects and then we get a sharp upper bound
[see Proposition 39]:

m%ff&hcx < h2Jo + dMg [—hex + H) | + Z1(d) In hex + Zo(d) + o(1).

Here Jo& Mg are independent of € and d, £, (d)&.%5(d) are independent of & and H?,
is the leading term in the expression of the first critical field.

With the above upper bound for the minimal energy, the heart of the work consists
in getting lower bounds for quasi-minimizers. Before getting such lowers bounds we
adapt to our case some tools in Section 8: an n-ellipticity result is proved [Proposition
40], a construction of ad-hoc bad-discs is done [Proposition 42| and the strong effect
of the dilution is expressed by various result in Section 8.3.

In Section 9 we begin the proof of the theorems. The part of Theorem 4 related
with Theorem 1 is a direct consequence of Propositions 52, 53, 55 and 56 [and also
Corollary 65].

The part of Theorem 4 related with Theorem 2 is given by Corollary 62 and
Proposition 39.

The part of Theorem 4 related with Theorem 3 is a direct consequence of Corollary
65 and Propositions 68&69.

5. SOME PRELIMINARIES

5.1. Energetic cleaning. In order to do the cleaning step, we have to get some esti-
mates. Our goal is to study quasi-minimizer of F, ., . To keep a simple presentation,
we write F instead of F; ., and F instead of F; when there is no ambiguity.

From (8), (9) and classical elliptic regularity arguments we have the following
proposition.

Proposition 6. Let {(v.,A.)|0 < e <1} C S be a family of configuration in the
Coulomb gauge. Then there is & € Hi N H?(,R) s.t. A. = V& Moreover, if for
some hex = hex(€) we have

(18) ]:(’055 AE) = O(hzx)a
then there exists C' [independent of €] s.t.
(19) cllm2@) < Chex.

Consequently, for p € [1,00), there exists Cp, > 1 [independent of €] s.t.
(20) V&L (@) = [ AellLr(@) < Cphex.
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Moreover, up to increase the value of C > 1 [independently of €], we have

(21) HV’UEHLQ(Q) S Chex.
And if curl(A.) € HY(Q) then
(22) €l 3 () < Clleurl(Ae) || (-

In particular, for further use, note that if curl(A.) € H*(Q) then & € Hi N H?*N
W (Q) and

(23) V&) < Clleurl(Ae)|[ 1 () -

In order to do the cleaning step we need to underline the fact that U. may be seen
as a regularization of a. in W1°° with estimates that become bad when approaching
Owe.

Proposition 7. There exist Cy, sp > 0 depending only on b and Q s.t. for e,r >0
we have:

Cy
(24) IVU: || L) < -
(25) U. — ac| < Che ™% in {x € Q|dist(z, dw.) > r},
St
(26) |VU:| < % in {x € Q|dist(x, dw:) > r}.

Proof. Estimate (24) is a consequence of Lemma 4. The proof of (25) is the same
than Proposition 2 in [9]. Estimate (26) is proved in Appendix A. O

Since the 2-dimensional Hausdorff measure of w. satisfies H?(w.) = O(\?), from
(25), for p € [1, 00[, we have the following crucial estimate

(27) U2 = 1| o) = ONP).

We are now in position to do the cleaning step. We assume that {(v., 4.) |0 < e <
1} C 2 is a family of configuration in the Coulomb gauge which satisfies (18). We
denote a. = U2 and p. = |v.]. From direct computations, by splitting the integrals
with the identity a. = (e — 1) + 1 and using (1 — p-)* < (1 — p2)?, we have the
existence of C' > 1 [independent of €] s.t.

(28)

C
<< [VARZ, + AVARE ] < CVARZ,

/ ae(ve ANVue) - Ae — / (ve AVe) - Ac
Q

Q

[acitial - [ ap
Q Q

By combining (28) and (29) we immediately get the following proposition.

and

(29) < Oh2 (chex + N).

Proposition 8. If (v., A.) is in the Coulomb gauge and satisfies (18) then
| F(ve, Ae) — F(ve, Ac)| < Ch2 (ehex + VN
with C which is independent of € and

(30) F(v,A) = Fep, (v, A) := F(v) + % / —2(WA V) - A+ AP + |curl(A) — hex|*.
Q

Remark 9. (1) One may claim that F is not gauge invariant if o # 1.
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(2) Note that if \'/4|Ine| — 0 and if hex = O(|Ing|) then for (v, A.) € # which
is in the Coulomb gauge and satisfies (18) we have F(v., Ac) — F(ve, Ac) =
o(1) without hypothesis on § € (0;1).

5.2. Bound on the vorticity and energetic decomposition. By applying Propo-
sition 1 in [15] with U. > b we immediately get the following proposition which does
not need any assumption for A, ¢ € (0;1).

Proposition 10. Assume hex < Co|lne| with Cy > 1 which is independent of €. Let
{(ve, A2) |0 < & < 1} be a family s.t. F(ve, Ac) < ColInel?.

Then there exist Cieq > 0 [depending only on Q, b and CyJ s.t. for e < g9 we
have either |v.| > 1 — |Ine|=2 in Q or there exists a finite family of disjoint disks
{B;|i e J} with J C N* [J depends on e] and B; := B(a;,1;) satisfying :

(1) {lve] <1—|lne[~?} CUB;

(2) Sri < e,

(8) writing he = curl(Ae), pe = |Jve| and ve = pee*Pe [p. is locally defined] we
have

1
(31) 5/ P*IVpe — Acl? + |he — hex|* > 7|d;|(|Ing| — C'n|Inel),
B;

with d; = degyp. (v) if B; C Q and 0 otherwise.

By following the argument of Sandier and Serfaty [15], we get the main result of
this section.

Theorem 5. Assume that X\, satisfy (2) and 6%|Ine| < 1. Assume also Hypothesis
(3) holds for hex with some K > 1.

Then there exist ez > 0 and Mg > 1 [independent of €] s.t. if {(ve, Ac) |0 < e <
1} C A is a family in the Coulomb gauge satisfying F(ve, Ac) < inf e F+ Kln|Ine|
then for 0 < € < e we have

1 1

(32) 3 Q|VU;._-|2—|—@(1—|U€|2)2 < Mgkl lneg|.
Moreover, if |ve| # 1—|Ing|~2 in Q, then letting {B;|i € J} be a family of disks given
by Proposition 10, for 0 < € < ex, we have d; > 0 for all i € J and there is sg > 0
[depending only on Q] s.t. if i € J is s.t. d; # 0 then dist(B;, A) < Mg|Ine|~*0.

The proof of this theorem is postponed in Appendix B.
We let

Fene(L hex Vo)
hg
Note that if {(ve, 4:) |0 < & < 1} is a family of quasi-minimizers then
Fehex Ve, Ac) < Feone, (1, V+é0) + o(1) = ki Jo + o(1) = O(hZ,).

The discs given by Proposition 10 are "too large" for our strategy. Indeed one of
the main argument is a construction of bad discs in the spirit of [4] which links
ze € {|ve] < 1/2} with the energetic cost in a ball B(z.,e") with small y > 0.
Namely if z. € {|v:| < 1—|Ine|~2} C UB; then the energetic cost in a ball B(z., &)
is not sufliciently large comparing to our error term.

In the next proposition we present the good framework of vortex balls required in
the study. The first step in the study is an energetic decomposition valid under some
assumptions [no assumption on § € (0;1) is required].

(33) Jo :=F11(1, V' &) =
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Proposition 11. Let Cy > 1, (v:)o<e<1 € HY(Q,C) and hex > 0 be s.t.
(34) F(v.) < ColInel?, hex < Co|Ine.

Assume furthermore that \'*|Ine| — 0 and, for ¢ € (0;1), either |ve| > 1/2 in Q
or ve admits a family of valued disks {(B(a;,r;),d;)|i € T} [T is finite] s.t. :
o the disks B; = B(a;,r;) are pairwise disjoint
° {|’U€| < 1/2} C UiegB;
e Y icsri <|lng[710

o forie J, letting d; =

d f Bi C Q
{OegaBi (v) i BiC , we assume Y e 7 |di| < Co.

otherwise
Then, if (€.). C HY N H2NW1°(Q,R) is s.t.
(35) V&l (@) < ColInegl,
writing (. = & — hex€o we have in the case |v:| # 1/2 in Q:

(36) ]:(’Ua, VLga) — thJO = F(’UE) + 27 hex Z difo(ai) + ‘7(31(1)(@;) + 0(1)

icJ
where for ¢ € H} N H?(Q) we denoted
- 1
(37) Viaa(©) =20 Y diclai) + 5 [ (A0P + V¢
€J @
And if |v] > 1/2 in Q then
B9 . VHE) - e = Fo) + 5 [ (AGR+ V6P +o()
Q

The proof of Proposition 11 is an adaptation of an argument of Serfaty [17] [section
4]. The proof is presented Appendix C

Before going further, we state a result which will be useful in this article and whose
proof is left to the reader.

Lemma 12. Forv € H'(2,C), 0 < ¢ < 1 and hex > 0, there exists a unique potential
Apehe, = Ay € HY(Q,R?) s.t. (v,Ay) is in the Coulomb gauge and satisfies
{—VLcurl(Av) = a(w) - (Vv —14,v) in Q

39 )
(39) curl(Ay) = hex on 00

Moreover A, is the unique solution of the minimization problem

40 inf F. ,A
( ) A satigﬁes (7) & hex ('U )

and from (9) and (10) we have A, = V&, with &, € HE N H2 N WHe(Q, R).

Remark 13. Assume ), § satisfy (2), 62|Ine| < 1 and Hypothesis (3) holds. Consider
{(ve, 4c) |0 < & < 1} C 4 a family in the Coulomb gauge satisfying F(ve, Ac) <
inf o F + O(In | Inel).

e From Theorem 5, either |ve| > 1 —|Ine|~2 in Q or the family of disjoint disks
given by Proposition 10 satisfies the properties of the family of discs used in
Proposition 11.

o Let A,, = V¢, € HY(Q,R?) be given by Lemma 12. Then with (9)&(39)
we have A, € L>(2) and || A, ||z~) < C|Ine| where C depends only on
Q.
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As noted by Serfaty [17], with the help of the decomposition given by Proposition
11, we may prove that h2 Jg is almost the minimal energy of a vortex less configura-
tion.

Corollary 14. Let #° := {(pe'?,A)|p € H'(Q,[0,0)), ¢ € H'(Q,R) and A € H*(Q,R?)}.
Note that #° is gauge invariant. Assume A\'/*|Ing| — 0.
(1) Let e = ¢, 1 0. Assume hex = O(|Ine|) and for each ¢ let (v., V¢ € A0
be s.t. & € Hy N H* N Wh(Q,R) with ||VE|| L=y = O(|Ine|). Writing
Ce = & — hex€o we have:

(41) Flve, V) = h2 Jo + F(v.) + %/(A@)? +|VE]? + o(1).
Q

Thus, if F(ve, V+E) < h2Jo + o(1) then (- — 0 in H*(Q), |ve| — 1 in
HY(Q) and, up to pass to a subsequence, there exists v € S* s.t. v — v in
HY(Q).

(2) We have inf jp0 F = h2 Jo + o(1).

Proof. We prove the first assertion. Estimate (41) is a direct consequence of Propo-
sition 11.

For sake of simplicity of the presentation we drop the subscript e. If F(v, V+¢) <
h2Jo + o(1), then F(v) + ||¢||g2(0) = o(1) and then ¢ — 0 in H*(Q), |[v] — 1 in
H'(2). Moreover ||Vvl|r2(0) = o(1) and ||v||p2(q) = O(1). This clearly implies the
remaining part of the assertion.

We prove the second assertion. We first claim, by the definition of Jg, that using
the configuration (1, hex V&) € 50 we have inf 0 F < h2 Jo + o(1).

By the gauge invariance of #° we may consider a family of quasi-minimizer
{(ve, A2) |0 < e < 1} € Y which is in the Coulomb gauge. We write (ve, Ac) =
(v, A). Let (9, A) € #° be defined by & = v and A is the unique solution of (40)
associated to v.

By direct calculations we have: F(v, A) < F(9, A) < F(v, A) < h2,Jo + o(1).

Moreover, by denoting h := curl(A), we have Vi = at A (V95— ALt3) in Q and h =
hex on OS2 Then ||h| g1 (o) = O(]Inel) and using (22) we get ||A||H2(Q) = O(]Inegl).

We are then able to apply the first assertion to get F(#, A) > h2 Jo + o(1).

O

5.3. Pseudo vortex structure. We assume A\/4|lneg| — 0. Let {(v.,A.)|0 <
e < 1} C A be a family of configurations in the Coulomb gauge satisfying (34).
We assume that |v:| ¥ 1/2 in Q and that there exists {(B(ai,r:),d;)|i € J} as in
Proposition 11. Then Proposition 11 gives a decomposition of F(v, A). Except in the
crucial hypothesis Y>7; < |Ing|1?, the radii ; do not play any role as well as the
disks "B(a;,r;)" associated to a zero degree. We thus introduce an ad-hoc notion of
pseudo vortex.

Definition 15. We assume that we have either e = ¢, | 0 or 0 < ¢ < 1. We consider
(ve)e € HY(Q,C), (hex)e C (1,00) satisfying (34).

Let {B; = B(a;,r;)|i € J} be a family of disks as in Proposition 11 and let
d; = dl(-g) € Z be the associated "degrees" defined in Proposition 11. We denote
J' =J!:={ie J|d; #0} [note that we have Card(J.) <Y |d;| = O(1)].

If J' # 0, then we say that {(a,d)} = {(ai,d;) |i € T’} is a set of pseudo vortices
of v,.
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For a fixed configuration (a,d) of pseudo vortices, Serfaty studied in [17] the mini-
mization problem of V(a,d) [defined in (37)]. We have the following result [Proposition
4.2 in [17]].

Proposition 16. Let (a,d) = {(ai,d;)|i € T} C Q x Z* be a configuration s.t.
1 < Card(J’) < oo and a; # a; for i # j. Then f/(a)d)(C) is minimal for ¢ = (a,q)
which satisfies

(42) {—A2<(a7d) + AC(a)d) =2 Eiej/ d’L(Sal in Q

Cla,d) = Al(a,q) =0 on 90

[Here &, is the Dirac mass at a € R?|
And we have V[C(a,d)] =7y icq dil(a,q) (a;).

In order to prove the above proposition, Serfaty introduced for a € €2 the function
¢* € H} N H?(Q) which is the unique solution of
—A2(% + AC* =276, in Q
v =A¢" = on 09
In particular we have ¢ < 0 in Q. It is easy to see that (a,q) = Y ;e 7 di(?" is the

unique solution of (42).
Lemma 4.6 in [17] gives important properties related with ¢* and ((a,q):

Proposition 17. For s € (0,1), there exists Cs > 0 s.t. for a,b € Q
1€ e ) < Cdist(a, 02)*

and
1¢* = ¢l < Csla—bJ*.

Consequently there exists C > 0 depending only on Q s.t., if ((a,a) s the unique
solution of (42), then

Vi@aa) =7 Z did;j¢" (a;) < C <Z |di|> :

i,jET’ ieJ’
For a further use we need the following lemma.

Lemma 18. Let (a,d) as in Proposition 16 then ((a.q) € HINH*NWH(Q,R) and
there is C > 1 depending only on § s.t.

CY|di]
=) S =y
IV¢a,a)ll=) < min dist(a;, 09)

Proof. Let (a,d) be as in Proposition 16, with Proposition 17 we have (s 4) =

S di¢™ € Hi N H? and ||((a,a)llm2(0) < C'Y; |ds| where C' depends only on Q.
Moreover, for a € €2, from (42), we have A((a,d) = ((a,a) — 2 di In |7 — a;| — R(a,q)

where R, q) is the harmonic extension of trapo(— d;In [z — a;]) in Q.
Consequently there exists C' > 1 depending only on 2 s.t.

C>" |d;]
. < ———
1AC@alzs@) < — dist (a;, 09)

and therefore by elliptic regularity and a Sobolev embedding we get the result. O
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Until now, the only way to get a nice magnetic potential associated to a function v
was to consider A, = A, o € H*(Q,R?), the unique solution of (40). The previous
results give that, after the cleaning step, we can do asymptotically as well by using
a magnetic potential depending on a pseudo vortices structure of v instead of v itself
[see Remark 20].

Definition 19. Let N > 1 and (a,d) € (QV)* x (Z*)V, hex > 0. Then we define
Afa,d) = hex V&0 + VLC(a,d) where (4 q) is the unique solution of (42), the potential
associated to (a,d).

Remark 20. Let Cp > 1 and (v.)o<cec: € HY(Q,C), hex > 0 satisfying (34) be s.t.
(ve)o<e<1 admits a set of pseudo vortices ((a,d)_ )o<e<1 With > |d;| < Cp. We write
v&(a,d) instead of v.&(a,d),.

Assume mindist(a;, Q) > |Ine[~" in order to have ||[V{a,a)llL=) = O(/1nel)
[with Lemma 18] and A\'/4|Ine| — 0.

For 0 < e < 1, let A, € H'(Q,R?) be the unique solution of (40) and A(aq) be
defined in Definition 19. Then we have A, q) = VJ-f(a’d) and A, = V¢, where
(aa), & € Hy N H* N W*°(Q,R) satisfy the hypotheses of Proposition 11 [here we
used (9)&(39)]. Therefore we have the following inequalities

F(v,0) > F(v, Ay) = F(v, Ay) + 0(1) > F(v, Aa.a)) + o(1),

.7:(1), AU) < ]:(’U, A(a,d)) = ]:(U, A(a,d)) + 0(1).
In particular we have F(v, A,) = O(|In¢|?) and F(v, A(a,a)) = O(|Inel?).

5.4. Cluster of pseudo vortices. From a standard result for the homogenous case,
it is expected that, for a reasonable magnetic field, the asymptotic location of pseudo
vortices of a studied configuration is a subset of A. This problem is related to the
macroscopic location of the pseudo vortices. To treat this problem we use an ad-hoc
notion of cluster of pseudo vortices.

Definition 21. Let N, Ny € N*, Ny < N, (p,D) € (ﬁNU)* x ZNo ¢ = ¢, | 0 and
(a,d), € (OV)* x ZN s.t. d is independent of e. We say that ((a,d)_). admits a
cluster structure on (p, D) if

e for i € {1,..,N}, lima; exists, lima; € {p1,...,py,} and we write for k €
{1, ...,No}, Sk ~: {Z S {1, ,N}|az —)pk}

o for k € {1, ...,]YO} Sk #£ 0,

o for k€ {1,..., No}, Dy, =Y ics, di-

Remark 22. In this article we will use the notion of cluster structure with (a,d) as
in Proposition 11 and p C A.

Proposition 23. Let N > 1, =¢, |0, (a,d)_ € (QV)* xZN s.t. 3 |d;| is bounded
independently of €.

(1) If ((a,d),)e admits a cluster structure on (p,D) [and then d is independent
of €] then (p,D) is unique [up to change the order]. We say that (p,D) is
the cluster of ((a,d)_)e.

(2) Up to pass to a subsequence, there exist 1 < No < N and (p,D) € (Q
ZNo s.t. (p,D) is the cluster of ((a,d),)e.

No)* %
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(3) If (p, D) is the cluster of ((a,d),). then, denoting x := maxy max;cs, |aj —
Dr|, we have

No
(43) Z Z |di[|€o(as) — &o(pr)]| < Cx

k=14i€Sy

and
(44) ’V[C(a,d)s] - V[C(p,D)]’ <CyXx
where C' depends only on N, 3 |d;| and Q.

Proof. The two first assertions are obvious. Estimate (43) is direct by noting that
o a Lipschitzian function in . Estimate (44) is a direct consequence of Proposition
17. g

We then have:

Corollary 24. Assume that \, 0, hex satisfy (2) and (3) for some K > 0 independent
of . Assume also 6%|Ine| < 1.

Let {(ve, A2) |0 < e < 1} C I be a family s.t. F(ve, As) < infe F+ KIn|lne]
which is in the Coulomb gauge and let {(a.,d.) = (a,d)|0 < e < 1} be a family
of pseudo vortices associated to {(ve, Ac)|0 < € < 1} [findexed on J = J. possibly
empty]/.

(1) Letting A,. € H'(Q,R?) be defined by Lemma 12 we have

(45) F(ve, Ac) > Flve, Ay.) > 2 Jo +27hex Y _ di€o(ai) + F(ve) + V[¢(a,a)] +0(1).

ieJ
And then
(46) F(ve, Ac) > h2 Jo + 27hex »  dio(as) + F(ve) + O(1).
i€eJ
(2) Assume furthermore that (a,d) admits a cluster structure on (p,D). Then
we have
(A7) F(ve, Ac) > h2Jo + 2mhex Y _ difo(ai) + F(ve) + V[(p,p)] + 0(1).

€J
Proof. The lower bounds (45) and (46) are direct consequences of Theorem 5, Lemma

12, Remark 13 and Propositions 6&11&16.
Estimate (47) is a direct consequence of Proposition 23 and (45). |

We then have the following corollary.

Corollary 25. Assume that \, 0, hex satisfy (2) and (3). Assume also 6%|Ine| < 1.

Let (ve)oce<1 C HY(Q,C) be s.t. |ve| # 1/2 in Q and assume the existence
of (Be)o<e<1 C HY(Q,R?) s.t. (ve, Be) is in the Coulomb gauge and F(ve, B:) <
inf o F + O(Iln|Ine|). Assume also that (a.,d.) = (a,d) are pseudo-vortices as in
Definition 15 for ve [note that we thus have >~ |d;| = O(1)], then

(48) F(ve, Aaa) = heJo + 2mhex Y _ dido(ai) + F(ve) + VI{aa) + o(1).

where A(a.ay = hexV+& + V' aa)-
Consequently we get

(49)  F(ve) < 27hex »_ diléo(as)| + O(In|Inel) < xb* > |di||Ine| + O(In | Ine]).
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Proof. Corollary 25 is a direct consequence of inf» F < h2 Jo, Corollary 24 and
Propositions 11&17. O

Remark 26. We may state an analog of Corollary 25 if (a,d) admits a structure of
cluster.

6. RENORMALIZED ENERGIES

6.1. Macroscopic renormalized energy [at scale 1]. We consider in this section:
e NeN* z=2z"c (QV) :={(21, ..., 25) C Q| 2z # 2; pour i # j},
o d= (dl, ,dN) S ZN.
e 7 = hi(z) := min, dist(z;, 00Q)
We are going to deal with functions defined in the set Q perforated by disks with
radius 7 =7, | 0:

O = Q;(Z) =0 \ UiB(Zi,f).

We assume
1

0 ST RIS

(50) 7 < g min ymin |zi — 2]

For a radius 7 > 0 s.t. (50) is satisfied, we consider the set of functions

de, .
I.%® = {w € H'(Q,Sh |degop (s, (w) = d; for i € {1, ...,N}}

and

ZDir ._ {w € HY(Qs, 81 w(z; +7e'?) = Cie®? for i € {1,..., N}, } .

(Cla [EXS) ON) € (SI)N
In this section we are interested in the minimization of the Dirichlet functional in
Di
9% and 7DV,
Before beginning we state an easy result proved by direct minimization [the proof
is left to the reader, see [4]].

Proposition 27. For N > 1, (z,d) € (QV)* x ZN and 7 > 0 s.t. (50) is satisfied,
the following minimization problems admit solutions:

1
(51) 2E = I%(z,d) == inf 5/ |Vwl?
wEZieg Q7
and
) . 1
(52) Y
weIlr 2 Jo.

Moreover, these solutions are unique up to the multiplication by an S' constant.

6.1.1. Study of Igcg and IP™. Following [4], it is standard to define the canonical
harmonic map associated to (z,d).

Definition 28. Let N € N* and (z,d) € (QV)*xZ". A function w®Y e No<p<2WHP(Q,SHN

C>=(Q\ {21, ..., 28}, S!) is the canonical harmonic map associated to the singularities
(z,d) if
(53)
N d; ¥y is harmonic in
@) (4) = () ( S ) ith
we T (2) = e llj[l |z — 2| W 8,,w£z’d) =0 on 09, / =0
= o0
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Remark 29. In this framework, it is classic to define @iz’d) [with the notation of

Definition 28|, the unique solution of

ADY = 2r SN 45, in Q
=Y = on 09

This function satisfies VJ*I)iZ"d) = wiz’d) /\Vwiz"d). Moreover, by denoting R, 4 the
unique solution of

AR(z,d) =0 in Q
Riza)(z) ==Y diln|z — 2| ondQ’
we have ®{*% (2) => i diln|z — 2| + Rz,a)(2)-

We first study the asymptotic behavior of minimizers of Ig “€(z,d) when 7 — 0.

Proposition 30. Let N € N*, (z,d) = (z,d)™ c (Q¥)*xZY and h := min; dist(z;, 09).
We assume that >, |d;| = O(1).

For # > 0 s.t. (50) is satisfied, we may consider w!

7

Z’d), the unique solution of the

problem
1
(54) e d)i= int o[ [ul
wEZ;eg Qr
of the form

N N or € H'NC>(Q7,R)
(55) wgz’d) (z) = e¥r(®) H ( i ) with
Nz =z - wr =0

We thus have the existence of C > 0 [depending only on Q, N and the bound of >, |d;|/

s.t.

z,d C 1 =+ h’l’lz

(56) (s )||L°°(Q;) < ( 7:| |)'
We denote

7(1 4 |In(h)|) (1 LA |1n(h)|)) ifN=1
(b7) X := " 7 (1 +|hln(h)|) 7(1 + | In(R)])

(= + ) (14 R0

min;z; |z; — 2| h h
and we have
(58) o7 — exllin(a,) < CX,
(59) 0< 1/ VDR~ inf 1/ Vul® < CX.
2 Ja- weZi® 2 .Jq,

Moreover, if there exists n > 0 [independent of n] s.t. h > n then (56) may be refined
mnto

(60) [Vl Lo () <

| Q

The proof of Proposition 30 is in Appendix D.1.
By adapting the proof of Proposition 5.1 in [17] we have
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Proposition 31. For N > 1, there exists an application WHaere = Jymacre ; (QN)* x
ZN — R s.t. for sequences (z,d) = (z, d)(") € (QN)* xZN and 7 = 7, — 0 satisfying
(50) and s.t. d is independent of n, there exists C > 1 [depending only on N, > |d;|
and ] s.t.

1

5/ IVaw{=Y 2 - deﬂ In7| — W™ (z,d)| < CX
Qr p

with
W2 (z,d) = =7 Y did;In|zi — 2| =7 > diRiza)(2),
i#j i
R(z,d) S COO(Q,R) satisﬁes ||R(z)d)HLoo(Q) < C(l + |1H ﬁ|)

Proposition 31 is proved in D.2. We immediately obtain from Proposition 31 the
following corollary.

Corollary 32. Under the hypotheses of Proposition 31 and assuming that there exists

(14 |Inh
Cy > 0 [independent of r] s.t. w

Q, N, 3, |di| and C] s.t. / VY2 < C|n#.

T

< Ch, there is C' > 1 [depending only on

We end this section by linking I¢°® and IP™.
Proposition 33. Let N > 1, z € (QN)* and 7 = 7, | 0 satisfying (50). Assume
LN 0 and if N > 2, we also assume ; — 0.
h min,z; |z; — zj]
Let
~ [107A N =1
T= 10 min{h; min;z; [2; — 2|} fN>2°

Assume furthermore

_ b In(+[In()])
2= In(n/7) { h

Then for d € ZN [independent of nj, there exists C > 1 [depending only on Q, N and

S |d;]] s.t.

2
+1} — 0.

1 1
0< inf —/ |Vw|? — inf —/ |Vuw|* < C(X + Z).
wEZE” 2 Qs wez‘;eg 2 Qr

Proposition 33 is proved Appendix D.3.

6.1.2. Macroscopic renormalized energy and cluster of vortices. We first state an easy
lemma.

Lemma 34. (1) Let N € N* and d € ZV. Let x > 0 and z,2' € (QV)* be s.t.
forie{l,.., N} we have |z; — z}| < x. Then we have

X
R — R/, oo < d; .
[R(z,a) = Rz a)llL=() < El | |max{h(z),h(z’)}

(2) Let 1 < Ng < N, p € (@), (z,d) = (2,d)™ € (QV)* x ZV be s.t. d
is independent of n and for i € {1,...,N} there exists k € {1,...,No} s.t.
z; = pr. We let x := max; dist(z;, {p1, ...,pNO}).
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For k € {1,..., No} we let Dy := Z di and D = (D1, ..., Dy, ). Then we

2i =Pk

X
IRz.a) — Rp.pyllLee) <D |di|m

have

Proof. The first assertion is obtained with the help of the maximum principle and

X
the b d|R — Ry < N |d;
¢ boun | (z,d) (z ;d)| = Ez | |max{h(Z), h(z’)}

assertion follows by the same way. O

on 0f). The second assertion

With Lemma 34 we may exploit a structure of cluster for Wmacre,

Proposition 35. Let 1< Ny < N, p € (QN")* [independent of n] and write

1 if No=1
Tp = . .
ming |pr — pi|  otherwise
Let (z,d) = (z,d)(n) € (QVN)*xZN be s.t. d is independent of n and fori € {1,..., N}
there exists k € {1,..., No} s.t. z; — px. We denote x := max; dist(2i, {p1,..-,Px, })-
For k € {1,..., Ny} we denote Dy, = Z di and D = (D1, ..., Dy, ). Then there

Z2i—Pk

exists C > 1 [depending only on Q, N and " |d;|] s.t.

Wmacro (5 ) — Wma,cro (p,D) —7 Z Z didjIn|z; — z;
k=1 i %j =Pk
i#£]

1+ [In[a(p)]] | 1
< Cy ( h(p) + "Y_p) .

Proof. We have

Wmacro Z d —FZ Z didj In |Zi—Zj|—7T Z didj In |Zi_zj|_7TZ diR(z,d) (Zl)

k=1 %i:2j 7Pk 2i—Pk

i#j ZJ}C;?L
It is easy to check that
(61) Z didjln|z —z;| = ZDle In|py —pi| + H
2= P k£l
Zj =Pl
kAl

with H <4}, |ds])? X for sufficiently large n.
Tp
On the other hand, from Lemma 34 [second assertion|, we have || R, ay—Rp D)l L= (0) <

X . . . .
- |d;] ———=——. From standard pointwise estimates for the gradient of har-
2 ) h )
monic functions [see (166)| there exists C' > 1 depending only on €, 3 |Dy| and N

[here we used 1 < Ny < NJ s.t. for z; — pp we have |Rp,0)(2i) — Rip,p)(Pr)| <
141

¢ L [nlh(o)]]

h(p)

Then, up to change the value of C', we have

1+ [In[A(p)]]

(62) Zd R (z d) Zl Z DkR (p, D)(pk) < CX h(p)
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By combining (61) and (62) we get the result. O

6.2. Mesoscopic renormalized energy [at scale he_xl/ 2]. From the work of Sandier
and Serfaty we may obtain mesoscopic informations. To this end we need to assume
a non degeneracy assumption for minimal points of {;. So we assume in this section
that Hypothesis (5) holds.

Let

(63)

_ [1073 min{1; dist(A, 9)} if Ng=1
T2 1073 min{ 1; dist(A, 89); mingy [px — pl} i No =2

For p € A, by applying Lemma 11.1 in [16] in the disk B(p,nq), we get the following
proposition.

Proposition 36. Assume that Hypothesis (5) holds. Let D € N* and hex T 00 when
e — 0. Then forpe A and R = R(e) — 0 s.t. R\/hex — 00 we have

inf —m Y Iz — 2| + 2mhex -
zg[B%;gR)D]* W; H|Z Z_]| TNe ;[50(2) 50(]7)]
m 2 hcx
(64) = (D*=D)n( ) +Cpp +o(1)
with
(65) Cp.,D = [(Dgzl)erl]* Wp,D
and
W;l[e)so . [(R2)D]* _ R
(66) ) )
x = (z1,..,2p) > _”Zln|xi—fj|+ﬂDZQp(xi).

where Qp(x) := x - Hesse, (p)x, Hesse, (p) is the Hessian matriz of & at p.
Moreover the infimum in (64) is reached and if z° € [B(p, R)P]* is s.t.

™ Pex
w3 et - 2]+ 2mhee Yl60(:5) — ()] = 2(D* — D)In (2

i#j %

) + Cp.p +0(1)

[ D
then for all sequence € =€, | 0, up to pass to a subsequence, denoting ¢ = W and

ex
€
Z — D
P - ? 7€ — (%€ 3 y Y0 7. y meso
z; = , we have z° = (i, ..., 2p) which converges to a minimizer of W'p*. In

particular |35| < Cq p with Cq p > 0 which depends only on Q@ and D.

6.3. Microscopic renormalized energy [at scale A\d]. The location of the vortic-
ity defects at scale AJ [inside a connected component of w,] is given by the microscopic
renormalized energy exactly as in the case without magnetic field. In order to define
the microscopic renormalized energy we need some notation. Recall that the pinning
term a. : Q@ — {b,1} is obtained [see Section 2.3] from a smooth bounded simply
connected set w s.t. 0 € w Cw C Y := (—1/2,1/2)2 The construction of the pin-
ning term uses two parameters 6 = 6(g) [the parameter of period] and A = A(g) [the
parameter of dilution|. For 2y € w and a sequence ¢ = ¢,, | 0, we consider &, € w s.t.
Te = T € w.

Let m. € Z2 be s.t. the cell Y. = §(m. + Y) satisfies Y. € Q. We then denote
ze = 0[me+AZc]. Tt is proved in [7] [see Estimates (9) and (10)] that for R = R, > \§
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and r = r. < A, denoting R = R/(\8), # = r/(\), D. = B(6me,R) \ B(z.,7),
D. = B(0,R) \ B(i.,7) and D = B(0, R) \ B(xo,7):

1 1
67 inf —/ U2|Vu]* = inf _/ D20l + oo(1
Gy R st g [ v o)
deg(w)=1 w(zo4Re")=e"?
w(ze+re'?)=Cst "’
1
o = el g FITOF 00
deg(w)zl c

Moreover from the main result in [8], we have the existence of an application
wmicre ., — R [depending only on w and b| s.t.

(69) inf 1/ a?|V|? = fu(R) + x| In(#)| + W™ (20) + o(1).
WwEH (De,St) D,
deg(w)=1
N . 1 9
where f,(R) := inf = [Vwl|=.
weH'[B(0,R)\w,s'] 2 JB(0,A)\&
deg(w)=1

It is clear that there exists C,, € R [depending only on w] s.t. when R — 0o we
have f,(R) = mln(R) + C,,. )
Then, by denoting W™ (zq) 1= W™ (z) + C,,, we get from (69) :

1 . .
(70) inf = / a?|V|* = 7 In(R) + b7 In(7)| + W™ (zq) + o(1).
weH (DSY) 2 Jp
deg(w)=1

Moreover, from [9] we know that W™® admits minimizers in w.

7. SHARP UPPER BOUND: CONSTRUCTION OF A TEST FUNCTION

From now on we assume that Hypothesis (5) holds. We thus may use for p € A
and D € N* the constant Cp p defined in (65). We denote also Cp ¢ := 0.

We let for d € N* :

(71) A= {D {l%l: LviJ}N

No
> Dy = d} ,
k=1

No
(72) Wd7Q =Wy := ]%neiild {Wmacro(l)a D) + ; Cpk;Dk + V[C(ILD)]}

where, for € R, [x] is the ceiling of z, |z] is the floor of x, W™2°(.) is defined in
Proposition 31 and V[((, p)] is defined in Proposition 17.
We now state an easy lemma whose proof is left to the reader.

Lemma 37. Let d € N* and D € Ay. Then the following quantities are independent

of D:
No
(&7)-
Zo(d) =Wy + 5 > (Dr—D)In(Dy).

k=1
s.t. Dp>1

A(d) = g
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Moreover: d < Ny <= #£1(d) = 0 <= %(d) = Wy.
Notation 38. We let £(0) = £ (0) = 0.

The main result of this section is the following proposition.
Proposition 39. Assume that hex = O(|1nel), hex — 400,
(73) M4 ne| = 0 and v hex — 0

and assume that Hypothesis (5) holds.

Let d € N* and let D € Ay be a minimizer of the minimizing problem (72).

For 0 < e < 1, there exists (ve, Ac) € H which is in the Coulomb gauge with d
vortices of degree 1 s.t.

(T4) Flve, A2) = h2Jo + dMaq [~hex + HY | + A1 (d) I hex + Z2(d) + o(1)
with Mg := 27(|€o]| Loo(o) and
b Inel 4 (1 —b?)[In(Ad)]

75 HY = + A,
(75) ' 2|[&ollze=(0)
where
min W™ 4+ p?[y + 7ln b
(76) :Yb,w =

27|60l Lo (02)

7 is a universal constant defined in Lemma IX.1 [4] and W™ js defined in Section
6.5.

Proposition 39 is proved in Appendix E.

8. TooL BOX

The proof of the main theorems of this article is done in a classic way: by matching
upper and lower bounds. A [sharp] upper bound is obtained by Proposition 39.
Getting a sharp lower bound is the most challenging part of the proof. It needs the
proof of several facts related with the vorticity defects of a family of quasi-minimizers
[quantization, localization, size ...].

In this section we present some technical and quite classical results adapted to our
situation.

8.1. An n-ellipticity property. In this section we focus on quasi-minimizers. We let
hex = O(|1Ine|) and we consider {(ve, A:) |0 < & < 1} be a family of quasi-minimizers
for F, i.e.,

(77) F(ve, Ae) < ig]—"%— o(1).

We assume that for all e € (0;1), (ve, Ac) is in the Coulomb gauge and that v, €
H'(Q,C) is s.t.

(78) IV [vel[l o () = O(e™H).

The major result of this section is a key tool in this article: an 7 ellipticity property.

Proposition 40. Let hexy = O(|1Ine|) and let {(ve, Ae) |0 < e < 1} C I be a family
in the Coulomb gauge satisfying (77) and (78).
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Forn € (0,1) there exist e, > 0 and Cy) > 0 [depending on the bound of €||V|ve|| o)/
s.t. for 0 <e<ey, if z € is s.t.

b2
v [ 902+ (1= o) < e,
B(z,:/2)NQ g2

then |ve(z)| > .

Proposition 40 is proved in Appendix F.

By combining Proposition 40 with Theorem 5 we get immediately a first step in
the [macroscopic] localization of the vorticity defects. In order to apply Theorem 5
we need assume
{)\,(5 satisfy (2), 0%|Ine| — 0, hex — 00

79
(79) (3) holds for hex with some K > 0 independent of ¢

Corollary 41. Assume that X\,6 and hex satisfy (79) and let {(ve, A:) |0 < & <
1} € S be s.t. (77) and (78) hold. There exist 0 < g9 < ex and M > 1 s.t. for
0 < e < gq, letting A :== AN Ug,20B(ai,2Mk|Ine|~%) where the (a;,d;)’s [depend
on €] are given by Proposition 10 and e x &M &so are given by Theorem 5, we have
{Jve] < 1/2} C U B(p, M|Ine|~*)where 5o := min{sg, 10}.
pEAs
Proof. We argue by contradiction and we assume that there exist € = ¢, | 0 and a
sequence ((ve, Ac))e C F s.t. (77) and (78) hold and s.t. for all n there exists

zo =2y € {|v] <1/2}\ U B(p,n|Ine|~%°).
peA.
Since (77) and (78) are gauge invariant we may assume that, for all e, (v, A.) is in
the Coulomb gauge.

Let B := {(B(ai,ri),d;) | i € T} be given by Proposition 10. Write B; := B(a;, ;)
for i € J. Note that by Theorem 5, from the quasi-minimality of (v, A:), for e
sufficiently small, we have d; > 0 for all ¢ and d := " |d;| = > d; = O(1). Up to pass
to a subsequence, we may thus assume that d is independent of «.

From the definition of A, we have

U Bi c | Blp,2Mx|Ine[~).
di>0 pe/-\

Note that from Theorem 5 we have F(v.,0) = O(|lne|?). Then we may use
Proposition 10 for the configuration (ve,0) € 7 to get a covering Uiejéi of {|ve] <
1 — | Ing|~2} with disjoint disks B; = B(a;, 7)), S. 7 < |Ing|~1°.

Therefore there is p € 2Mg|Ine|~%; (2M g + 6)| lne| %] s.t.

U@B(p,p) N UBiUUBi =.

pEAL icT ieJ
In particular |v.| > 1 —|Ine|~2 on Upei. 9B, p). Thus, writing di == degyp, (ve)
when B; C Q, we get for p € A,

Z |di| > Z d; = degyp(p,p) (ve) = Z d;.

B;CB(p.p) B;CB(p.p) BiCB(p.p)
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Note that for sufficiently large n we have B(zp,/€) N Ugef\s B(p, p) = 0.
On the other hand, since 3" 7; < |Ineg|™1%, we have for B; C
F(v, B;) > nb?|ds|(|Ine| — C'ln|Ine|).
Using Proposition 40 we obtain
(80) F(v) > (7b®d+ Cy2)|Ine| — O(In | Inel)
where Cy /3 > 0 is given by Proposition 40 with = 1/2. Estimate (80) is in contra-
diction with (49).
O

8.2. Construction of the £°-bad discs. As in the previous section we assume that
A, 0 and hey satisfy (79). In this section we establish the existence of e%-bad discs
associated to a quasi-minimizing sequence. The construction of the bad discs requires
the hypotheses: |v.| € W21(Q).

An e%-bad discs family associated to a familly {(ve, 4:) |0 < & < 1} C S consists
in sets of discs that have small diameters [a roots of ¢] s.t. for fix € the discs are
"well separated", the union of the discs is a covering of {|v| < 1/2} and each "heart"
of a disc intersects {|v] < 1/2}. Such sets of discs give thus a nice visualization of
(o] < 1/2).

In the next section [Section 9], adding an extra hypothesis on A, d and heyx we get
some informations in terms of location and quantification of the £°-bad discs.

Proposition 42. Assume that \,§ and hex satisfy (79). There exists My € N*
s.t. for p € (0,1/2), if {(ve, Ac)|0 < € < 1} is in the Coulomb gauge and agrees
(17)&(77), then there exist €, > 0 and C,, > 1 [independent of €] s.t. for 0 <e < ¢,
there is J, = J, . C {1,..., Mo} [possibly empty] s.t. if J, = 0 then |v] > 1/2 in Q
and if J,, # 0 then there are {z;|i € J,} C Q, a set of mutually distinct points, and
r € [et, et ] with p. := 2-Lyu verifying:

(1) |z — 25| > 1%/ fori,j € J,, i # 7,

(2) {|lve| £1/2} C Uy, B(zi,r) CQ and, fori € Jy,, B(z,r/4)N{|ve| < 1/2} # 0,

(3) Fori € J, we have r Ve |> +
OB(z;,r)

1
@(1 — |ve]?)? < Cy and o] > 1 —

|Ine|=2 on 0B(z;,7).
Proposition 42 is proved in Appendix G. We have the following standard estimate.

Proposition 43. Assume (79) and let {(ve,A:) |0 < & < 1} be as in Proposition
42. Fiz p € (0,1/2) and let €,, C,, be given by Proposition 42. For 0 < ¢ < g,
we consider J,, {z;i|i € J,} C Q and r obtained in Proposition 42. We denote
di :=degyp(., r)(ve)-

There exists c,p > 1 independent of € s.t. for e < e, we have

(52) [ e 0 el 2 el (2)

2 B(zi,r) b 2¢? - = € et
and then
(83)

F(ve,B(z,71)) > 7w|d;] inf « [ln (i) - CM,} > wBinf )a |di|[(1 —p)Ine —cpup).
5

B(zi,r) 24,7
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Moreover there is 0 < &, < ¢, s.t. for 0 <e <&, we have

(84) d; # 0 for all i
and
3Mpg
(85) §:|¢|gzhw;:-7§—
i€d,

Proof. Tt is classical to get (81) from Proposition 42.3 and the Cauchy Schwartz
inequality. Estimate (82) follows from Proposition 42 & Lemma VI.1 in [2] and (83)
is a consequence of (82).

The proof of (84) is done arguing by contradiction with the construction of a com-
paraison function ¢ := {13 3 ?n 2\ Bz, ) s.t. € HY(Q,C) and F(?, B(2,,7)) =

pe'® in B(z,,T)

O(1) where we assumed d;, = 0.

Since (v, A) is a quasi-minimizer of F we have F(v, A) < F (9, A) + o(1).

On the other hand, by direct calculations F(v, A) — F(0,A) = F(v, B(z,,7)) —
F (v, B(zi,7)) + 0(1). Consequently F (v, B(z;,,r)) = O(1) which is in contradiction
with F(v, B(z,,7)) > C1/2|Ine| [given by Proposition 40] for small €.

Mg|lne
We now prove (85). From (83) we have 3 ; [d;| [r(1 — p)|Ine| —cpup] < %

Since u € (0,1/2), the last estimate gives the result for € > 0 sufficiently small. O

8.3. Lower bounds in perforated disks. The goal of this section is to get lower
bounds for 3 [, a|Vu|? where D is a perforated disk s.t. D C  and |v| > 1/2 in D.

The starting point of the argument is an estimate on circles. Let be (0,1), 8¢
L*°((0,27), [b, 1]). With Lemma D.7 in [6], for p € H'((0,27),R) s.t. ¢(27) —p(0) =
27, we have the following lower bound:

I 272

(86) 5| Blosel > —5—.
2 Jo 1

o B

In order to use (86) we need to do a preliminary analysis.

For a = U2 € L*>(,[b?,1]), using Lemma E.1 in [6], we have the existence of
C > 1 [independent of €] s.t.

(87) { For almost all s > §/3, letting € be a circle with radius s,

we have [, o (1—a) < CMs.

From now on, in all this section, we consider a sequence € = ¢, | 0, A, 0, hex and
((ve, Ag))e C S satisfying the hypotheses of Proposition 42 [namely (17), (77) and
(79)]. We drop the subscript ¢ writing (v, A) instead of (v, Ac)

Recall that ngq is defined in (63) and consider

(88) e €Qand 0 <r=r. < R=R. <nq s.t. dist(z;,00Q) > ng > 0.

We then denote # := B(xz., R) \ B(z.,7) C L.

Assume |v] > 1/2 in # and let d := degg(v). From the proof of Proposition
42 [see (189) in Appendix G, there exists 1/2 < t. < 1, t = 1 + o(1) s.t. t. €



PINNED MAGNETIC GINZBURG-LANDAU ENERGY 29
m(jv))N[1 —2/|lne|;1 —1/|Ine|] and
s9) {
and since H2({|v| < t.}) = o(1) we then have
(00) {
Remark 44. Since H'[V(t.)] = o(1), for sufficiently small ¢, if ' [resp. U] is a

connected component of V(t.) [resp. {|v| < t.}] which intersects % then T is a
Jordan curve [resp. AU is a union of connected components of V (t.)].

V(te) :== {Jv| = t.} is a finite union of Jordan curves included in €2 and
of simple curves whose endpoints are on 9 and H*[V (t.)] = o(1).

if U is a connected component of {|v| < t.} s.t. U C Q then there is T,
a connected component of V(t.), which is a Jordan curve s.t. U C int(T).

We have the following lemma:

Lemma 45. Assume x.,r, R satisfy (88) and we assume |v| > 1/2 in Z. Then, for
€ (r, R), letting
Ko:={0€[0,2m)]||v(ze +se?)| < t.}
we have
HV (te)]

HY K, <m
S

Proof. Let s € (r,R) be s.t. H(K,) > 0 and denote K, := {z. +se* |0 € K,} C
dB(x.,s). Then H(K,) = sH(K,).

On the one hand, letting Ve(t.) be the union of the connected components of
{|v] < t.} which intersect 2, we have K, = Vg(t.) N 9Bz, s).

On the other hand, by Remark 44, 0V(t.) is a union of connected components
of V(t.) which are Jordan curves. Among these Jordan curves, we may select the
maximal curves w.r.t. the inclusion of their interior. We denote these maximal
curves by T'y,...,I'y and we let for i € {1,..., N}, V; := int([;). We then obtain
Va(t:) C UN Vi and thus Ks UN, [0B(xe, ) N V).

For i e {1,..,N}, we fix z; € Vl and we define the disk B; := B(z;,diam(V;)). It
is clear that V; C B; . Consequently

HOB(xe,5) N V] < HUOB(w.,5) N By < 27 diam(V;).

We claim that 2diam(V;) < H!(T;). Since the curves I'; are pairwise disjoint, we have

sy ML) < HUV (L)),

We may now conclude:

N
sHY(K,) = Z [0B(ze,s) N V] <7TZ2d1amV)<7rH[ (te)]-

=1

The next proposition is one of the major use of the dilution [A — 0].

Proposition 46. Let z.,r, R satisfying (88) and assume |v| > 1/2 in %. We write
d = degg,(v) and, in X, we let w:=v/|v| & p = |v|.

(1) If r >6/3 and if H[V (to)]/r + (1 —t2) + X = o[In(R/7)] then

1/ a|Vu)? > l/ ap?|Vw|? > nd? {hl (E) —0(1)} .
2 B 2 R r
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(2) If r = o(1) and if H [V (tc)]/r + (1 — t2) = o[In(R/7)] then

1 1
—/ |Vol? > —/ p*|Vw|? > wd? {ln (E) - 0(1)} .
2 R 2 R r

Proof. We prove the first assertion. We claim that, up to replace v with v, we may
assume |v| < 1 in Q. Moreover, if d = 0 then there is nothing to prove. We then
assume d # 0.

We write v = pe*® where ¢ is locally defined and its gradient is globally defined.
Letting z. + R* := {z. + s|s > 0}, we may assume p € H(Z \ (z. + R"),R). For
s € (1, R), welet ps(0) = p(z-+5e*), ps(0) = |v(z.+se*?)| and () = oz +se?).
Then ¢, € HY((0,27),R) is s.t. p5(27) — ¢s(0) = 27 and we immediately get

1 2 [fas [
L / aplvui > & / ds / 002|901 26,
2 R 2 r S 0

From (86) with 8 := asp? we get

1 [ 272
_/ Oésp§|60(ps|2 >
0

/271' 1 :
0 asp?
Since b2 /4 < asp? < 1 we have

0 < /271' 1 2 /271' 1 _ O[spg < 4 /271’ 1 ) + /271’ 1
< — 27 = —— <33 — P —as | .
0o Qsp3 0 asp? b? 0 0

On the one hand, from Lemma 45 we have

2

TH [V (t.)]

S

/QW 1—p? <HY(K,) + [2m — HY(K)] (1-12) < +27(1 — t2).
0

2m
On the other hand, using (87), there is C' > 1 [independent of €] s.t./ 1—as <CA\
0

Then ) .
™ 4 [eH! V(L
/0 2§2w+b—2{w+2w(1—t§)+04.

APy
2 /R ds 2m”
4
v S or— oz [THIV (te)) /5 + 2m(1 — 12) + C)

= 7d? {m (?) + 0(1)} :

The second assertion is obtain exactly in the same way than the first one. Indeed,
since « plays no role in the statement, we may use the same argumentation with A = 0
and § > 0 an arbitrary small number. O

We thus get

1
—/ ap?|Vw|?
2 )7

Y

We now state the reformulation of Proposition 46 by replacing the annular # with
a perforated disk.

Corollary 47. Let Dy € N* be independent of ¢, 0 < r = r. < R = R. be s.t.
r=o(R), N=N.eN*best. N<Dgyandz =25,..., 25y = 25 be s.t. |z;—z;| > 8r
fori#£j.

Let y = y. € Q and assume z1,...,zy € B(y,R) C B(y,4R) C B(y,nq) C Q. We

let D := B(y,2R) \ UY., B(zi,r).
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Assume p = |v| > 1/2 in D. Fori € {1,..,N}, we let d; := degyp(,, ,)(v). We
also assume d; > 0 for all i € {1,..., N} and vazl d; < Dg. Write v = pw in D.
Then there exists Cy > 0 depending only on Dy s.t. :

(1) If r > §/3 and H [V (t.)]/r + (1 — t2) + X\ = o[In(R/r)] then, for sufficiently

small €, we have

N
1/ 2 1/ 2 2 2
— o|Vol* > = ap’|Vw ZWE d; In(R/r) — Cp.

(2) If HA [V (to)]/r + (1 — t2) = o[In(R/r)] then, for sufficiently small e, we have

N
1 1
§/D|Vv|2 > 5/Dp2|Vw|2 zﬁdeln(R/r)—C’o.

i=1

Proof. We claim that, up to replace v with v, we may assume |v| < 1 in .
We first proceed to a scaling with the conformal mapping:

®: B(y,AR) — B(0,4)
rT—y .

X —

We then let 2, := ®(2;), # := /R, D := ®[D] = B(0,2) \ UN., B(%;,7), & := a o ®~!
and ©:=vo &L

If N=1or N >2and |2 — 2| >4 x 1072P0 for i # j then, letting Q := B(0,4),
ng = 1071, we may apply Proposition 46.1

1 1 Al
— [ a|Vu]* = —/ alvol > —/ &|Vol?
2/73 2Jp ; 2 B(2i,2x10~2P0)\ B(%;,7)
N
> deZZ (IIn(R/r)| — [In(2 x 1072P)[) 4 o(1).

=1

This estimate is the desired result with Cop = 7D3|In(2 x 1072P0)| + 1.

If we are not in the previous case, i.e. N > 2 and there exists ¢ # j s.t. |2; — 2| <
4 x 1072P0o then we apply the separation process presented Appendix C [Section
C.3.1] in [6] to the domain D with nep := 10~2P0.

The key ingredient in the separation process is a variant of Theorem IV.1 in [4]
[stated with P =9, the general case P € N\ {0, 1} is left to the reader]:

Lemma 48. Let N > 2, P € N\ {0,1}, #1,....,axy € R? and n > 0. There are
k€ {PY . ., PN" Y and0#JC{l,.,N} st

UN B(wi,n) C Uies By, k) and |x; — x| > (P — 1)xn fori,j € J,i# j.

The separation process is an iterative selection of points in {21, ..., £y} associated
to the construction of a good radius.

We initialize the process by letting no := 7, My := N and Jy = {1, ..., Mo}.

For k > 1 [where k is the index in the iterative process| we construct a set ()
Ji € Ji—1, My := Card(Jg) and 3 numbers

_ L
K € {917 -“79Mk,1 1}, 77;9 = lelél}il ) |Zi — Zj| and N = 25/&72.
i#]
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These objects are obtained with Lemma 48 with P = 9, N = My_; = Card(Ji—1),
{z1,..yen} ={z |t € Jp_1}, J = Ji, n = 0k, & = K The process stops at the end of
Step Ko > 1if Mg, =1 or Mg, > 2 and r_niJn |Z2i — 2| > 4Nstop-
1,J€J K
i#£j
By construction, we have for 1 < k < Ko, 0 # Jp C Jr—1 and np_1 < M, < Ng. In
particular, since Card(Jp) < Dy, we get Ko < Do — 1.

By definition, for k € {1, ..., Ko} we have 2- 9} < n; < 9P0n/. We let

900 - nstop if My, =1
— . . .
0 ) min {97 hop, 7 min (20— [} Mi, > 2
5 Ko
i#£]

and then 19 > nsop = 1072P°. For k € {0,..,Ky — 1} and i € J; we denote
‘@i-,k = B(ézﬂﬁc“) \ B(éiank)a andv for i € JKoa f%z = B(ézvnO) \ B(élanKo) By
construction, the previous rings are pairwise disjoint. From Proposition 46.1 we have
for k € {0,..., Ko — 1} and i € Jj :

1 e N
5[ aIveR = mdews, (6 Ml /m) — (9] — of1)
Rk

> 7 Z d? (g1 /mk) — 7D2In(970) — o(1).

5,€B (o), )

And for i € Jk,:
/ alVoP > mdegy, () In(no/nxe) — o(1)
'@,

T Y din(n/nk,) — o(1).

2;€B(2i,m0)

N~

Y

By summing the previous lower bound we get the result. As for Proposition 46, the
second assertion is obtained in a similar way than the first assertion. O

8.4. Lower bounds in a perforated domain. In this section we state a lower
bound for a weighted Dirichlet energy in the domain 2 perforated by small [but not
too small] disks. The philosophy of this lower bound is that in the case which interest
us we may ignore the weight if the perforations are not too small ; it is an effect of
the dilution A — 0.

Proposition 49. Let 8 € (0,1), (an)n C L>=(, [8%,1]) be s.t.
K, = /(1 — Gn)2 0.
Q

Let N € N* and (z,d) = (z,d)(n) C (V) x ZN be s.t. d is independant of n. We
denote h := min; dist(z;, 99Q).
Assume the existence of ¥ > 0 s.t. 7 = o(1), (50) holds and s.t. there is C; > 0

T|IHT| < Ci. Write Q7 :=Q \ UB(Zi,f).

[independent of n] satisfying

1
Let (un)n C HY(Q,C) satisfying |u,| > 3 in Q7 and degyp(,, 7 (un) = d; for alli.

Assume also

Ly = / (1= un?)? — 0.
Q5
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Then
| @itz [ 19eE O P15 ) Ve o) [T 120y (K + L) -O(X)
Qr 7

T

with =Y s defined in Remark 29 and X is defined in (57).
Proposition 49 is proved Appendix H.

9. STUDY OF THE e°-BAD DISCS

In this section, in addition to the assumption (79) on A, d and hey, we assume that
(4) holds. This [technical] hypothesis (4) is a little bit more restrictive than (73)
[0v/hex — 0] used to get a nice upper bound.

Let e =&, | 0 and let ((v, A)): = ((ve, Ac))e be a sequence that agrees (17) and
(77). Let also p € (0,1/2).

Since (17) and (77) are gauge invariant we may assume that (v, A) is in the Coulomb
gauge.

The goal of this section is to prove that, for sufficiently small e&pu, if J, # 0
then d; = 1 & dist(zi,A) < In(hex)/Vhex & 2z € we for all i € J, and for i # j,
|zi — 2| > In(hex)/hex with a "uniform" distribution of the z;’s around A.

With the notation of Proposition 42 we let Q, := Q\ Uscs, B(z;,7) and d :=
Sie, ldil

In view of the goal of this section we may argue on subsequences. First note that
from (84) we have d; # 0 for all i. Up to pass to a subsequence, from (85), we may
assume that J, # () and independent of ¢ as well as the d;’s.

Since we are interested here only on informations related with |v| and the d;’s,
we may counsider that (v, A) is in the Coulomb gauge and we may also change the
potential vector. Namely, we may assume that A = V¢ with € = & € HINH?(Q,R)
is the unique solution of (40). Note that (77) still holds.

Consequently, curl(4) € H' and then with (11)&(22): ||£]|gz(q) < Cllcurl(A2)| g1 (o) <
Cllneg|.

From Proposition 11 and letting ¢ = (. := € — hex&o

F(0,V*€) = h2Jo + F(v) + 2mhex »_ dio(2:) + Vig,a) (€) + o(1).

Proposition 17 infers 17(z1d) (¢) = O(1). Consequently

(91) F(u, V) = h2Jo + F(v) + 2mhex »_ difo(z:) + O(1).
In particular we have F(v, V1¢) < h2 Jo + o(1), thus with (91) we get
(92) F(v) € =2mhex ¥ difo(2:) + O(1).

From Corollary 41 and Propositions 42&43 we deduce — >~ d;i&o(zi) = [|€oll Lo () Y di+
0(1) and we immediately obtained

(93) S >0
On the other hand, from Proposition 39, we have
(94) F(v,V+E) < h2Jo + dMg [~hex + HL | + 21 (d) In hex + O(1).

By combining (91) and (94) we get
(95) F(v) < dm [b?|Ine| + (1 — b*)| In(A6)|] + Z1(d) In hex + O(1).
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In conclusion, from (82) in conjunction with (95) we obtain

(96) %/{ a| Vol < dm [b?|Inr| + (1 — b%)[In(A0)[] + L1 (d) In hex + O(1).

We first have the following proposition.

Proposition 50. Assume

(97) 0 < p < mi { ! L0 }
min ,
a Drp+1 2(Dgp+1)

where Dk p = and Mg is as in Theorem 5.

e
Then there exists &, > 0 s.t. for 0 <e <&, if J, # 0 then
(1) d; > 0 for all i,

(2) dist(z;, we) < V€.

Proof. Step 1. We prove that d; > 0 for all ¢

We argue by contradiction and we assume the existence of an extraction still de-
noted by e = ¢, | 0s.t. J_:={i € J,|d; <0} # 0 [from (84), for 0 < e < &, we
have d; # 0 for all i € J,,].

From (93) we thus obtain: y7;c; \; d;i > d+ 1. Then, with the help of (83), we
obtain

F(u) > (1 —prlne| | > ldil+ Y di | > (d+2)7(1 - p)b’|Ine| + O(1).
ieJ_ i€Ju\J—
Consequently (95) implies d(1 4 o(1)) > (d + 2)(1 — u) — o(1). This inequality gives
w> i o(1) which is in contradiction with 0 < yu < (Dg + 1)~ for sufficiently
small € > 0 [here we used Dgp > Mg > d|.

Step 2. We prove that dist(z;,w.) < v/ for all i

We argue by contradiction and we assume the existence of a subsequence still
denoted by € = ¢, | 0 and iy € J, s.t. dist(z,,w:) > /. From (25) we have
nfp,, na =1 - o(|lne|=2). Consequently using (83) we get F(v, B(z,,r)) >
di;m(1—p)| Ine|—O(1). Then F(v) > 7b?*(1—p)d|Ine|+m(1—b%)(1—p)d;, | Ine|—O(1).

From (95) we obtain

db?|Ine| + O(In|Inel) > b*(1 — p)d|Ine| + (1 — b*)(1 — p)|Ine| — O(1).

1—b2
The last esti;nate implies p > Pdri_ + o(1) which is in contradiction with
1-9
< —— for € > 0 sufficiently small. O
M= 9Dy +1) Y
Definition 51. e For i € J,we let y; € § - Z* be the unique point s.t. z; €

B(y;,6/2). Since dist(z;,w.) < /€ for all 4, y; is well defined.

e We denote also J C J, a set of indices s.t. Uie, B(zi, 1) C Uyc 7B(yr, 209)
and for k,l € J s.t. k # | we have yj, # y;. We then let for k € J, Jj, == {i €
Ju | zi € B(yk, 2X9)}.
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e We may also select "good indices" in order to get well separated centers yy’s.
Using Lemma 48 with P = 17,1 = §, there exists a set ) # J®) J, and a
number s € {1,17, ..., 17¢274(Ju)=1} [dependent on €] s.t.

Upe 7 B(yr,0) C Ukeﬂy)B(yk, f<a(5) and for k,1 € J® with k # [ we have |ys—yi| > 16x4.

We denote, for k € JW), dj, := deg@B(yk mi)( v).

e There exists also {J; |k € J®}, a partition of J, with non empty sets [de-
pendent on ¢, s.t.

B(2,6/2) C B(yy,K0) <= i € Jj, for k € JW.
We are going to prove that J = J, and for all k € JW we have J = Ji.

Proposition 52. Assume (97), for ¢ > 0 sufficiently small, if J, # 0 then d; = 1
foralli e J,.

Proof. We argue by contradiction and we assume the existence of a subsequence [still
denoted by € = ¢, | 0] s.t. for all e there exits ig € J, s.t. d;, > 2.

From Corollary 47.2 applied in B(yk,2A0) \ U, j, B(zi,7)

[ e = X5 v
- (0% v v
2 Ja, -

B(yk,2X0)\ Uie T (szr)

keJ
> 2 2 27
> 7b EZdlln<T) 0(1)
keJi€Jy
pY)
> gb? | 1 d; 1(—)— 1).
> 7 +i§ n( =) -0

We then get F'(v) > wb?(d|lne| + |Inr]) + O(|In(\d)]). Since |Ine| = O(|Inr|) and
[In(AS)| + Inhex = o[ Ingl), this estimate is in contradiction with (95) for sufficiently
small €. O

Proposition 53. Assume p satisfies (97) and J, # 0. Then for sufficiently small
In hex

Vhex
The proof of the proposition uses the following obvious lemma whose proof is left
to the reader.
Lemma 54. (1) Let N € N*, D € NV and for k € {1,..., N} let N, € N* and
d®) e NNk pe s.t. Dy, = Z d(-k). Then we have
N Ny
Z ZESIW
k=1 i=1
Moreover the equality holds if and only if for all k € {1,...,N} and for all
i€ {l,..., Ny} we have dgk) € {0, Dy}

e > 0 we have dist(z,A) <

2) Let N,d € N* and denote Eg := min D?2. Then we have for
(2) ¢ DENN, 3" Dy= dz F f

DeNY st Dy =d

> D} =Es<= D e {|d/N];[d/N]}".
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Proof of Proposition 53. We argue by contradiction and we assume the existence of
In hex

Vv hCX
Then there exists 7 > 0 [independent of €] s.t. hex&o(2i,) > —hex||éollL>() +
4n(In hex)?. Consequently: —27hex S &o(2i) < 2mdhex||€ol| Lo () — 4n(In hex)?.
From (92) we get [for small ¢]

F(’U) < 27Tdhex”§0”L°°(Q) — 37’](1D hex)2
[Hyp. (3)] < 7d|lne| — 2n(In hey)?.
Using (82) we get

a subsequence [still denoted by € = ¢,, | 0] and iy € J, s.t. dist(z;y, A) >

1
(98) 5/ o| Vo> < dr [b°[Inr| + (1 — 5%)[In(A6)[] — n(In hex)?.
Q.
We let x := 10max, ; dist(yx, A) and for p € A, D), := degyp(, (), Jp = {k €
Y) |yx € B(p,x)}. For a latter use we claim that x > In(hex)/v/iex and then
(99) M lny|/x — 0.

We have [see Definition 51 for notation]

1
5/ a|Vol?

> Z / a|Vv|2+Z / alVul? +
ke B(yk,2>\6)\uIE T B(z;,r) B(y1,0/3)\B(yk,2X0)
1
(100)  +> = / a|Vol? + —/ a| Vol
peA B(p:x)\Uke sp, B(yx,£9) 2 QN\UpeaB(p,x)
It is clear that, for k € .J, we may use Corollary 47.2 in B(yx, 2)A5) \ UzEJkB(Z“ r) in

order to get

(101) > s /B

keJ

a|Vv|? > bdrIn </\—6) +0O(1).
(Y, 22A0)\U, ¢ 5, B(zi,7) r

Let k € J, from (25) and Proposition 46.2 we obtain

1

o) o f

2 JB(yi.6/3)\Blun.229)

Let p € A be s.t. D, # 0, Corollary 47.1 gives

1 ~
—/ alVol> > 7 Z d? n (X) +O(1).
2 B(p,x)\Urkesp B(yr,x0) keJ, 0

a|Vv|2 > mdegyp(y,,209) (v)2| In A+ O(1).

From Propositions 30&31&49 [with (99)] we deduce

1
_/ o[ Vo2 > 73" D2ln x|+ O(1).
2 Q\UPEAB(P;X) pEA

From Lemma 54.1 we have d < 37, 7 degap(y, 226 (0)* <3 pen > ked, d; < > pea Di
Then we get

1

5/ o|Vo? > dr [b?|Inr| + (1 — b%)[In(A)[] + O(1).
Q.

This estimate is in contradiction with (98) for sufficiently small e. 0
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Proposition 55. Assume u satisfies (97) and let e = &, L 0 be a sequence.
(1) If Card(J,) > 2 then for € > 0 sufficiently small and for i # j, |z; — zj| >
ok 10 hex.
(2) For e > 0 sufficiently small we have for p € A, deg,,

{[d/No]; [d/Nol}-

The proof of Proposition 55 is postponed to Appendix I.

Since Adhex — 0, Proposition 55 implies that each cell of period contains at most
a disc B(z;,r) with i € J,,.

Following the argument in [6] [proof of the third part in Proposition 3.6, see Ap-
pendix D-Section 4.5, we may refined Proposition 50.2.

(e e (V) €

Proposition 56. Assume u satisfies (97), then there is 1, > 0 depending only on
w and b s.t. forie J, we have B(z;, 21y pA0) C we.

Corollary 57. Assume p satisfies (97). Then we have

1
(103) / Vol + 5 (1= [o*)? = O(| In(A9)]).
Q\Uies, B(2:,A252) €
Moreover
(104) 0] = 1+ o(1) in Q\ Uie, Bz, 2A%5%).
Proof. We have
b4

1
Vol + = (1 o) < F(v) = Y F(v, B(zi,A?6%)).
4 Q\Uie s, B(2:,2262) e? Zez]:u

For i € J,, from Corollary 46.2 :

b2

— V]2 + F(v, B(z;,7))
2 JB(z: N262\B(eir)

> 26w In(AS) + b|Ine| + O(1).

Since, by Proposition 55, the discs B(z;, A\2§?) are pairwise disjoint, we obtain with
(95):

F(v, B(z;,\%6%)) >

4

z Vol + 551~ [oP)? < O ().
4 Q\Uic, B(2:,2262) €

This estimate is equivalent to (103).

We are going to prove (104). We argue by contradiction and we assume the
existence of an extraction still denoted ¢ = ¢, | 0, t € (0,1) and (z,)n C Q\
Uies, B(zi, 2A26%) s.t. |ve, (zn)| < t.

By Proposition 40, there exists C; > 0 s.t. for sufficiently large n:

1
(105) / Ve, P+ o (1o, 2)? > CilIney ],
B(zn,v/z,)NQ €n
Moreover, for n sufficiently large to get /£, < A?6%, we have [B(zn,/z,) N C
Q\ Uie, B(zi, A26%). This inclusion is in contradiction with (103) and (105). O

Zi — Yi
Ad
s.t. z; € B(yi, Ad). Moreover, up to consider an extraction, we may assume that, for

i € J,, there exits 20 € w s.t. 2; — 22,
We start with the following proposition.

From Proposition 56, for ¢ € J,, we have 2; := € w where y; € 0Z? is
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Proposition 58. We have the following sharp lower bound:
Fw,A) > hZJo+dMg[—hex+ HL ]+ Z1(d) Inhex + ZLo(d) +
+ ) WMO(E)) — min W] 4 [Wy(D) — W] + o(1)
i€J,
where Wq = mina, W, is defined in (72) and

(106) Wa(D) := W2 (p,D) + > Cpp, + V[{pp)]
pEA

where forp € A, D € N*, C,, p is defined in (65), Cpo :=0 and V[C(p,D)] 1s defined
i Proposition 17.

We split the proof of Proposition 58 in several lemmas.
The first step is the following lemma consisting in a "macroscopic/mesoscopic"
version of Proposition 58.

Lemma 59. Let p = |[v| and w =v/p in Q\ Uies, B(yi,d/3) . We then have

1
—/ ap?|Vw* > dr|In(6/3)| — = E E In|z — 2| +
2 QN\Uie, B(vi,d/3) pEA ijEJ,

Dy>2 i

Wmacro( D) + 0(1)

Proof. On the one hand, from Proposition 53 and letting x := hex!* we have [v] >1/2
in Q\ UpeaB(p, x). Then, from Proposition 49, we have

1
(107) —/ alVul> > 73 D2|Iny| + Wx(p, D) + o(1).
Q\UPEAB(PJ() pEA

On the other hand, from Proposition 55, if Card(.J,) > 2 then, for ¢,j € J, with
i # j, we have |y; — y;| > hol In(hex) — 2X6.
Consequently, if D, = degaB(WK2 (v) # 0 [nq is defined in (63)], letting J, := {i €

Ju | Zi € B(pa 779)}) Dp = B(PaX) \ UiEJpB(yi7hC_X1)a
2. Bp) - D=B01)
T—p ,
X

xT —

b=v0d ' ad=aod ! D, :=d(D,) and §j; := B(y;) for y; € B(p, x), then we may
apply Proposition 49. ertmg (¥p,1) :=={(9:,1) |7 € Jp}, Proposition 49 gives:

1 1
108) 5 [ alVel =3 [ GIVOP 2 Dy In(che) + WES (5, 1)+ 0l1)
D, Dy

where W5*g° is the macroscopic renormalized energy in the unit disc D with D,
D>
points.
From Proposition 1 in [13] we have

Wmdcm(y;), 1)=—= Z []n |9; — §j] —In|1 — QlEJH + Z In(1 — |gz|2)
i€y i€ Jp
i#]
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. y . e e
Using Proposition 53, we get for ¢ € J,, |§;| < ————— = o(1) and then
X
(109) WBG° (¥, 1) = =7 > Inlyi —y;| = 7(D} = Dp)[In x| + o(1).
i€
i#£]
For i € J,, we let Z; := B(y;, ha;!) \ B(yi,0/3). With Proposition 46.1 we obtain
1
(110) —/ a|Vu|? > 7| In (6hex/3) |.
2 Ja,
By combining (107), (108), (109) and (110) the result is proved. O

The second step is a "microscopic" version of Proposition 58.
Lemma 60. Ifr <7 < \262, then :

> F(v, %) > dr (|In(3N)] + b2 In(AS/7)]) + Y W™°(£0) + o(1)

=n =h
where, fori € J,, X; == B(y;,0/3) \ B(z,T).
Proof. We first note that in order to prove Lemma 60 [up to replace v by v| we may
assume p = |v| < 1. We may also assume

(1) S Fo,. %) = O n(23)
i€,
since in the contrary case there is nothing to prove.

Fix i € J, and let v, be a minimizer of F.(-,%;) in H'(%;,C) with the Dirichlet
boundary condition trgg, () = trae, (v). Note that such minimizers exist and we have
F.(ve, %Z;) < F.(v,2;) = O(|In(\d))).

The key ingredient consists in noting that since v, is a minimizer of a weighted
Ginzburg-Landau type energy we may thus use a sharp interior n-ellipticity result.
Namely, following the strategy of [9] to prove Lemma 1 [see Appendix C in [9]], by
using the first part of the proof [the interior argument which does not required any
information on trag, (v4)], we get

(112) py = |ve] > 1=0O(/|In(X0)|/|Ing]) in Z; := B(y;,8/3—e )\ B(z;, 7 + e1/4).

Write in Zi: vy = PxWy where wy € Hl(,@, Sh.
Note that by (2) [namely |In(\d)| = O(In|Ine|)] we have |In(A\)|?/|Ine| = o(1)
and then from (111) & (112) [and aslo p, < 1] we have

/~ ap?|Vw,|? :/~ | Vwy|? + o(1).

We then immediately get:

F(v,%;) > F (v, %;) > l/ al|Vw|? +o(1) > inf 1/ alVi|* 4+ o(1).
2 )%, weH (%:,5") 2 J,

deg(w)=1
It suffices now to claim that from (70) we have
1 .
= / a| Vo[* =7 (| In(3N)] + b%| In(AS /7)) + W™(20) + o(1)
Ri

inf
GEH (%;,5") 2
deg(w)=1



40 MICKAEL DOS SANTOS

in order to get F(v,%;) > m (|In(3\)] + b%| In(A6/7)[) + W™icro(20) + o(1). By sum-
ming these lower bounds we get the result. O

Lemma 61. There exits r = 0(A\?6?%) s.t. fori € J, we have
Flu, B(zi,f)] > b [wIn(7/e) +1nb + ] + o(1).
Proof. We first note that we have
(113) Y Flv,B(2:,\*6*) \ B(z;,7)] < db*m In(X*6% /1) + 21 (d) In hey + O(1).
=

The above estimate is proved by contradiction and assuming the existences of an
extraction [still denoted by € = &, | 0] and of a sequence R,, T 0o s.t.

> Flv, B(2i,A%6%) \ B(zi,1)] > db’mIn(\26°/r) + Z1(d) In hex + Ron.
i€y

From (83) we get

> Flv, B(zi, A26%)] > db’mIn(\>6° /¢) + Z1(d) In hex + R + O(1).
=y
Using Lemmas 59 and 60 we get an estimate which contradicts (95).
By a classical argument, for sufficiently small ¢, there exists /1 < 7 < r'/% s.t. for
1€ Jy

b 4.2 (d) In hey + O(1
N e
2 JoB(zi,7) |In7|

Arguing as in the proof of Proposition 42 [Step 3 in Appendix G] it is clear that we
may assume |v| > 1 — |Ine|~? on dB(z;,7) for i € J,,.

We now define for i € J,,, p; := trop(.,.») (|[v]), wi == trop, 7 (v/|v]). We immedi-
ately get

T 9 T , b2

= [Vw;|* =71+ 0(1), Vil + —(1 —p)? =o0(1).

2 JoB(z.7) 2 JoB(z,7)

On the other hand, since deg(w;) = 1, there exists ¢; = ¢;. € H((0,27),R) s.t.
$:(0) = ¢;(2m) € [0,27) and w; (z; + Fe'?) = e O+ (0D A direct calculation gives:

2 2w
e N A AL
OB(z;,T) 0 0

The last equalities imply ¢, — 0 in L?(0,2n) and then ¢; — ¢;(0) — 0 in L?(0, 27).
Hence, up to pass to a subsequence, we get the existence of 6; € [0,2n] s.t. ¢; — 6;
in H(0,27).

We now define w; € H'(B(z;,27) \ B(zi,7),S') by

) ) ; 97 _
Wiz + se') = etl0Hoitse ) with (2 + se'?) = [¢i(0) — 0;] —— + 6.

A direct calculation gives fB(Zi,Q’F)\m |V¢i|?> = o(1) and then

1 1 -

—/ |Vig)? = —/ |V [0+ (zi4s5¢9)]|2+0(1) = wIn(2)+o(1).

2 /B2, 200\BGiF) 2 ) Bz 20\ B(zrF)

oh s sn
Let fi € H'[B(z;,27)\B(z,7), R*] be s.t. gi(zi+se?) := pi(zi+7e?)——o 4 2T
T T
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We then have F[p;, B(z;,27) \ B(z;,7)] = o(1). Consequently, letting v; := p;w; €
H'[B(2;,27) \ B(z;,7),C] we have
b2
s vl ).
2 JB(z,2\BGir)
v; in B(z;,27) \ B(z;,T)
v in B(z;,7) .
It is clear that u;(z; + 27e*?) = e*ie®® and then, using Lemma IX.1 in [4], we get
Flui, B(z;,27)] > b*[rIn(27/e) +~ + wInb] + o(1).

F[’Ui, B(Zi, 27:) \ B(Zi, f)] =

In order to conclude we let u; := {

The last estimate ends the proof of the lemma. O

Proof of Proposition 58. From the three previous lemmas we have

F(v) > dr[b*|lnel+ (1 -] =7 > Y Infz — 2]+

pEA i,jEJTp
Dp>2 i
(114) AW (p, D) + Y WMO(20) + db? [ Inb + 4] + o(1).
i€Jy
On the other hand, with Corollary 24 [estimate (47)] we get
(115) Flv,A) > h2 Jo + 2mhey Z &o(zi) + F(v) + f/[c(p,D)] +o(1)
€T,

where ((p p) is defined in Proposition 16.
From Proposition 36 [estimate (64)], for p € A s.t. D, > 2, we have:
(116)

™ Pex
-7 E 1n|zz—zj|—|—2ﬂ'hcxg [€o(zi) E(Dz_DPMn(D_)_FOPva_"O(l)'
i,J€Jp p
i#j

By combining (114), (115) and (116) [and also {; < 0] we obtain
Fv,A) > h2Jo+dr [b*|Ine+ (1= b%)[In(AS)|] — 2mdhex|€oll L) +

™ hex macr:
—|—§ |:(D§—Dp)1n (D_) +Op7Dp:| W ac O( D)"’
pEA p
Dp>2
(117) + ) W (50) + V(o) + dbP [ Inb + 4] + o(1).
i€y

It suffices to see that, since D € Ay, from the definition of .%; (d) we have

g > (D} - Dy)n (%Z) = Z(d)In hey + g > (D, — D2)In(Dy)

peEA pEA
D,p>2

in order to deduce from (117) that
Flo,4) = h2Jo+dr [~2hexlléoll oy + b2 Inel + (1 — 3) [ In(AD)[] +
A () Inhex + Y W) + Wa(D) +

i€Jy

+g 3 (Dy — D2)In(Dy) + db[rInb + 7] + o(1)
peEA
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where Wy(D) is defined in (106). This estimate with the definition of H? and Wy
[see (72)&(75)&(76)] ends the proof of the proposition. O

10. THE FIRST CRITICAL FIELD AND THE LOCATION OF THE VORTICITY DEFECTS

We assume that A, §, hey satisfy (2) and (3) for some K > 0 independent of £. We
assume also (4). We consider a sequence € = ¢, | 0.

As in the previous section we focus on sequences of quasi-minimizers of F. For
simplicity we write (v, A) instead of (v, Ac). We assume that (17)&(77) holds and
since (17)&(77) are gauge invariant we may also assume that (v, A) is in the Coulomb
gauge.

From above results, for a fixed p > 0 sufficiently small [satisfying (97)] and for
e > 0 sufficiently small, there exists a [finite] set Z C Q, depending on & and possibly
empty s.t. letting d := Card(Z) [we write Z = {z1, ..., 22}

e If d =0, then |v| > 1/2 in Q.
o If d > 0, then |2; — 2| 2 hod Inhex if 4 # j, |[v] > 1/2 in Q\ UL, B(zi, ")
and degaB(zysu)(v) =1lforzeZ.
Moreover d = O(1). Then if needed, up to pass to a subsequence, we may assume
that d is independent of ¢.

By combining Corollary 14, Propositions 36, 39, 55 and 58 we get the following

corollary.

Corollary 62. Assume \, 6, hex satisfy (2) and (3) for some K > 0 independent of
e. Let e = ¢, 1 0 and and let ((ve, Ac))e C A be a sequence satisfying (17)&(77).
Assume that d is independent of €. Without loss of generality we may assume that
(ve, Ac) is in the Coulomb gauge. We have
(118)  F(ve, Ac) = h2 Jo + dMgq [—hex + HL | + Z1(d) In hex + Zo(d) + o(1).
Moreover, if d # 0 then:
o We have D € Ay [see (71)] and D minimises Wy in Ag where Wy is defined

in (106).
o Forp e A st. D, >0 and i € Jp, we denote z; := (z; — p)\/Dp/hex and
Z, = {Zi|i € Jp}. Then, up to pass to a subsequence, z, converges to a

minimizer of W5 defined in (66).
o Fori € {1,...,d}, we write 2; :== (z; — y;)/(\)) € w where y; € 572 is s.t.
z; € B(yi, Ad). Then, up to pass to a subsequence, 2; converges to a minimizer

Of Wmicro.

For a further use, we claim that for dg > 0, from Proposition 39, there exits a
configuration (v°, A%) € J# which is in the Coulomb gauge s.t.

(119)  F(v°, A%) — h2 Jo = doMq [~hex + HY | + L1 (do) In hey + ZLa(do) + o(1).
Recall that, from Lemma 37, for d # 0, we have d € {1,...,Np} if and only if

Z1(d) = 0 and %(d) = Wy. For further use we state another lemma whose proof is
left to the reader:

Lemma 63. For 0 <d < d we let :
(1) A((il) — L(d+1)—A(d) T { d J

Mq Mgq LNy

o . 4ald) - Al G k
(2) Agrg = E\/[Q(d’ _ Clg) - Mq(d' —d) Z {_J
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2 ZQ(d"’ 1) —ZQ(d) 2 WdJrl —Wd
0ifd<Ny—1

| g [ [ )+ - ]

_ ) - 5(d) Wi —Wa

thus, if d' < Ny, then A = & 774
MQ(d/ — d) us, 4 d" < No, then d’,d MQ(d/ — d)

2
(4) &Yy
By using (118) and (119) we easily get the following corollary.

Corollary 64. Lete =€, [0, A, 0, hex and ((ve, Ac))e C F be as in Corollary 62.
Assume that d is independent of €. Then we have for d’' > d

hex < HY, +Ad, 'y X 1nheX+Ad, d+o(1)
Then, letting x be s.t. hex = HY (1+x) [x = o(1) from (3)/, we have thus

(120) hex < HY + ALy x I HY + A +o(1).
Ifd > d >0 then
(121) hex > HY + AL, x I HY + AL), +o(1).

We are now in position to give an asymptotic value for the first critical field. Indeed
with Corollary 64 [(120) with d = 0&d’ € {1, ..., No} and (121) with d > 1&d’ = 0].
Recall that we write, for z € R, [z]* = max(x,0) and [z]~ = min(z,0)

Corollary 65. Denote H., := H? + mingeg K‘;. Let {(ve, 4:)]0 < e <

1} C HZ be a family of quasi-minimizers satisfying (17).
(1) If for sufficiently small € we have d = 0 then [hex — He,|T — 0.
(2) If for sufficiently small € we have d > 0 then [hex — He,]~ — 0.

Proof. The corollary is a direct consequence of Corollary 64 taking d’ € {1,..., No}
which minimizes AJ)) = Wy /(Mad') in (120) for the first assertion and d’ = 0 in
(121) for the second. O

10.1. Secondary critical fields for d € {1,...,No}. If Ng = 1, if hey is near H,
and if d > 0, then it is standard to prove that d = 1. If Ny > 2 and d € {1, ..., Ny},
then the situation is more involved: we have no a priori sharp informations about the
number of vorticity defects and their [macroscopic| location. The goal of this section
is to get such informations.

10.1.1. Preliminaries. Note that for 0 < d < d’ < Ny we have Ad, a=0 and Ad, 4=
Wa — Wy
Mq(d' —d)’

Rephrasing Corollary 64 for d,d’ € {0, ..., No} we have the following key lemma.

Lemma 66. Letc =¢, [ 0, A, J, hex and ((ve, Ac))e C I be as in Corollary 62.
Assume Card(Z) = d is independent of e then the following properties hold:

(1) If 0 < d < d then, letting Wo := 0, we have hex > H? + 7]\12};(;1/\};) +o(1).
In particular taking d' =0 we get hex > HY + Wa +o(1).

Md
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Wa —Wa

(2) Ifd<N0 and d < d < Ny then hchHcol +W—d)

(3) If No > 2, No>d' >d>1 then
Wd/ Wd/ —Wd Wd Wd' Wd/ Wd/ _Wd Wd Wd/
d’ < d—d ¢>7< a7 and 7 > d—d <:>7> 7

(4) If Ng > 2 and Ng > d' > d > 1 then

Wy B Wa — Wy Wy B Wy
I d—d 4 @
(5) If No > 2 and 0 < d < d' < d’ < Ny then we have the following convex
combination

War =Wy d" —d Wy — Wy d —dWy — Wy

d/l_d _dll_d dl/_d/ +dl/_d dl_d

Wd// - Wd . Wd// —_ Wd/ Wd/ —_ Wd
o —d is between 7 —d and 7 —d

Consequenlty

Proof. The two first assertions are obtained with Corollary 64. The remaining part
of the lemma consists in basic calculations. O

10.1.2. First step in the definition of the critical fields. Assume Ny > 2. We are going
to define some energetic levels [in term of Wy related with the number of vorticity
defects and their [macroscopic] location.

Wa — Wax
We denote df := 0, .71 := {1, ..., No}, " := minge o, % = minge %,
)

St ={d € S| Wa/d= 47} and @1 := {D € Ay|d € . and D minimizes W,}.
We let also df := max.#; and 25 := 21 N Ags.

If df = Ny we are going to prove that for hex > H., + o(1) [but hex not too large|,
then there is exactly one vorticity defect close to each point of A. In the contrary
case [1 < df < Np], then there are other critical fields which govern the number of
vorticity defects.

If df < Ny, then %% = {df + 1,....,No} # 0. For d € % we let H5(d) =
Wd B Wd{ * 3 * * * *
=4 Sy i={d € S| H(d) = ming, A}, ds = max 5 and 5" = JHa(d3).

We denote 5 := {D € Ay|d € %) and D minimizes Wy} and 25 := P, N Aag.

We claim that for d € . we have Wg/d > Wd;/d{. Then, with Lemma 66.3, we

get J#5(d) > Wy /d}. In particular

Wa; —War  Wa:
122 t%/7‘(: 2 1 1
122 ST R A

:f%l*'

If d5 = Ny then we stop the construction. In the contrary case, for d € .5 =
{d5+1,...,No} # 0 we have J#a(d) > JH2(d3).

We continue the iterative construction. For k > 2, assume that we have 1 < dj_; <
dy < No, we let Spqq :={d} +1,..., No} # 0 and we assume that for d € .S}1:

Wa=Wa; | Way —Wa;_

12 d) = L — %>,
(12 ) = g > e
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Wd — Wd;

For d € .#41 we let Hpq1(d) := Tt
— O

S = {d € Sht1| Hi+1(d) = 1min «/"5/1@+1} ;

k+1
dji = max. 77 and J) = Ky (diy).
We define also

D1 :={D|D € Ay, d € Z; and D minimizes Wy} and Z;, := P41 N Ag=

k41’

From (123) we have
Wag , =Way , Way =Way_

* * * *
dk+1 - dkfl dk - dkfl

(124) i) = Sy
Then, from Lemma 66.5 with d = d;_,, d’ = dj; and d"” = dj, ,, we get that £} (d} )
is between ;" and %}, ;. Consequently, with (124) we get

(125) A > A

We stop the construction at Step L s.t. d7 = Np. Since 1 < d < dj, , < Np, it is
clear that a such L exists and 1 < L < Nj.

We then have two possibilities: L = 1 or L € {2,...,No}. If L > 2 then, for
ke {1,..,L —1}, (125) holds. We also claim that (1,...,1) € 2.

Lemma 67. Let k € {1,...,L}, assume that df —d}_; > 2 and fix df_, < d < dj.
We have

Wd; — Wd
di—d
Moreover, if d ¢ .}, then

< HF < Wi _WdZ*I
ST d-d

Wa: —Wa < < Wd—Wd;ﬂ'
di—d d—df_,

Waq — Wd; . Wae — Wy
Proof. From Lemma 66.5, %,* is between ————— and —*———. On the
T, M T
Wa — War
other hand, from the definition of d, J* < W*H Clearly the first part of
T %k—1
* L) * Wd - Wd271
the lemma holds. If d ¢ /7 then, by definition, J£* < = O
k—1
10.1.3. Main result. For k € {1,..., L} we let
t/ﬂi/*
126 k= HO 4 Tk
( ) k c1 + MQ
and we let also
(127) K = HO + AR x I HO + AR,

Recall that the .7 *’s are defined in Section 10.1.2 and Ag\l,z&Ag\?z in Lemma 63. Note
that H,, =K{".
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Proposition 68. Assume that (5) holds and X, 6, hex, K satisfy (2), (3) and (4).
Let {(ve, Ac)|0 < e < 1} C S be a family satisfying (17)&(77) which is in the
Coulomb gauge. Assume d. = Card(Z.) € {1, ..., No}.
We denote D = (D1, ..., Dn,) with Dy = deggp(p, 4oy (V) 10 is defined in (63)].

(1) Assume L = 1. For sufficiently small € > 0 we have D € 2.

Moreover, if € = €, | 0 is a sequence s.t. d. is independent of € and

+

de # No fi.e. D #(1,...,1)] then [hex —X{"] " — 0.

(2) Assume L > 2. For ke {1,...,L —1}, ifdj_, < d. < dj for small € or for a

sequence indexed by € =€, | 0, then
- +
(128) [hex —K"] =0 and [hex — K] — 0.

Moreover, for sufficiently small e, D € Py. And if D € Qp \ D} [i.e. df_, <
d. < dj[ then

+
(129) [hex —%{7] " — 0.
(8) If &, < d. <dj = Ny for small € or for a sequence indexed by ¢ = &, | 0,
then
- +
(130) [hesx K] =0 and [hex — k(™| = 0.
Moreover, for sufficiently smalle, D € 91,. Andifd. < Ny [i.,e D #£ (1,...,1)]
then
+
(131) [hex =] — 0.

In particular, for sufficiently small e, we have D € UL, 9.

Proof. We prove the first item arguing by contradiction. First note that if Ny = 1 then
there is nothing to prove. Assume thus Ng > 2& L =1 and let {(v., A:) |0 <e < 1}
be as in the proposition. Assume there exists ¢ = ¢, | 0 s.t. D ¢ %;. Up to pass to
a subsequence we may assume that D is independent of .

From Corollary 62, for sufficiently small ¢, D minimizes W, and then, from the def-
inition of 21, we get d ¢ .#;*. Consequently Wy, /No < Wg/d and thus, from Lemma
66.2&66.3 [with d’ = Np|, we get the existence of ¢ > 0 s.t. hex < H., —t. This last
estimate is in contradiction with Corollary 65.2. Thus D € 2, for sufficiently small
e. The rest of the first assertion is a direct consequence of d € .5\ { Ny} and Lemma
66.28&66.4 [with d’ = Np).

We now prove the second assertion. Assume L > 2. For k € {1,...,L — 1}, if
dy_, < d < dj, then, from Lemma 66.1 [with d' = dj_,] and Lemma 66.2 [with
d' = di ], we get

(132) Wi =W, Fo(1) < hex — HY < Wy, =W +o(1)
) ex — Hp < —H1——— 4 0(1).
Mq(d —dj_,) B ' Mo(dy, —d)
Wy — Wy
From the definition of df we have £* < ﬁ*k’l and then the lower bound in
—ap_

(132) gives the first convergence in (128).
On the other hand, if d = dj, then, from the definition of % |, the upper bound
in (132) gives the second convergence in (128).
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It d # d*, using L 66.5 [with d < df < df btain that s 1V
# dj, using Lemma 66.5 [wi < dj; < di ] we obtain tha m
War —Wa War = Wa
——— and J’ ;. But, from Lemma 67, we get ———— < J;*.
dr —d dr —d

is between

*
dk+1

- Wy
Gy —d
the upper bound of (132) gives the second convergence in (128).

We now demonstrate that, for sufficiently small e, D € &y arguing by contradiction.
We assume the existence of sequence ¢ = ¢, | 0 st. df_; < d < dj with k €
{1,...,L — 1}, D is independent of ¢ and D ¢ Z;. From Corollary 62, D minimizes
Wy and then, from the definition of %y, we get d ¢ 7 [then d < df].

On the one hand, with Lemma 66.1 [with d' = d}_,] and Lemma 66.2 [with d’ = d}]
we have

Since from (125) we have 2%, > J,*, we obtain < % 1. Therefore

Wd - Wd; 1 Wd — Wd*
——— + (1 ghx—Hggik—i—ol
Ma(d —dj_;) (1) < e ' Mo(d - dy) @
. Wd — Wy Wd - WdL1 .
On the other hand, with Lemma 67, we have P . This
d—dj d—dj_,

inequality gives a contradiction.
Lemma 66.2 [with d’ = d}]| and Lemma 67 give immediately (129).

We now treat the last item of the proposition and we assume dj _; < d < dj = Np.
From (121) |with d' = dj _,| we get hex — HY > A?ZI* + o(1). On the other hand,
]
from the definition of 27", we get

0 - XL
(133) hex — HE, = T +o(1).
Before ending the proof of (130) we prove that (131) holds and, for sufficiently small
g, D € 9;. Assume that there exists ¢ = &, | 0 s.t. D is independent of ¢ and
dj_, <d < Np.
From Lemma 66.2 [with d’ = Ny| we have

0 W, — Wy
(134) hex = HE, < g0
Using (133) with (134) we get #7* < Wy, — Wa)/(No—d). Lemma 67 [with d} | <
d < No| gives W, — Wa)/(No —d) < #;. Therefore, Wy, — Wa)/(No —d) =
and then by combining (133) and (134) we deduce that, if for some sequence ¢ = &, }. 0
we have dj _; < d < Ny, then (131) holds.
Arguing as above, [using (119) with dy = Np|, one may prove that for sufficiently
small € we have d € 7 and thus D € 7.
We complete the proof of (130). Assume that hey is sufficiently large in order to
have d = Ny [here we used (131)]. It suffices to use (120) [with d = Ny and d' = Ny+1]
in order to get the remaining part of (130).

+o(1).

O

10.2. Secondary critical fields for d > Ny + 1. The case d > Ny + 1 is easier to
handle than the case 1 < d < Nj.
For k € N*, we let

K'Y = HO + AV, xmHY + A,
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where Ag\}z +k&A§\2,[)) 4 are defined in Lemma 63. We have the following proposition.
Proposition 69. Assume that (5) holds and X\, 6, hex, K satisfy (2), (3) and (4).
Let {(ve, Ac)|0 < e < 1} C S be a family satisfying (17)&(77) which is in the
Coulomb gauge.
Let k € N*. If for a sequence € = €, | 0 we have d. = Ny + k then

[hex =] =0 and [he —x3] " = 0.

Proof. The proposition is a direct consequence of (120) [with d = Ny + k and d’ =
No+ k+1] and (121) [with d = No + k and d' = No + k — 1].
O

APPENDIX A. PROOF OF ESTIMATE (26)

Consider a conformal mapping ® : D — Q. From a result of Painlevé [see Footnote
4 page 9], the maps ® and ®~! may be extended in Q and D by smooth maps. Then
there exists Cy, > 1 s.t.

(135) V| oo ), [V Lo () < Ch.

Write a. := a. o ® and U. := U. o ®. Since the function U, is a minimizers of EE, the
analog of E. in D, U, is a solution of

- U _ - )
—AU = w€—2(a§ —|U]?) inD
0,U =0 on S?
with w = Jac @ is the Jacobian of ®.
Define V. : B(0,2) — [b2,1] by
U.(z ifzeD
V)= {00 .
Ue(z/|z|?) itz e B(0,2)\D
Then —AV, = —AU. in D and —AV.(z) = —|z| *AU.(z/|z|?>) in B(0,2)\ D. Thus
V. € H*(B(0,2),C).
First note that if r < e, then (26) is given by (24).

Let r > e and zp € Q be s.t. dist(zg, Ow:) > r. Let n := a.(z9) — V2 in B(zo,r/2).
From Lemma A.1 in [3] and (25) we get for € B(zo,7/4) :

4
IVVz(2)]* = |[Vn(a)]? C (|‘A77||L°°(B(wo,r/2)) + T_2||77||L°°(B(mo,r/2))) 1] oo (B(z0,r/2))

IN

Ce— %

g2
In the previous estimate the constants are independent of €, 7 and xg. From (135) we
then get (26).

APPENDIX B. PROOF OF THEOREM 5

Assume that (5) holds and ), §, hex, K satisfy (2), (3) and §?|Ing| < 1.
Consider a family of configurations {(ve, A:) |0 < € < 1} C 4 which is in the
Coulomb gauge and s.t.

F(ue, Ag) < in%jf]:—k O(ln|lnegl).

We drop the subscript €. From Lemma 12, we may consider 4, € H'(Q,R?) s.t.
(v, A,) is in the Coulomb gauge and (39) holds.
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We then have
(136) Flv,Ay) < F(v,A) < in%f]:-i- O(Iln|lng|) = O(RZ).

Proposition 10 gives the existence of C,eo > 0 [independent of €] s.t., for € < €¢, there
exists a family of disjoint disks {B; |i € J} with B; = B(a;,r;) satisfying :

(1) {lv] <1—|Ing|™2} C UB;

(2) i < |Ing|710,

(3) writing p = |v| and v = pe'? we have

(31) l/ P*|Vp — A2 + |curl(A) — hex|* > 7|d;|(|Ing] — C'ln|Inel),

2
where d; = degyp, (v) if B; C Q and 0 otherwise.

From now on, the notation C' stands for a positive constant independent of € whose
value may change from one line to another.
B.1. A substitution lemma. As in [15], we first state a substitution lemma.
Lemma 70. There exists (0, /i) € S which is in the Coulomb gauge and s.t., writing,
p=|v], v=pe and p = |3|, D = pe*? we have

(1) (9, A) satisfies (39) and p <1,

(2) p=1and p=¢ in Q\ UB;,

(3) 10(V = 4) = 5V ~ )30y = 0(1),

(4) |lcurl(4,) — curl(A)H%Q(Q) < C|lne|72,

(5) F(0,A) < Fv, Ay) + o(1).

Lemma 70 is proved in [15] [Lemma 1] for « = 1. The adaptation to our case is

presented below.

Proof of Lemma 70. The proof of the lemma follows the same lines than in [15].
We define a continuous function x. = x : [0,1] — [0, 1] by letting
x(z)=2 #H0<2x<1/2
x(z)=1 ifz>1—|lne[™2
x is affine if 1/2< 2 <1—|lng|™2

We then let ¢ := @v € H'(Q,C) and we let A = A given by Lemma 12. Letting
p

h = curl(A) we then get

(137) — Vth = a(id) - (Vi —140).
Exactly as in [15] we have
(138) [0 AVY =8 AVB||F20) < C|Ine| %

As in [15], from (7), (39) and (137) we obtain PDE of the second order satisfied by
A and A.
By considering the difference of these PDE we get
(139) —A(A—-A)+a(A-A) =a(@BAVI—vAVV)+a(l—p)A+a(l - A
C
From (20), (136) and (138), the RHS of (139) is bounded in L?(Q2) by ek
n
Since (A — A) - v = 0 on 99, by elliptic regularity, we deduce Assertions 3&4 of
the lemma.
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The end of the proof is exactly as in [15] O

From now on we replace (v, A,) with (9, fl) and we claim that the valued disks
given by Proposition 10 is valid for (v, A,) and (9, fl) and getting the conclusions of
Theorem 5 for (¢, A) implies the same for (v, A).

In order to simplify the presentation we write (v, A) instead of (, A).

B.2. Energetic Decomposition. We have the following lower bound:

Proposition 71. Let h := curl(A), hg := A&y = 1+ &, f := h — hexho and let
{B; = B(a;,r;) i € J} be the disks given by Proposition 10. We have:
(140)

1
‘F(va A) > hixJO_FZ ]:[(1), A)v Bi]+2ﬂ-hcx Z dl&O(aZ)+§ /
Q\UB;

Vi [ Fot)
where
(141) Fl(v, A), B;] > 7b?|d;|(|Ine| — C'ln|Inel).
This estimate is the starting point of the main argument of [15].
Proof of Proposition 71. Let Q := Q\ UB;. With (141) we get
Fl(v, A),UB)] > 7b*> " |di|[|Ine| — CIn|Ine]].

On the other hand, letting f := h — hexho and since o| Vv —24v|* > |VhA|?, we get

1
—/a|Vv—zAv|2—|—|h—hex|2
2 Ja

1
> hZJo+ §|\f|\§p(@) + hcx[ Vf-V(ho—1)+ f(ho — 1) +o(1).
Q
Before refining the above lower bound we make some preliminary claims. We first

note that from (137) we have ||h — hex||§{1(ﬂ) < C|Vv - zAU||%2(Q) = O(hZ,). Then
1f 1710y = O(hZy). Consequently for g € {f,h} we have

(142) hox/ Vg -V(ho —1)[ +[g(ho — )| < Cllgllar@yhex D i = 0(1).
UB;NQ2
We also observe that
(143) / —AT V(o = 1) + h(hy — 1) = 0,
Q

With (23) we get ||Al|=(q) < Chex and then [with (137)]

>

B;CQ

/8& drp(ho — ho(ai))‘ _

[ tho—note@ v 4h+4) 7
OB;

B;CQ

IN

/ a_l(ho — ho(ai))&jh
0B;

{ + Chexrz} .
B;,CQ
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If B; C Q we have

/ Oéil(ho - ho(az))&,h
OB;

— /B a—1Vh0-Vh+(ho—ho(ai))div(a_1Vh)'

7

< / (ho — ho(as))div[v A (VEv — 1A0)]| 4+ O(hexr)
< /B [ho = ho(a:)|[21010 A Bav] + 4V (Ju)||A] + [0*[Rl] + O(hexrs)
< Crlihzx'
And then
(144) / Orp(ho — holai)| < C 3 rih,.
B;cQ 1/ 0B: B;CQ

If B; ¢ Q, then ||hg — 1| o(B,n0) < Cr; and

/ (ho — 1)

< / |Vho - Vh| + |ho — 1] [2|01v A Ozv| + 4|V (|v])[|A] + |v|2|h|]
BiNQ

(145) < Crh2,
By combining (144) with (145) we deduce:

(146) Z/aBm(hO —1)drp =21 di(ho(ai) — 1)+ o(1),

We used that if B; ¢ € then d; = 0.
We end the preliminary claims by noting that

X

(147) la™! = 1||[Vh - V(ho — 1)| < Chex|la™" = 1| 12() = o(hi}).
Q

Oun the one hand, since —Af + f = —Ah + h, we have with (142), (143), (146), (147)
and integrations by parts:

/ Vf-Viho—1)+ f(ho—1) = / a 'Vh-V(ho — 1) + h(ho — 1) + o(hz)
Q Q

- o(h;3>+z | oretio =1

= o(hg!)+2r > difho(ai) — 1]
B;CQ

= o(hyd)+2r Y difo(ai).

B;CQ

On the other hand, since || f||L4(q) < Chex, we get / 1?2 = o(h;,!), and this estimate

ends the proof.
O
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B.3. Estimate related with the signs of the d;’s. By Proposition 71 we have:
0 > ab®) |dil(|lne] — Cln|Inel) + 2mhex Y _ dio(as) +

1 1
(148) + —/ IVF2+= [ f2—o(1).
2 Q\UB; 2 Jg

Denote Iy :={i € J |d; > 0}, I_ :={i € J|d; <0}, D=3 7 |dil, Dy := Ysc;, di
and D_ =", |di].

With (148) we obtain 2hexDy|[€ollz~0) > b2D|nel (1 — ) + 0(1) and
then:

Cln|lne]|

149 D_<D
( ) S Dy X |1n£|

+ o(1).

B.4. Estimate related with dist(a;, A). From Lemma 1, there exist n > 0 and
M > 1s.t., for a € Q, &(a) > min &y + ndist(a, A)M.
We let Ip := {i € I'|dist(a;, A) < |Ine|"77} and Do := e, |dil.

If i ¢ Io, then |€o(a;)| < [|€ol Lo (e — ﬁ We thus have
Zdiﬁo(ai) < Z di&o(ai)| + Z di&o(as)
i i€lo i¢Io
U
< Dolléol| Lo () + (D — Do) <|§o||1:oo(sz) - m)
n
< Dléollz~() — (D — Do)

Ve[

From (148) we may deduce

2hex <D||€O|L°°(Q) - (D~ D@L) > 02D(|Ine| — Cln|lnel) - o(1)

V/|Ineg|

and consequently

In|lne|
V|Ine|

B.5. Estimate of the two last terms in (148). We let ¢ > |Ine|~ 27 > |Ing| /2
and then ¢ > ¢ since 6| Ine|'/? < 1.

On the one hand, from Lemma E.1 in [6], by denoting %; a circle with radius ¢ we
get:

(151) / (1—a—1)=/ 11 —a™ ! < CpAt.
C:NQ CrNQY

We assume now that the center of %, is in A and ¢t is s.t. €, C Q = Q \ UB;. We
denote also B; the disk bounded by %;. On %; we have |v| = 1 and then v = e*? with
¢ locally defined.

By direct calculations, we have [with f = h — hexho, v the outward normal unit
vector to €; and T = v |

/ ato,h = —/ [O-p— A- 7] = —2md; —|—/ h with d; := degg, (v).
Cr Gt By

(150) D—Dy<CD +o(1).
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On the other hand / a o, hy = / ho —|—/ (a_l — 1)0,ho. Note that
cgt Bt Cgt

[t
Gt

Then for ¢ > 0 sufficiently small: —/ a o, f + f > 2ndy — CAhext. Conse-
6 By

< | Vhol[ () / [1— o™ < CuAt|[Vhol Lo (0)-

quently we obtain

2/ a? | (O fP 2wt | fP > And] — Cthhe|dy]
6 C B

and thus, by denoting m; := / a2, we get
G
2 72
1 |8 2+ t? 2> i B C't)\hcx|dt|.

2 mt By me mye

Since 27t < my < b’42ﬂ't, for sufficiently € > 0 small we obtain

4 7rd2

(152) %/ 10, f|> + /f2 — C\hex|dy| > b2 =L
Gt

Following exactly the argument in [15] we get

1 1
5/ v + 5/ 2> C'DIn | Ine| + o(1).
Q\UB; Q

—[[€oll L= (q) there are C1,Cy > 0 [ independent of ] s.t.

(C1D? — CyD)In|Ine| < g(e) with g(¢) — 0 for e — 0.

C
This estimate implies D < Fl Therefore with (149) and (150) we get the three first
2
assertion of the theorem.

It remains to get (32) whose proof follows the same lines as in [15] [Section 4].

APPENDIX C. PROOF OF PROPOSITION 11

Let Cp > 1, (’Us)o<5<1 C Hl(Q,C), (hcx)0<5<1 C (0,00) and (55)0<5<1 C H& N
H?2NWH(Q,R) be s.t. (34) and (35) hold. For simplicity of the presentation we
omit the index €.

Let {(B(ai,7i),d;)|i € J} be as in the proposition and write B; := B(a;, ;).

In this proof the letter "C" stands for a quantity bounded by a power of Cy whose
value may differ from one line to another.

Q\UB; if [v] #1/2in Q
Q if [u] > 1/2 in Q
consists in estimating the quantity [,(v A Vv)- A in (30).

We first get with the help of (34) and (35) that if [v] # 1/2 in Q then fuBi vAVu-
A=o(1).

We also claim that, letting w := v/[v| in Q: Jow A Vv —wAVw) - A=o(1).

In particular, if [v| > 1/2 in Q then we have [,(vAVv)-A = o(1). We thus assume
that |v] # 1/2 in Q.

We let A = VL€ and Q = { . The heart of the proof
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Then, with an integration by part we get

—/U/\VU-A
Q

= - (e77 w lw'l/ — a; w L’LU-I/
- Z{&( )/6&_( Ahw) +/631,(5 £(ai))(w A VEw) }+

B;CQ
(153) + Z/ E(w A VEiw) v,
Bi;ZQ o(B;NN)

For B; C 2 we immediately have :

(154) / (w A V4iw) v = —2nrd;.
oB;

v inQ
in B; N . By the Dirichlet principle we have for all i:
(155) [Vullr2(sine) < IVollr2sine) = O(Inel).

It is easy to check that (w A V+tw) - v = |u|"2(u A V+tu) - v on U;0B;. Forie J,
we let

We now define u := { where u; is the harmonic extension of try(p,na) (v)

fi= {5 —tla) UBCQ gy NWH>(B;NQ).

¢ if B, ¢ Q
From (35) we get
(156) IV fill Lo (Bingy < C|lnel.

Our goal is now to estimate fé)(B-ﬁQ) filw A V+tw) - v. We first consider the case
where i € J is s.t. |u| > 1/2 in B; N Q. In this case we may write in B;: u = |ule*®
with ¢ € H'(B;,R), ||¢|| m1(5,) < C|Ine|. We then have with (156) and an integration
by parts

(157) < IVfillzgina) IVl L2 (Bino) < Cllnel?r;.

/ fi(w AV*tw) - v

We now assume i € J is s.t. |u| # 1/2 in B; N Q. By smoothness of |u;|? €
C>(B; NQ, R), there exists t; €]1/5,1/4[, a regular value of |u;|?, s.t. w; := {|Ju;|? <
ti} # 0. We denote D; := QN [B; \ @;]. Since |u|?> > 1/4 on B; N we have
OD; = (0B; N Q) U dw; U (0Q N D).

Letting W := l AVE (l) we then get
|ul |u

(158) FW-v= | fdiviW)+ VS W
oD; D;

It is standard to check that div (W) = 0 in D;. Moreover:

/DVfZ--W

K3

< 2|\ Vel 2oy IVull L2 (B,n0) < Cllnel*r;.
Consequently using (158) we may deduce

(159) fiW v

0D;

< C|lnel?r;.
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On the other hand, from (156), £ = 0 on 99 and div (u A V+u) = —201u A dyu in
B; NQ, we get

fiW'V—/ fi(w AV+w) - v
oB;NQ

1
(160) =
We may conclude by using (153), (154), (157), (159) and (160):
- / vAVv-A=271 Z di&(a;) + o(1).

Q

B;CQ

< Cllnelr;.

/ —2f;01uNOsu~+ Vf;- (u AN VJ"U,)

i

The rest of the proof is exactly the same than in [17].

APPENDIX D. PROOF OF SOME RESULTS OF SECTION 6.1.1

D.1. Proof of Proposition 30. We use the same notation than in Proposition 30.
In this proof, the letter C' is a quantity which depends only on Q, N and Y, |d;|, its
value may change from one line to another.

We argue as in [13]. We let =D ¢ No<p<2WIP(QR) N HE (Q\ {21,...,28}, R)
be the unique solution of

{Acbi“” =27 N 6., inQ

oY =0 on 99
and let &z € H'(Q7,R) be the unique solution of
Ad: =0 in Qz
P-=0 on 00
(161) & = Cte; on 0B(z;,T)

/ 0,%7 =2md; forallie{1,..,N}
aB(Z»;,’F)

We then have VJ*I)iz’d) = wiz’d) A Vwiz’d) and VJ-@;Z’d) = wgz’d) N ngz’d). It is
important to note that if w € H'(Qz,St), then |[Vw| = |w A V.
We may decompose @iz’d) as @iz’d) =3 ;d;®,, where, for z € 2, ®, is the unique

solution of

$,=0 on 0

With a standard pointwise bound for the gradient of an harmonic function [see (2.31)
[®-;

{A(I)Z =275, inQ

L (Q\B(=:,7/4))
T
o Lty
T
Moreover, it is easy to check that ®,, = In|z — 2;| + R, where R,, is the harmonic
extension of —In |z — 2|j5q. From (162) and by the maximum principle we get for
7 < min {[diam(Q)]~';1/4}

Lo (N\B(z1,7) = - Thus

in [10]] we have ||[V®,,

(162) VY| L () <

c(1 +~| In ) Q.
T

(163) Vol Y| <
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which proves (56).
If there is n > 0 s.t. h > 7, then ||R.,||c1(q) < Cy where C, which depends only

on 1 and Q. We thus get |‘V(b5(z’d)||Loo(Qi) < % [where On depends only on 1, N,
T
Y |d;| and ] and this estimates implies (60).
(2.d)

We now define R, qy := >, d; R, in order to have ®;
From Lemma 1.4 in [4] we have

H<I>~—<I>z’ )HLOO(Q <Z[ sup Zln|x—zj|— mf Zln|x—z]|

(Zr T)

= ZZ d; In |£L‘—Zi|+R(z7d).

64 P e o R

If N = 1, then the first term of the RHS in (164) is 0. Otherwise, as in [17] [Proposition
5.1], we have

(165) Zl sup Zln|x—z]|— 1nf Zln|x zﬂ]_ - cr

OB(z;,T) ming |Zl —Zj

h
And for i € {1,..., N}, by harmonicity of R(, q), for 0 < p < 5 we get

(166) IVR (.l oo (B(z1,0)) < illlﬁ(zd 5!5)00_((2 <o |f11n(h)|'

Then

(167) Z L;(‘iﬁﬁ Rza) — aBi(Ig,;) Ria)| < C’M.

We let

(168) v, w it N =1
ming; Tzi — zj] e |h1n(h)|) N 22

By combining (164), (165) and (167) we get

(169) @7 — DY || o o) < O

From (163) and (169) we immediately get

0 < /|v<1>i“| V02 4 (V@D 3,2
Q7
(170) < C’YfmzaxH&,(I)iz’d)HLm(aB(Zii)).

On the other hand, for ¢ € {1, ..., N}, we have [with (166)]

1+ |1n(h)|)

2 1
(171) 18, P ’d)||L°°(B(zi,f)) <C <$ + B

Using X defined in (57), from (170) and (171), we get

(172) og/ V=Y )2 - Vo2 + V(&Y — 9;)2 < OX.
Qr



PINNED MAGNETIC GINZBURG-LANDAU ENERGY 57

From (172) we deduce (59) and since [, (o« — @) = 0, with a Poincaré inequality
we obtain (58).

D.2. Proof of Proposition 31. Let (z,d) = (z,d)(") € (QV)* x ZN and denote
h := min; dist(z;, 0Q) > 0. Assume that di,...,dy are independent of n. Let 7 =
7 — 0 be s.t (50) holds.

In this proof the letter C stands for a quantity which depends only on 2, N, Cy
and Y, |d;|, its value may change from one line to another.

By Remark 29 and an integration by parts we have

1 (zd)j2 _ 1 (z,d) |2 1 (z.d) 5 g (z.d)
(173) —/ VYR == [ |[vol P2 == =Dy o=
2 Ja. 2 Ja, 2; OB (zi,7)

For ig € {1,..., N}, we fix 2;, € dB(z;,,7). Then [with V-3V = Y A VD]

/ =Dy oD
88(21'0 ,’F)

(174) = /a - oY — oY (2;,)] 9,08V + 27 @Y (a5, ).
Zig T

On the one hand, arguing as in the proof of (169), we get for z € dB(z;,,T) :

|<I>£Z’d)(z) - @iz’d)(xioﬂ < sup Y- inf oY <oy
BB(ziO,F) aB(Zi())F)

Then, using (171), we obtain

(175) >

i

On the other hand, for ig € {1,..., N}

z,d ~
Y (wiy) — Regay(2ig) = —dio | 07| + > djIn |25, — 2] + [Rgay(#i0) — Bz (230)]

/ [ (zd) _ iz,d)(xi)} 0,09 < ox.
OB(z:,7)

J#io
C(1+|Inh|)r
and with (166) we get |R(,.q)(%i,) — R(z,a)(zi,)| < w We then immedi-
ately get:
(176) Y (w4,) = Regay (2i0) — dig| 7] + Y dj Iz, — 2] + O(X).

J#io
With (174), (175) and (176) we may prove that (173) may be rewritten into

5,
2 Jo.

7

|vw£z,d)|2 — WZ [dﬂ In F| — diR(z,d) (Zz)] — T Z djdj In |Zl — Zj| + O(X)
i j#i
where "O(X)" is quantity bounded by C X with C' depending only on N,Q and Y |d;].

D.3. Proof of Proposition 33. Let (z,d) = (z,d)(") e (QM)* xzN, 7 | 0 and
n > 0 be as in the proposition.

In this proof the letter C' stands for a quantity which depends only on 2, N and
>7; |dil, its value may change from one line to another.

We first claim that, for i # j, B(z;,n) N B(z;,n) # 0, B(zi,n) C L and n = x7
with x — oco. In particular we assume n sufficiently large to have n > 7.
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Since VL@iZ’d) (z D A Vw , for ig € {1,...,N} and z € Q\ {21, ..., 25}, we
have

W A VD (@) = dig V(I |z = 23]) + V5 | By () + Y dynfz = 2]
J#io

For j € {1,..., N}, let 8; be the main determination of the argument of i and

|z — 2]
let R be an harmonic conjugate of R, q). In 2\ {21,..., 25} we have

z,d z,d
w Y AVwEY —d; Vo, =V [ 3 dif; + R
J#io
z — 2y \ %o
Then for z € B(zi,,n) \ {7, } we have w{=Y (2) = (ﬁ) o) with ¢;, =
~ ~ — o
E#m d;0; + R + Cte;, where, for j # ip, 0; is a determination of the argument of

“ 75 which is globally defined in B(z;,,n). Note that ¢;, € H'(B(z,,n),R).

|z — 1|

On the other hand, by direct calculations, we have HZ jio 4j \Y H

C
LOO(B Zig )77)) n
and, since R(; q) is harmonic, we also have from the definition of R

[ Rz,a)llL=(0) |In(R)| +1
IVRIe=@m = IV Reall=@e,m < O g, yem <

We thus deduce

1+ |In(h 1
(177) Hv90i0||L°°(B(zio,n)) <C (% + 5) .

We switch to polar coordinates by letting for ¢ € {1,..., N} and p €]7,n[, @i(p,0) :=
@i(z; + pe). We then get, by (177) and a mean value argument, the existence of

Pn €]V/XT, 0] .t
o C [n(In(h)| +1) }2
3. 2 P AN et S74 ML
% /0 |00 i (pn, 6)]7 A8 < Iy { P +1] .

n(In(h)

+1) 717 .
3 + 1| and by assumption we have Z — 0.

1 2m
We denote, for i € {1,..., N}, m; = 2—/ Pi(pn,0)dd in order to have
T Jo

We let Z := L {
Iny

27
/ |@i(pn,0) —mi|?do < CZ.
0

We then define ¢; € H*(B(z;, pn) \ B(zi,7),R) using polar coordinates:

S — pn 5—T _ . -
bi(s,0 m; + <ppn,9 with s € (7, pn).
(5:6) = 2L+ 2 5(p,.0) (7. )
For z; + se” € B(zi,pn) \ B(zi,7), we let ¢;(z; + se*®) := ¢;(s,0). By standard
calculations we get |Ve|? < CZ.

B(zi,pn)\B(zi,7)
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(z,d) . YO N
We conclude by defining v = b ?n Q\UB(z, L with u;(z) = < S ) .
u;e'® in B(z;, pn) \ B(zi,7) |z — 2

It is clear that v € H'(Q7,S!) and that for i € {1, ..., N} we have v(z; +7e'?) = Cteu;
[with Cte; = e"™]. Note that since degaB(Zij)(wiz’d)) = d; we have

1 1 .
= / Vu? < = / Vw2
2 B(zi,pn)\B(2:,7) 2 B(zi,pn)\B(z:,7)

and
1 1

1
5/ [V (uze®)|? = 5/ [V, |? + 5/ [Vil*.
B(zi,pn)\B(zi,7) B(zi,pn)\B(z:,T) B(zi,pn)\B(zi,7)

Consequently using (177) and p,, < n we obtain
1 1 z
Z—/ |Vol? SZ—/ Vw2 4 Cz.
7 2B\ B 7 2 JB(eip)\B(z0.7)

1 1
Thus B / |Vo)? < B / |Vw,(kz’d)|2 +CZ. The last estimate and (59) end the proof.
Qs Q

7

APPENDIX E. PROOF OF PROPOSITION 39

Proof. Step 1. Selection of "good" points
Let d € N* and consider D € A4 which minimizes (72).

For k € {1,..,No}, if Dy > 1 we let (3%, 25)) € [B(px, hex'/*)P*]* which
minimizes the infimum in the left hand side of (64) with R = hex! 4, p = p and
D = Dy,.

We then have the existence of C' [depending only on Q and d] s.t. |[px — ZZ-(k)| <
Che”? and if Dy, > 2 then |27 — 27| > hol/?/C for i # j.

We may choose [in an arbitrary way]| zi(k) € B(égk), §)N[6(ZxZ)]. Since 6vheyx — 0,
we still have [up to change the value C| |pr — zi(k)| < Chel/? and if Dy, > 2 then
| = 2] 2 he ) C for i # .

For i € {1,..., Dy} we let ,Tl(-k) = zl-(k) + Adxo where z¢ € w is an arbitrary point of
minimum of W™ |defined in (70)].

Step 2. Construction of the test function
We construct test functions in subdomains of €2 and then we glue the test functions.
o We let wparo € H' (€),-1(2), S') be a minimizer of I}?,irl (z,d) [defined in (52)]
withd = (1,...,1) € Z¢ and z € (Q%)* is a d-tuple s.t. {z1,..., 24} = {zz(k) |k €
(1,...,No} s.t. Dy >1andie{1,.., Dp}}.
e For k € {1,...,No} st. Dp > 1 and i € {1,..,Dx}, we let wpi™® €
H' B, hz) \ Bx™,A62),S!] be a minimizer of the right hand side of
(67) with 2z, = zik , Te = xgk), R = h!l and r = A6? [from (73) we have
R/r — 9.
We let also uy; € H[B(z!"), A62), C] be a minimizer of
U 1 |Vu|? + i(1 — |ul?)?
2 JB(™ rs2) 2e2

with the Dirichlet boundary condition u(x(k) + Ad%e) = e,

i
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By considering well chosen constants Cte,(cll, Cte ) and Cteg, we may glue the above

test functions and we define v € H'(2,C) :

Z

Whe in €, ()
Ctey, in B(z G ) hZl)if Dy =0
k 1,..,No} st. D, >1
o= Cefupien i B, nh)\ B, g2 | ©C e ok st oz
and i € {1,..., Dy}

ke{l,..,No}st. Dy >1
and i € {1, ,Dk}

Cte,(jzuk)i in B(:Cl(-k), A§?)

Step 3. The energy of the test function

1
We first note that the configuration (z, d) is s.t. h(z) > —dist(A7 00) and for ¢ # j
-1
we have

| | — 0, then we may apply Propositions 30, 31 and 33. We may also
2 — %
use Propos1t10n 35. From these propositions we get

1
s [ wer
2Ja, (2

ex

(178) = 7dInhex + W™ (p,D) — Z S n]zM — 2] 4 o(1).
s.t. Bk>2 7
For k € {1,..., No} s.t. Dy > 1 and ¢ € {1, ..., Dy} with (67), (68) and (69) we get:
1/ a|Vol?
2 JBE™ hatn\B™ 262)
(179) = 7| In(AShey )| + 02| In(8)| + W™ (20) + o(1).

From Lemma IX.1 in [4] and (25) [with |[Vv| < Ce™1, for k € {1,..., No} s.t. Dy, > 1

we have

(180) 1/ a|Vol? + (1—|u| )2 = b2 In(bA6? /) + b%y + o(1)
2 B( (k) A82)

where v € R is a universal constant.
In conclusion, by combining (178), (179) and (180) [note Adhex — 0

F(v) < dr[b?lne|+ (1 —0)|In(Ad)[] +d [W™(zq) + by + b?m Inb] +

Ny
(181) + W (p, D) — 7 Z S infzM — 2P+ o(1).
s.t. Bk>2 7

Step 4. Definition of the magnetic potential and conclusion
Let A(,,1) be given by Definition 19 with (a,d) = (z,1). It is clear that we have

No
Z Zln|sz) - z](k)| < C|Iné|

k=1 i#£j
s.t. Dp>2 #

where C' depends only on d and (2.

Consequently, for e > 0 sufficiently small and Cy > wd we have F(v) < Cp|lnel.
Therefore, with Remark 20, the configuration (v, A 1)) € H is s.t. F(v, Az 1)) <
F(v,0) +o(1) < Co|Ineg|? + H2(Q)h2,
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Using Propositionll and Lemma 18 we get
d
F,Apyy) = heJo+2mhee Y &o(2i) + F(v) + V(1) + o(1)
i=1
where ((,, 1) is the unique solution of (42) with (a,d) = (z,1).
We now use Assertion 3 of Proposition 23 in order to get V[C(z,l)] = V[C(p,D)] +o(1)
and then
d ~
(182) F0, A1) = h2Jo + 2mhex > &o(21) + F(v) + Vg, [Cp,)] + 0(1).

=1

*) 2™ we have go(zf’“>) —50(2§k)) =

i 07

We claim that, from the choice of the points z
O(0/v/'hex). Thus with Proposition 36 we have

No

No
-7 Z Z In |zl(k) - z§k)| + 2mhex Z Z {0(21-(“) — 2ndhex mg%n &o

k=1 i#j k=1 4
s.t. Dp>2 7

No

Dy,
D EEY 1n|21-(k)—2§-k)|+27rhexz[50(2Ek))—m§%n§o +o(1)
=1

k=1 1,7€{1,..., D
s.t. Dp>1 J {175] k}

Ny -
hCX
= Z _g(Di—Dk)ln(Dk) +Cpk7Dk} +o(1).

k=1
s.t. Dp>1

We may now conclude:

Ny
F(v,B) = Bh2Jo+dMo [hex+ H%] + gln he Y. (D} —Dy)+
s.t.kBiZI
.
+Wat 5 ; (Dy, — D?)In Dy, + o(1).
s.t. Dp>1
This estimate ends the proof of the proposition. O

APPENDIX F. PROOF OF PROPOSITION 40

Let hex and (ve, Ac) be as in Proposition 40. Note that we may assume that
A. = A, given by Lemma 12 and then ||A.||1=(q) = O(hex). We drop the subscript
e. We first note that, by smoothness of , there is tg > 0, s.t. letting Q;, := {z €
R? | dist(z, Q) < to}, we may extend by reflexion v € H*(,C) into u € H*(Q,,C)
letting « = v in Q and u = v o Sq in Q, \ Q where

SQ : Qto \ﬁ — Q
x = (z) — dist(x, 0)vn(e)
Here IT : Q;, \ Q — 09 is the orthogonal projection on 9 and, for o € 9Q, v, is the

normal outward at o.

Lemma 72. Let Cy > 1 and let {(ve, Ac) |0 < e < 1} be a family in the Coulomb
gauge of quasi-minimizers of F in € for an intensity of the applied field hex =
hex(€) = 0 s.t. [|[V|v]|| Lo () < Coe™t.
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Under these hypotheses, for n € (0,1) there exists e,,Cy, > 0 [depending on Cy/
s.t. for 0 <e<ey, if z €8 is s.t.

2 o, b 22 _ On
b [Vul —|——2(1—|u| ) < —L|lneg|
B(2,vE/2) € 3

v in Q
ith u = _, th > .
with u {U 0Sn in O\ T en [v(z)| >n

In order to prove Proposition 40 we need the following lemma.

Lemma 73. There exists eq > 0 depending only on  s.t. for 0 < e < eq, z € Q
and v € HY(Q,C), by defining u as in Lemma 72, the following inequality holds:

b? b?
[ PSP <s [ e G- PP
B(z,1/2/2) € B(2,1/E)NQ €

Proof of Lemma 73. In order to prove the lemma it suffices to check that by smooth-
ness of Q we have | V(S5 ") || L=, [ljac (Sq )| L= (q) = 1+0(1). We then immediately
obtain

b2 b2
Va + 50 [P < 1+ o) [ Vol? + 51— ol
€ Sa[B(z,vE/2)\Q)] €
On the other hand, if z € B(z,€/2) \ Q then |Sq(z) — 2| < [1 +0(1)]ve/2 < /¢
for sufficiently small ¢ > 0 [depending only on Q. Then Sq[B(z,v€/2)\ Q] C
B(z,+/) N Q. The lemma follows from the monotonicity of the integral. O

/B(ZA/E/?)\Q

™

By combining both lemmas we get Proposition 40.

Proof of Lemma 72. We argue by contradiction and we assume the existence of 7 €
(0,1), e = &, | 0 s.t. for all n > 1 there are (v, A) = (vn, Ap) € H, 2 = 2z, € Q and
hex = h > 0 s.t. (v, A) is a quasi-minimizers of F in J# satisfying:
b? 1
(15) [ wups Sy < 2
B(z,V2/2) € n

v in Q
voSq in Qy \
assume |v| <1 in Q.

We are going to prove that (183) implies

1
(184) z / (1~ [o2)? = o(1).
€% JB(z,e3/YNQ

On the other hand, ||V|v|||z@) = O(¢~') and then, from an argument in [4] [The-
orem II1.3], we will get, for sufficiently large n, |v(z)| > n. Clearly this contradiction
will end the proof.

VE/2 q b2 1
Since for n > 1 we have / <P p/ |Vu|* + —(1 - lu?)? < m, there
e3/4/2 P 9B(z,p) € n

with v = u,, = { and |v(z)] < n. Up to replace v by v we may

b2
[Vul? + ;(1 — |u?)? < =. Then we get :

3|

exists p, € (e3/4,1/€/2) s.t. pn/ o
OB (z,pn

2 b 2v2 _ 4

(155) oo P+ S - fupy < 2,
0B(z,pn) € n
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We switch in polar coordinate and we denote @(0) := u(z + p,e*’). Estimate (185)
becomes

27 b2p2
(156) | i+ 2 —Jay <

2o
NG

. From (186) we deduce

2
On the one hand, |9g|t||> < |0p@|? and then / |Oo)a|| < . Consequently in
0

2v2m
NG

[0, 2] we get (1 —|a[*)? > max(o 27 (1 — [1]*)* —

4e? am _ _ 2V/27
—y 2 / (1 —a[*)* > 27 | max(1 — |a*)* —
nb2p2 0 [0,27] vn

100

IN

B

and thus for sufficiently large n we get 0 < max(g 2.(1 — |[?)?
For a further use we define

Xn ¢ B(Zapn) — [0,1]
24 pe? o (|a(9)|—1)pﬁ+1-

By direct calculations we have

1 1
1 L (—)
(187) / [Vl =o (S

1
On the other hand, for n sufficiently large, |u|? > 3 in 0B(z,pn). We thus may

1
compute the degree of u on dB(z, p,) and we find ‘degaB(zﬁpn)(u)‘ =0 <E) which

implies, for sufficiently large n, degyp., pn)(u) = 0. Consequently, we may write
u = |ule with ¢ = ¢, € HY(0B(z,pn),R). Moreover, up to multiply u by a
gl —
constant in S, we may assume faB(z,pn) p=0.
We then consider @ : [0,27] — R defined by ¢(6) = ¢(z + p,e*®), and thus

1 2 ~
O()=on [~ 1weir= [ g
n 0B(z,pn) 0

2 27 1
Since / @ = 0, this estimate implies / =0 (—)
0 0 n

Letting v = v, : B(z,pn) — R, 2z + pe? ﬁgﬁ(@), it is direct to check

1 n
[ wer-o(5).
B(van) n

We are now in position to end the proof by considering V = V,, = yn,e"¥ €
HY(B(z,pn),C) in order to have V = v on 9B(z, pn) N Q,

1 1 1
5/ |VV|2+2—2(1—|V|2)2:(9<—).
QNB(z,pn) € n

and [with | A[| () = O(hex)]

/ oV AVYV) - A < olesPr _ oy
QNB(z,pn)

n
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v in Q\ B(z,pn)
V in B(z,pn) NQ
Considering the comparison configuration (w, A), from the quasi-minimality of (v, A)
and the above estimates we get

1 1
[ PRt [ VRS-V e = o)
QNB(z,pn) 2¢e QNB(z,pn) 2e

Since V' = v on 0B(z,pn) N we have w = { € HY(Q,C).

Since p, > £3/* we get (184) and thus this estimate ends the proof. O

APPENDIX G. PROOF OF PROPOSITION 42

The proof of the proposition is an adaptation of the arguments presented in [2]
[Section V] and also used in [17] [Proposition 3.2]. It is also inspired of the bad disk
construction in [4]. Let u, A, §, (v, A) and hex be as in the proposition.

Step 1. A first covering of {|v| < 1/2}

For 0 < € < ey1/5 [e1/2 > 0 is given by Proposition 40 with 7 = 1/2| we consider
a covering of Q by disks {B(x7,4V/¢), ..., B(z%_,4V¢)} s.t., for i # j, B(xf,1/€) N
B(x5,+/€) = 0 and 25 € Q.

For the simplicity of the presentation we omit the dependance in e.

We say that B(z;,4/€) is a bad disk if E.[v, B(x;,8/2) N > C1 /2| Ine| where for
a disk B we denoted

1
E.(v,BNQ) = / IVo]* + < (1= |vf*)?
BNQ €
and C /5 > 0 is given by Proposition 40 with n = 1/2. Let
J =J :={ie{l,..,N.}|B(z;,4V) is a bad disk}.
We make two fundamental claims:
(1) There exists My > 1 [independent of €] s.t. Card(J") < M.
(2) If B(x;,44/¢) is not a bad disk then |v| > 1/2 in B(x;,4/€).
The first claim is a direct consequence of (32) and B(zf,/¢) N B(z5,/) = 0 for
i .
The second claim is given by Proposition 40. Then U;c ;s B(z;,4+/€) is covering of
{Jv] <1/2} and Card(J") < M.
Up to drop some disks, we may always assume that for ¢ € J’ we have B(x;,4+/¢)N

{lv| < 1/2} # 0. Consequently using Corollary 41, for ¢ € J and 0 < € <
min{eg, €12} [eo given by Corollary 41] we have dist(z;, A) = O(]Ine|~%).

If |v| > 1/2 in Q then there is nothing to prove. We then assume J’ # (.
Step 2. Separation process

We replace the above bad disks with disks having same centers and with a radius
et. Let EE}) > 0 be s.t. min{eg,e1/2} > 5&1), for 0 <e< EE}) we have 4/ < e/ and

1
] . 2 < - .
e dist(B(wi, &), A) < In|Ine|

In particular Ue ;v B(z;, ") is a covering of {|v| < 1/2}.
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The goal of this step is to get a covering of {|v| < 1/2} with disks B(;,¢°) where
iceJ=J.CJ s=s.=2"%u K=K.€{0,..,My—1} and s.t. fori,j € J,i# j,
we have
(188) |I1 — .Ij| Z 55/2.

If Card(J’) = 1 or (188) is satisfied with s = p [i.e. K = 0] then we let J = .J/
and we obtained the desired result of this step. Otherwise, there are ig, jo € J' [with
io < jo| s.t. |wi, — x4, < /2. In this case we let J1) := J'\ {ig} and we claim that
Card(J™M) = Card(J') — 1.

If Card(JM) = 1 or Card(JM)) > 1 with (188) holds with s = 271y [i.e. K = 1]
for all i, j € JM [i # j] then the goal of this step is done with J = J™®) and s = 27 4.

Otherwise, there exits ig, jo € J!) [with ig < jo] s.t. |2, — 2j,| < €%/2. We then
let J@ := JM\ {ig} and thus Card(J®) = Card(JM)) — 1.

By noting that Card(J’) < My, the above process stops after at most My — 1
iteration. We thus get the existence of K = K. € {0,...,My — 1} and ) # JF) =
JE g st Card(J)) = 1 or (188) is satisfied with s = s. = 2K and 4, j € JK)
[i # j]-

We then denote J := JE) s =27K and we fix 0 < 5&2) < 5&1) s.t. for0<e < 5&2)
we have

dist(B(z;, e%/*), A) <
e AstB s A <

In particular B(z;,e%*) C Q for i € J.

< 10~ 'dist(A, 09).

Step 3. Definition of r

With Corollary 5.2 in [5], for a.e. ¢t € Image(|v]) the set V(¢) := {z € Q||v(z)| = t}
is a finite union of curve. Moreover if a such curve is included in 2 then it is a Jordan
curve.

Following the same strategy as in [2] [Lemma V.1], we have the existence of t. €
[1—2|lne|72,1—|Ine|~?] s.t. V() is a finite union of Jordan curves s.t.

(189) H' [V (t.)] < Ce|lnel® with C is independent of .

We fix 0 < e < e st for 0 < e < el we have Ce|Ine[® < 1072,
We denote for i € J

(190) Ai = AS = {p e [e%,2/3] | |[v] > t. on OB(wi, p)}.
From the continuity of |v], it is clear that [¢°,£2%/%] = A; U B; U C; where
Bi =B :={pe /3| Tz € 8B (xi, p) s.t. |v(z)] =t.}

and
Ci=CS:={pele,e® ]| |v] < te on dB(xi, p)}.
We first claim that, since the function p — p is increasing, we have

o) = [dpf -y
Ci aB(LEi,p)

> 27T(1—f§)2/ pdp

7

H(Cy)
> 27(1 — t§)2/ pdp = 7(1 — 2)*H' (C;)*.
0

Then H'(C;) = O(e] Ine|>/2).
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On the other hand one may prove that if I is a connected components of B;, then
there is p1, pa s.t. I = [p1, p2]. Since straight lines are geodesics, we obviously get

H' (1) = p2 — pr < H'[V(te) N B(zi, p2) \ B(wi, p1)]-

Moreover one may prove that if [p1, p2] and [p], ph] are distinct connected component
of B; and if T is a connected component of V(¢.) s.t. T N B(x;,p2) \ B(xi,p1) # 0
then I' N B(x;, ph) \ B(xi, py) = 0 |here we used (189)]. One may conclude: H!(B;) <
H(V(t:)) < Ce|lnel5.

Consequently
HY(A) > H (6%, e%7%) = 1N (Bi) — H(Ci) = /% —e* = H (V (L)) — O(e| Ine/?).

Fix 0 < () <&l sit. for 0 < & < ) we have H(A4;) > e2/3 — 25 — \f&.
Define

(191) A=A, =0 A

icJ

It is clear that H'(A) > £25/3 — &% — My/e
Since p — 1/p is decreasing we have

dp

oue) > [FFpf 1O 0= )
A icj (’)Bzzp)
2s/3

— X inf / |VU|2 (1— |U| )
‘/523/3_;,[1(./4 P PEAZ OB(z;,p)

Consequently, there exist r = r, . € A, C, > 1 [C}, is independent of ¢] and 0 <
(5) < 5(4) s.t. for 0 <e < 5&5) we have

Y

(192) N /aB s La-ppr<c,.

ieJ

We finally let J, := J, with (188) and (192) the result is proved.

APPENDIX H. PROOF OF PROPOSITION 49

The proof is an adaptation of the proof of (VI.21) in [2].

Let @ = a, € L®(Q,[8%1]), (z,d) = (z,d)(") € (O x ZN and v = u, €
H'(Q,C) be as in the proposition.

We first claim that up to consider u instead of u we may assume |u| < 1 in 2. Note

also that if [, [Vul*> > 572 [ Vw2, then there is nothing to prove. We thus
may assume

/ V< 52 [ |[TuEdp
Q- Q-

Let w = u/|u| € H'(Q,S!). From Lemma L1 in [4] we have wAVw = V&Y 4
VH with H = H. € H'(Q;,R) and

(193) / VHP < (57" +1)° / VB
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Let ®; be the unique solution of (161). We have / VH -V+®; = 0. Then letting
Q-

p = lul:

/ dpQVH-VLq)iz’d):/ (&p2—1)VH-VLq>£z’d>+/ VH - (VoY — vie,).
Q Q 7

T T

But, from (172), there exists C' > 1s.t.

/ VH - (Ve - V%HI < CIVH 20, VX
where X is defined in (57). ‘
Consequently, letting C' := 4C?/3? we get

2/ VH-v%iZ’d’Jr/ ap?|VH|?
Qr

T

2/ VH - (V* i“”—v%;n/ ap?|VH|?
Qr

T

2
> IV H] i (FIVHI 20, —20VX)
> —CX.
Therefore
/ dp2|Vw|22/ |vq>5fvd>|2—/ (1—dp2)|vfl)iz’d)|2—2/ (1—ap?)|VH||VE=Y |- 0(X).
Qr Qr Qr Q5

On the other hand, using (56) and Corollary 32, we get

| a=amwalsp) < | [ a-pvel) + /Q< &)V Y)?
T < ||v<1>£z’d>||Loo<m>||v<1>£z’d>||L2<Qf>(K+L>
and with (193):
| a-amivmweol| < ] / 1= ) vH (Ve + '/ &)V H|[ VoY)
7 < |ve? HL“’(Q;)HV(I)*Z )HL2(Q;) (K+L)@287" +1).

The proposition is thus proved.

APPENDIX I. PROOF OF PROPOSITION 55

We prove the first assertion and we assume Card(J,,) > 2. We let x1 := 2h_! In hex,
—1/2 =YY
X2 = 2hcx/ In hex and Q,, = Q\ UpeaB(p, x2)-
In order to get sufficiently sharp estimates to prove the proposition, we decompose
Q, in several subdomains. To this aim, we distinguish two cases for p € A : either

card(Jp”>) > 2 or Card(J") € {0,1} where J3) := {k € J® |y, € B(p,x2)} [the
yr’s are introduced in Definition 51].

If p € Ais s.t. Card(JS) > 2, then with Lemma 48 [with P = 17 and 1 = y1/2),
there are i, = k. € {17%...,170~1} and j(y) C JIS@” s.t.

U B(yk, x1/2) C U B(yk, kpx1/2) and |yx — yi| > 8kpx1 for k,l € J sk #£ L
keg ¥ ke i

We then let D, := B(p, x2) \ Ukej(y>m and, for k € j,Sy), we write dj, :=
degaB(yk7NpX1)(v). We denote also D), := Ekejr('y) dy,
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If pe Ais s.t. J(y) = {k}, then we let D, = B(p, x2) \ By, k0) with k given by
Definition 51. We let also D, :=d;, := degaB (v ,15) (v).

Recall that we denoted (see Definition 51), for k € J®), dj = degy gy, xe) (V)-
Consequently, if J = {k}, then D, = d,, = dj.

If J = () then we denote D, =0 and D, = B(p, x2)-

The heart of the proof consists in proving that d;, = 1 for all k. Indeed, we know
that if i € J,, then degyp(,, ,1(v) = 1. Consequently d; is the number of points 2;
contained in a disk of radius at least x;.

We let:

® R :=Upesw B(Yr, 60) \ Uses, B(2i,7), £ given in Definition 51.
e For p € A s.t. Card(J,Sy)) > 2 and for k € J,Sy) we denote
Qkp = Bk rpx1)\  |J  Blu,x0).

leJ®
YIEB(Yk,kpX1)

Moreover, by construction, we have [for sufficiently small €]

(194) U B(y;, kd) C U B(yi,x1/2) C B(yr, kpx1/2).
leJw 1eJ®
NEB (Y kpX1) YEB(Yk,kpX1)
Thus
1
5/ alVo]2 > —/04|V’U|2+Z / alVu|? +
Q2 pEA
1
195 = 4 - 2.
(195) Y Y /Q Vo +5 [ ol
pEA kEJ(y) x2
Card(J{*))>2

From (101) and (102) we have

1
(196) 5/ a|Vo|? > dr [b?|Inr| 4+ (1 = b%)[In A| — b*| In 6] + O(1).
R
If Jé” = {k}, then with Corollary 47.1 we get
1 2 2
— >
(197) ; /D o| Vol > md? In (X2 ; 2) +0(1).

P

And if Card(J$)) > 2, still with Corollary 47.1:

(198) %/D alVol? >7 Y diln <

keJY

) +oq)

X1

We continue by dealing with the case Card(Jlgy)) > 2. From Corollary 47.1 applied
in Qp for k € j(y) [with (194)] we get

(199) 3 —/ avePzx Y Y d2ln(6)+(9()

kGJ(y) Qk.p kGJ(y) 1eJW
YEB(Yk,kpX1)

In order to end the proof, using Propositions 30 & 31 & 49, we get

1
(200) _/Q alVol? > 7 3" D2l x| + O(1).

2
X2 pEA
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We let

A= Z Z(_li-l— Z d? and A = Zcii

PEA st pcfW) peEA s.t. keJw)
: (v) P (v) —
Card(J;¥))>2 I ={k}

From (195), (196), (197), (198), (199) and (200) we get

1
—/ alVul?
2 Ja,

> O(1) +dr [B?|Inr| + (1 - b%)|[In A = 62 nd|] +7 dim(%)ju

pEA s.t.
I ={k}
+7 Z Z diln(ﬁ)—i— Z leln(%) +7TZDZ2’|IDX2|
pEA keji()y) X1 leJ® pEA

Card(J{¥)>2 Y1€EB(p,x2+Ad)

> dr [0 Inr| + (1= 5%)|In(A)[] + x| Inxa| [ YD) —A | +7|Iné|(A —d) +
peEA

trllnxa| > Nodi— Y. di| +0oQ).

pEA keJ}(,y) 1eJ®
Card(J{¥))>2 Y1EB(p,x2+AJ)

Since d;,, d; > 1 for all k,l, from Lemma 54.1 we have ZpeA D2>A>A>dand
moreover
A=d<& (d, =1 for all k)

and
A=d<s (d =1 foralll).

On the other hand since for p € A s.t. ng) = {k} we have d;, = dj, we get

N D VI DO S SR -

pEA ke jw leJ®
Card(J{)>2 P YIEB(p,x2+X0)
Then (96) gives
Zi(d N N
% hex > | 3 D2 = A | [Inxe|+ (A = d)|Ind| + (A — A)[In x| + O(1).

pEA

Since |In x1| = In(hex) + Olln(In hex)] and |1n x2| = In Vhex + Olln(In hex )] we obtain

(Zl(d) + d— EPEA D§> Inh
5 ex

™

(201) > (A —=A)InVhex + (A = d)|In(61/hex)| + OIn(In hey ).
From Lemma 54.2 and the definition of % (d) [see Lemma 37|, we have

gl(d) + d_ZSGADg <.
s

(202)
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Using (202) in (201), (4) and A —d > 0&A —A>0weget A—d=A—-A=0
and then A =d, i.e. d;, =1 for all k.
On the other hand, with the help of (201) we may write

0> (31(61) + d— ZpeADg

™ 2

d— D?
We may thus deduce 4(d) + 2ren Dy = 0 and then, with Lemma 54.2, for
T

p € A we have D, € {|d/No): [d/No]}.

) In hex > Olln(In hey)].
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