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NECESSARY AND SUFFICIENT CONDITIONS FOR THE

IDENTIFIABILITY OF OBSERVATION-DRIVEN MODELS

RANDAL DOUC, FRANÇOIS ROUEFF, AND TEPMONY SIM

Abstract. In this contribution we are interested in proving that a given
observation-driven model is identifiable. In the case of a GARCH(p, q) model,
a simple sufficient condition has been established in [2] for showing the consis-
tency of the quasi-maximum likelihood estimator. It turns out that this condi-
tion applies for a much larger class of observation-driven models, that we call
the class of linearly observation-driven models. This class includes standard in-

teger valued observation-driven time series such as the Poisson autoregression
model and its numerous extensions. Our results also apply to vector-valued
time series such as the bivariate integer valued GARCH model, to non-linear
models such as the threshold Poisson autoregression or to observation-driven
models with exogenous covariates such as the PARX model.

1. Introduction

Observation-driven models (ODM) were introduced in [8] and have received
considerable attention since. They are commonly used for modeling various non-
linear times series in applications ranging from economics (see [23]), environmental
study (see [3]), epidemiology and public health study (see [29, 10, 12]), finance (see
[20, 24, 13, 16]) and population dynamics (see [19]). Additional covariates have been
added to some of these models leading to GARCHX type models, see [1] for recent
examples in the context of count data, and the references therein. We include such a
case in our setting leading to the general observation-driven models with exogenous
variables (ODMX).

As often for non-linear time series the question of identifiability of the
observation-driven models is a delicate one and is often appearing as an assump-
tion used for proving the consistency (say) of the maximum likelihood estimator.
A noticeable exception is the GARCH(p, q) model, for which an explicit sufficient
condition appears in [2], see their condition (2.27). We will in fact prove that this
condition is not only sufficient but also necessary for the identifiability, and that
this result extends to a much larger class of observation-driven models than the
GARCH(p, q) model. See Theorem 17 below and the comments following this re-
sult.

We provide general conditions to ensure that an ODM or an ODMX defined
through a collection of parameterized iterative schemes uniquely describes the law
of the observations. In other words our conditions ensure that two different iterative
schemes within the same model cannot produce the same law for the observations.
Then a given parameter is identifiable if two different values of the parameter
are not compatible with the same iterative scheme. Let us stress, however, that
we do not consider the misspecified case here, that is, we always assume that the
observations indeed follow the (unique) stationary distribution corresponding to (at
least) one given parameter of the model. Our setting is nevertheless of interest for
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the misspecified setting since a non-identifiable parameter (in the well specified case)
cannot be identified in the misspecified case. Hence the necessity of our conditions
remains true for the misspecifed setting.

A special class of ODMs, that we call linearly observation driven models
(LODMs) below, arises when the hidden variable is obtained linearly from hid-
den or observed variables of the past, and when all these variables are univariate,
as for the GARCH(p, q) model. This latter model was extensively studied, see for
example [5, 14, 15, 21, 16] and the references therein. Many other examples, linear
or non-linear, univariate or multivariate, have been derived from this class, see [4]
for a long list of them, although this list have been lengthened quite significantly
since, in particular because of the recent adding of various integer valued ODMs
to deal with count time series (see [7, 25] and the references therein). Our goal is
to derive necessary and sufficient conditions potentially applying to a wide variety
of ergodic observation driven models. To illustrate the generality of our results, we
apply them to a list of various examples which includes, in addition to the standard
GARCH model, the nonlinear GARCH model of [17], the INGARCH model of [12],
the Log-linear Poisson GARCH of [13], the MPINGARCH model of [25], the PARX
model of [1], the Bi-variate integer GARCH model of [9] and the self-excited thresh-
old Poisson Autoregression of [28]. We are able to derive necessary and sufficient
conditions for identifiability for all the considered examples.

The rest of the paper is organized as follows. Section 2 contains additional no-
tation and definitions that will be used throughout the paper. Section 3 contains
a list of examples already considered in the literature. Our main results can be
found in Section 4, some proofs of which are postponed to Section 6. Before that,
in Section 5, we show how our results apply to the examples of Section 3 or can be
extended to larger classes of models.

2. Preliminaries

2.1. Formal definitions of observation driven models. Let us now for-
mally introduce the class of observation-driven models and important sub-classes.
Throughout the paper we use the notation uℓ:m := (uℓ, . . . , um) for ℓ ≤ m, with
the convention that uℓ:m is the empty sequence if ℓ > m, so that, for instance
(x0:(−1), y) = y. The observation-driven time series model can formally be defined
as follows.

Definition 1 (ODM, ODMX). Let (X,X ), (Y,Y) and (U,U) be measurable
spaces, respectively called the latent space, the observation space and the ad-
missible observation space. Let (Θ,∆) be a compact metric space, called the
parameter space. Let Υ be a measurable function from (Y,Y) to (U,U). Let
{

(x1:p, u1:q) 7→ ψ̃θ
u1:q

(x1:p) : θ ∈ Θ
}

be a family of measurable functions from (Xp×

Uq,X⊗p ⊗ U⊗q) to (X,X ), called the reduced link functions and let
{

Gθ : θ ∈ Θ
}

be a family of probability kernels on X× Y, called the observation kernels. A time
series {Yk : k ≥ −q + 1} valued in Y is said to be distributed according to an
observation-driven model of order (p, q) (hereafter, ODM(p, q)) with reduced link

function ψ̃θ, admissible mapping Υ and observation kernel Gθ if there exists a
process {Xk : k ≥ −p+ 1} on (X,X ) such that for all k ∈ Z≥0,

Yk | Fk ∼ Gθ(Xk; ·),

Xk+1 = ψ̃θ
U(k−q+1):k

(X(k−p+1):k),
(2.1)

where Fk = σ
(

X(−p+1):k, Y(−q+1):(k−1)

)

and Uj = Υ(Yj) for all j > −q.
In the presence of exogenous variables defined as an r-Markov chain valued in

the space (V,V) with kernel H , the admissible mapping Υ is defined from Y×V to
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U and the iterative equation (2.1) is replaced by, for all k ∈ Z≥0,

Vk | Fk ∼ H(V(k−r):(k−1); ·),

Yk | Fk ∼ Gθ(Xk; ·),

Xk+1 = ψ̃θ
U(k−q+1):k

(X(k−p+1):k),

(2.2)

where, in this case, Fk = σ
(

X(−p+1):k, Y(−q+1):(k−1), V((−r)∧(−q+1)):(k−1)

)

and Uj =
Υ(Yj , Vj) for all j > −q. We then say that the time series {Yk : k ≥ −q + 1}
valued in Y is distributed according to an observation-driven model of order (p, q)
with r-order Markov exogenous variables {Vk : k ≥ ((−r) ∧ (−q + 1))} (hereafter,

ODMX(p, q, r)) with reduced link function ψ̃θ, admissible mapping Υ, observation
kernel Gθ, and exogenous Markov kernel H .

The variables Yk are called the observed variables, the variables Xk the hidden
variables and the variables Uk the admissible variables. In addition, we define the
augmented variables

(2.3) Zk =
(

X(k−p+1):k, U(k−q+1):(k−1)

)

∈ Z ,

which take values in the augmented space

(2.4) Z = Xp ×Uq−1 endowed with the σ-field Z = X⊗p ⊗ U⊗(q−1).

Remark 1. Let us briefly comment on the unusual notion of admissible mapping
which allows us to define the admissible variables Uj = Υ(Yj) of an ODM(p, q) in
Definition 1:

(1) For all k ≥ 0, the conditional distribution of (Yk, Xk+1) given Fk only
depends on Zk defined by (2.3).

(2) The time series {Uk : k > −q} is also an ODM(p, q) with admissible map-

ping being the identity, link function ψ̃θ and observation kernel G̃θ(x, ·) =
Gθ(x,Υ−1(·)) on the observation space (U,U).

(3) On the other hand, we can also set the admissible mapping to be the identity
for the ODM {Yk : k > −q}, in which case Y ⊆ U and the reduced link
function should be replaced by the link function defined all (x, y1:q) ∈ Xp×
Yq by

(2.5) ψθ
y1:q

(x) = ψ̃θ
u1:q

(x) with uk = Υ(yk) for 1 ≤ k ≤ q .

In fact the advantage of using an admissible mapping is precisely to obtain
a reduced link function ψ̃, more convenient than the (non-reduced) link

function ψ. We will focus in the particular case where ψ̃ is linear, into
which we can cast not all but many observation driven models, see Section 3
hereafter.

(4) An ODMX(p, q, r) can be cast into an ODM(p, q) by defining Ỹk =

(Yk, V(k−r+1):k) and X̃k = (Xk, V(k−r):(k−1)) and observing that the ob-

tained times series {Ỹk : k ≥ −q+1} is an ODM(p, q) with hidden variables

{X̃k : k ≥ −p + 1}. However for treating identifiability as is the purpose
here, it is more convenient to keep distinguishing between the ODM and
the ODMX setting.

(5) In the following the variables Uk and Zk will be used extensively as they
simplify a lot the presentation and the reasoning. It is important to note
that the definitions of Uk, Zk and Fk are not the same in the ODM and
the ODMX settings as they involve Vk in the later case. In particular the
conditional distribution of Uk given Fk takes two very different forms in the
ODM and ODMX cases. They can be respectively expressed by G̃θ(Xk; ·)

and G̃θ((Xk, V(k−r):(k−1)); ·) where G̃
θ is a probability kernel on X×U and
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(X×Vr)×U , resp. For conciseness we use the same notation G̃θ for the two
cases. They are resp. defined by setting, for all x ∈ X, A ∈ U and v ∈ Vr ,

G̃θ(x,A) = Gθ(x,Υ−1(A)) ,(2.6)

G̃θ((x, v), A) =

∫

Y×V

1A(Υ(y, w))Gθ(x; dy)H(v; dw) .(2.7)

When the reduced link function is linear we specify Definition 1 into the follow-
ing.

Definition 2 ((V)LODM(X)). We say that an ODM(p, q) (resp. ODMX(p, q, r))
is a vector linearly observation-driven model of order (p, q, p′, q′), shortened as
VLODM(p, q, p′, q′), (resp. VLODMX(p, q, r, p′, q′)) if for some p′, q′ ∈ Z>0, X and

U are closed subsets of Rp′

and Rq′ , respectively, and, for all x = x0:(p−1) ∈ Xp,
u = u0:(q−1) ∈ Uq, and θ ∈ Θ,

(2.8) ψ̃θ
u(x) = ω(θ) +

p
∑

i=1

Ai(θ)xp−i +

q
∑

i=1

Bi(θ)uq−i ,

for some mappings ω, A1:p and B1:q defined on Θ and valued in Rp′

,
(

Rp′×p′
)p

and
(

Rp′×q′
)q

. In the case where p′ = q′ = 1, the VLODM(p, q, p′, q′) (resp.

VLODMX(p, q, r, p′, q′)) is simply called a linearly observation-driven model of or-
der (p, q), shortened as LODM(p, q) (resp. LODMX(p, q, r)).

2.2. Iterations of the link function. We now introduce iterated versions of the
reduced link function ψ̃θ. Let Z be defined by (2.4). We define for any k ∈ Z>0

and u0:(k−1) ∈ Uk, the mapping ψ̃θ〈u0:(k−1)〉 : Z → X through a set of recursive

equations of order (p, q). Namely, for all n ∈ Z>0, u0:(k−1) ∈ Uk and z = z1:(p+q−1) ∈
Z, we define

ψ̃θ〈u0:(k−1)〉(z) := xk ,(2.9)

where the sequence x(−p+1):k is defined by










uj = zp+q+j , −q < j ≤ −1 ,

xj = zp+j , −p < j ≤ 0 ,

xj = ψ̃θ
u(j−q):(j−1)

(

x(j−p):(j−1)

)

, 1 ≤ j ≤ k .

(2.10)

In this set of equations the last line is applied recursively so that in fact, for all
j ≥ 1, xj only depends on z and u0:(j−1).

The equations in (2.10) define a system with input sequence u(−q+1):(k−1), initial
condition x(−p+1):0 and output sequence x1:k. Because the recursion given by the
last line of (2.10) involves p + 1 successive entries of the output and q successive
entries of the input, it is useful to define blocks, valued in Z = Xp × Uq−1 and
consider the same recursion applying to such blocks, hence computing zj from zj−1

and uj−1. Formally, for all u ∈ U, we define Ψ̃θ
u : Z → Z by

Ψ̃θ
u : (x1:p, u1:(q−1)) 7→







(

x2:p, ψ̃
θ
(u1:(q−1),u)

(x1:p), u2:(q−1), u
)

if q > 1
(

x2:p, ψ̃
θ
u(x1:p)

)

if q = 1 ,
(2.11)

Remark 2. Note in particular that with this notation at hand, and using the
admissible variables Uk = Υ(Yk) for the ODM case or Uk = Υ(Yk, Vk) for the
ODMX case, and Zk defined by (2.3), the second line of (2.1) and the third line
of (2.2) are equivalent to

(2.12) Zk+1 = Ψ̃θ
Uk

(Zk).
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We further denote the successive composition of Ψ̃θ
u0
, Ψ̃θ

u1
, ..., and Ψ̃θ

uk−1
by

(2.13) Ψ̃θ〈u0:(k−1)〉 = Ψ̃θ
uk−1

◦ Ψ̃θ
uk−2

◦ · · · ◦ Ψ̃θ
u0
.

This recursion is the same as the one for defining ψ̃θ〈u〉, except that it is valued in

Z, where as ψ̃θ〈u〉 is valued in X. More precisely, denoting, throughout the paper,
for all j ∈ {1, . . . , p+q−1}, by Πj (z) the j-th entry of z ∈ Z, we have the following

relations between ψ̃θ〈u〉 and Ψ̃θ〈u〉, for all k ∈ Z≥0 and u ∈ Uk,

ψ̃θ〈u〉 = Πp ◦ Ψ̃
θ〈u〉 ,(2.14)

Ψ̃θ〈u0:(k−1)〉(z) =

(

(

ψ̃θ〈u0:j〉(z)
)

k−p≤j<k
, u(k−q+1):(k−1)

)

,(2.15)

where, in the second line, we set uj = Πp+q+j (z) for −q < j ≤ −1 and use the

convention ψ̃θ〈u0:j〉(z) = Πp−j (z) for −p < j ≤ 0.

2.3. Ergodic assumption and some interesting class of parameters. In this
contribution, we only consider the case where all processes in the model are ergodic.
Namely, we use the following assumption.

(A-1) For all θ ∈ Θ, there exists a unique stationary solution {(Xk, Yk) : k ∈ Z}
satisfying (2.1).

In the case of exogenous covariates this assumption is replaced by the following.

(A’-1) For all θ ∈ Θ, there exists a unique stationary solution {(Xk, Yk, Vk) : k ∈ Z}
satisfying (2.2).

This ergodic property is the cornerstone for making statistical inference theory
work and we provide simple general conditions in [11] for p = q = 1 and in [26, 27,
Chapter 5] for the case of general order (p, q).

We now introduce the notation that will allow us to refer to the stationary
distribution of the model throughout the paper.

Definition 3 (Stationary distributions Pθ and P̃θ). We define the distributions Pθ

and P̃θ as follows.

a) Under (A-1), Pθ denotes the distribution on ((X × Y)Z, (X × Y)⊗Z) of the
stationary solution of (2.1); Under (A’-1), Pθ denotes the distribution on
((X× Y × V)Z, (X ⊗ Y ⊗ V)⊗Z) of the stationary solution of (2.2).

b) Under (A-1), P̃θ denotes the projection of Pθ on the component YZ; Under

(A’-1), P̃θ denotes the projection of Pθ on the component (Y × V)Z.

We also use the symbols Eθ and Ẽθ to denote the expectations corresponding to Pθ

and P̃θ, respectively.

To study the identifiability of ergodic ODM’s, we introduce equivalent classes
that define a partition of the parameter set in subsets of parameters which share
the same distribution of observations. Formally, it reads as follows.

Definition 4 (Equivalent classes for P̃θ). Suppose that (A-1) or (A’-1) holds and

define P̃θ as in Definition 3. For all θ, θ′ ∈ Θ, we write θ ∼ θ′ if and only if P̃θ = P̃θ′

.
This defines an equivalence relation on the parameter set Θ and, for any θ ∈ Θ, the
equivalence class of θ is denoted by [θ] := {θ′ ∈ Θ : θ′ ∼ θ}.

Remark 3. In the context of exogenous variables, that is, under (A’-1), since the

distribution of {Vk : k ∈ Z} under P̃θ does not depend on θ, P̃θ = P̃θ′

is equivalent
to say that the conditional distribution of {Yk : k ∈ Z} given {Vk : k ∈ Z} is the

same under P̃θ and under P̃θ′

.
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Determining the equivalent classes [θ] for all θ ∈ Θ amounts to solve the iden-
tifiability of a parameter under the assumption of a well specified model. Namely,
assuming that the distribution of the observations is given by P̃θ⋆ for some (un-
known) parameter θ⋆ ∈ Θ, a parameter ξ(θ⋆) is identifiable if and only if the given
mapping ξ is constant over the equivalent class [θ⋆]. Without identifiability, the
consistency of any estimator of ξ(θ⋆) is not possible. A special case is when [θ⋆] re-
duces to the singleton {θ⋆}, so that every parameter ξ(θ⋆) is identifiable, in which
case the model is said to be identifiable. Obviously, if θ and θ⋆ share the same
iterative equation (2.1) (or (2.2 with exogenous covariates), that is, if Gθ = Gθ⋆

and ψ̃θ
u(x) = ψ̃θ⋆

u (x) for all (u, x) ∈ Uq × Xp, by uniqueness of the stationary dis-

tribution, they must share the same one and in particular we get P̃θ = P̃θ⋆ . Thus,
using the more convenient notation Ψ̃ introduced in (2.11), we have

(2.16)
{

θ ∈ Θ : Gθ = Gθ⋆ and Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for all (z, u) ∈ Z×U
}

⊆ [θ⋆] .

We will provide general conditions ensuring that this inclusion becomes an equal-
ity, see Corollary 13 below. However it may happen in standard situations that this
inclusion is strict, as will be seen in Remark 8(5). Nevertheless, in all the consid-
ered examples, it will be possible to recover an equality by replacing Z by a more
appropriate subset in the left-hand side of (2.16).

As often for ODMs, our results rely on the assumption that, under Pθ, the hidden
variables are measurable with respect to the admissible variables from the past. This
is not completely surprising since, using the notation introduced in Section 2.2,
iterating the link function, we have that, for all θ ∈ Θ and all s < t in Z,

Xt = ψ̃θ〈Us:(t−1)〉(Zs) Pθ-a.s.

In particular, taking t = 1 and letting s decrease backward towards −∞, we get
that, X1 is measurable with respect to ∩t∈Z

(

FZ
t ∨ FU

0

)

, where (FZ
t ) and (FU

t )
respectively denote the natural filtrations of {Zn : n ∈ Z} and {Un : n ∈ Z}.
To our knowledge, all ODM of interest satisfy in fact the stronger property that
X1 is measurable with respect to FU

0 , which is sometimes called the invertibility
condition. This condition is now introduced with some notation for expressing X1

as a measurable function of U(−∞):0.

(A-2) For all θ ∈ Θ, the measurable function ψ̃θ〈·〉 : UZ≤0 → X satisfies

(2.17) X1 = ψ̃θ〈U(−∞):0〉 Pθ-a.s.

Since Pθ is stationary, (2.17) also implies that, for all t ∈ Z, Xt+1 = ψ̃θ〈U(−∞):t〉

Pθ-a.s. For an ODM (resp. an ODMX), we have Uk = Υ(Yk) (resp. Uk = Υ(Yk, Vk)).
Thus Assumption (A-2) allows us to derive theXt’s from the Yt’s (resp. from the Yt’s
and Vt’s) and therefore to rewrite the relationship given through the link function
in the second line of (2.1) (resp. in the third line of (2.2)) between these variables in
terms of a recursive relationship involving only the Yt’s (resp. the Yt’s and the Vt’s).

It turns out that Condition (2.17) in (A-2) can be verified using P̃θ only, that is,
we do not need Pθ but only its marginal onto the variable Yk’s (resp. the variables
Yt’s and the Vt’s), as shown by the following result.

Lemma 5. Consider an ODM(p, q) satisfying (A-1) with p, q ∈ Z>0 or an
ODMX(p, q, r) satisfying (A’-1) with p, q, r ∈ Z>0. Let θ ∈ Θ and consider a mea-

surable function ψ̃θ〈·〉 : UZ− → X. Then (2.17) is satisfied if and only if the two
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following equations hold.

ψ̃θ〈U(−∞):0〉 = ψ̃θ
U(−q+1):0

(

(

ψ̃θ〈U(−∞):j〉
)

−p≤j≤−1

)

P̃θ-a.s.(2.18)

P̃θ
[

Y1 ∈ · |Y(−∞):0

]

= Gθ
(

ψ̃θ〈U(−∞):0〉, ·
)

P̃θ-a.s.(2.19)

Proof. Suppose that (2.17) holds true. Since Pθ is shift invariant, it can be extended
to all time instants k ∈ Z, namely,

Xk = ψ̃θ〈U(−∞):(k−1)〉 Pθ-a.s.

But then (2.18) and (2.19) follows from the model equations (2.1) in the case of an
ODM or (2.2) in the case of an ODMX.

Suppose now that (2.18) and (2.19) hold true. Since Pθ is shift invariant, they
are extended to all time instants k ∈ Z in the form

ψ̃θ〈U(−∞):k−1〉 = ψ̃θ
U(k−q):(k−1)

(

(

ψ̃θ〈U(−∞):j〉
)

k−p−1≤j≤k−2

)

P̃θ-a.s.

P̃θ
[

Yk ∈ · |Y(−∞):(k−1)

]

= Gθ
(

ψ̃θ〈U(−∞):(k−1)〉, ·
)

P̃θ-a.s.

Defining X ′
k = ψ̃θ〈U(−∞):(k−1)〉 for all k ∈ Z, we see that {(X ′

k, Yk) : k ∈ Z} is
a stationary sequence satisfying the model equations (2.1) in the ODM case and
{(X ′

k, Yk, Vk) : k ∈ Z} is a stationary sequence satisfying the model equations (2.2)
in the ODMX case. By uniqueness of Pθ assumed in (A-1) and (A’-1), respectively,
we get that (2.17) holds. �

Now, given θ⋆ ∈ Θ, we introduce the set 〈θ⋆〉 of all parameters θ ∈ Θ whose
recursive relationship (2.18) apply to almost all trajectories of {Un : n ∈ Z} under
the distribution of θ⋆.

Definition 6 (Subset 〈θ⋆〉). Suppose that we are given a measurable function

ψ̃θ〈·〉 : UZ≤0 → X. Then, for all θ⋆ ∈ Θ, we denote by 〈θ⋆〉 the set of all parameters
θ ∈ Θ satisfying the two following equations

ψ̃θ〈U(−∞):0〉 = ψ̃θ⋆〈U(−∞):0〉 P̃θ⋆ -a.s. ,(2.20)

ψ̃θ〈U(−∞):0〉 = ψ̃θ
U(−q+1):0

(

(

ψ̃θ〈U(−∞):j〉
)

−p≤j≤−1

)

P̃θ⋆-a.s.(2.21)

It is important to note that 〈θ⋆〉 of Definition 6 depends on the choice of the

class of functions
{

ψ̃θ〈·〉 : θ ∈ Θ
}

and that Assumption (A-2) alone is not sufficient

to define each ψ̃θ〈·〉 on the whole set UZ≤0 of trajectories, since Relation (2.17)
is only required to hold Pθ-a.s.. We now provide some Lipschitz condition on the
iterates of the link function ψ̃θ and a moment condition on U0 that allow us to

build a natural class of functions
{

ψ̃θ〈·〉 : θ ∈ Θ
}

that satisfies (A-2). Whenever we

need some metric on the space Z, we assume the following.

(A-3) The σ-fields X and U are Borel ones, respectively associated to (X, δX) and
(U, δU), both assumed to be complete and separable metric spaces.

Recall that, for any finite U-valued sequence u, the mapping ψ̃θ〈u〉 is defined by (2.9)
following the recursion in (2.10). Define, for all n ∈ Z>0, the Lipschitz constant for

ψ̃θ〈u〉, uniform over u ∈ Un,

(2.22) Lipθn = sup

{

δX(ψ̃
θ〈u〉(z), ψ̃θ〈u〉(z′))

δZ(z, z′)
: (z, z′, u) ∈ Z2 ×Un

}

,
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where we set, for all v = v1:(p+q−1) ∈ Z and v′ = v′1:(p+q−1) ∈ Z,

(2.23) δZ(v, v
′) =

(

max
1≤k≤p

δX(vk, v
′
k)

)

∨

(

max
p<k<p+q

δU(vk, v
′
k)

)

.

We use the following assumptions to define the class of functions
{

ψ̃θ〈·〉 : θ ∈ Θ
}

.

(A-4) For all θ ∈ Θ, we have Lipθ1 <∞ and Lipθn → 0 as n→ ∞.

(A-5) There exists x
(i)
1 ∈ X and, if q > 1, u

(i)
1 ∈ U such that the constant vectors

x(i) = (x
(i)
1 , . . . , x

(i)
1 ) ∈ Xp and u(i) = (u

(i)
1 , . . . , u

(i)
1 ) ∈ Uq−1 satisfy, for all

θ⋆, θ ∈ Θ,

(2.24) Eθ⋆
[

φθ(U0)
]

<∞ ,

where we defined, for all u ∈ Y,

φθ(u) = ln+
(

δX

(

x
(i)
1 , ψ̃

θ
(u(i),u)

(x(i))
)

∨ δU(u
(i)
1 , u)

)

with the convention δU(u
(i)
1 , u) = 0 if q = 1.

(A-6) For all θ ∈ Θ and u ∈ Uq, the reduced link function ψ̃θ
u is continuous on Xp.

Obviously, under (A-4), for all θ ∈ Θ and u ∈ UZ≤0 , the asymptotic behavior of

ψ̃θ〈u(−n):0〉(z) as n→ ∞ does not depend on z ∈ Z. We can thus denote
{

Dθ :=
{

u ∈ UZ≤0 : ψ̃θ〈u(−n):0〉(z) converges in X as n→ ∞
}

ψ̃θ〈u〉 := limn→∞ ψ̃θ〈u(−n):0〉(z) for all u ∈ Dθ ,
(2.25)

and keep in mind that the initial point z has no influence on these two definitions.
By (2.15), we further have the following result using the definitions in (2.25).

{

Dθ :=
{

u ∈ UZ≤0 : Ψ̃θ〈u(−n):0〉(z) converges in Z as n→ ∞
}

Ψ̃θ〈u〉 := limn→∞ Ψ̃θ〈u(−n):0〉(z) for all u ∈ Dθ ,
(2.26)

and Ψ̃θ〈u〉 and ψ̃θ〈u〉 are related for all u ∈ Dθ through the formulas

ψ̃θ〈u〉 = Πp ◦ Ψ̃
θ〈u〉 ,(2.27)

Ψ̃θ〈u〉 =

(

(

ψ̃θ〈u(−∞):k〉
)

−p<k≤0
, u(−q+2):0

)

.(2.28)

Based on these definitions, we now introduce subsets of Z of particular interest.

Definition 7 (Set Eθ). If Assumption (A-4) holds, we set, for any θ ∈ Θ,

(2.29) Eθ :=
{

Ψ̃θ〈u〉 : u ∈ Dθ
}

⊂ Z ,

where Ψ̃θ〈·〉 and Dθ are defined by (2.26).

Remark 4. Suppose that, for all θ ∈ Θ, we have U(−∞):0 ∈ Dθ, P̃θ-a.s., and

suppose that (A-2) holds for ψ̃θ〈·〉 as in (2.25). Then, by (2.3) and (2.28), we have
Z1 ∈ Eθ, Pθ-a.s. Since Pθ is shift-invariant, we get that {Zk : k ∈ Z} takes its values
in Eθ, Pθ-a.s. This is why the set Eθ will be of interest in the following.

The following result is proved in Section 6.1.

Lemma 8. Consider an ODM(p, q) satisfying (A-1) with p, q ∈ Z>0 or an
ODMX(p, q, r) satisfying (A’-1) with p, q, r ∈ Z>0. Suppose that (A-3), (A-4)

and (A-5) hold. Then, for all θ, θ⋆ ∈ Θ, we have U(−∞):0 ∈ Dθ, P̃θ⋆-a.s., (A-2)

holds and, setting Eθ⋆ as in Definition 7, we have

(2.30)
{

θ ∈ Θ : Gθ = Gθ⋆ and Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for all (z, u) ∈ Eθ⋆ ×U
}

⊆ [θ⋆] .
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If moreover (A-6) is assumed, then (2.21) holds for all θ ∈ Θ. Consequently, the
set 〈θ⋆〉 in Definition 6 can be expressed as

(2.31) 〈θ⋆〉 =
{

θ ∈ Θ : ψ̃θ〈U(−∞):0〉 = ψ̃θ⋆〈U(−∞):0〉 P̃θ⋆-a.s.
}

.

Remark 5. The invertibility Assumption (A-2) is essential for deriving the iden-
tifiability class [θ⋆] using the set 〈θ⋆〉. Lemma 8 can be used to prove it in all the
examples that are considered hereafter. Indeed as will be checked in Section 5, all
the considered examples satify the following facts:

(1) The sets X and U are closed subsets of finite dimensional normed spaces
and (A-3) follows.

(2) Assumption (A-4) is weaker than what is needed for proving the ergodicity
assumption (A-1). Consider for instance the classical GARCH(1,1) model

defined by setting Υ(y) = y2, ψ̃θ
u(x) = ω+ax+ bu and Gθ(x, ·) = P(xε ∈ ·)

where ε is centered with variance 1. Then it is easily seen that (A-4) is
equivalent to a < 1. On the other hand, the Lyapunov condition to get (A-1)
reads E log(bǫ2 + a) < 0, which implies a < 1.

(3) The moment condition (A-5) is implied by Eθ⋆
[

log+(|Y0|)
]

<∞, where | · |
is some norm, and this condition holds as a byproduct of the proof of (A-1)
(which often imply Eθ⋆ [|Y0|

s] for some s > 0).
(4) One can readily checks (A-6).

Note also that the set in the left-hand side of (2.30) contains the set in the left-hand
side of (2.16). In all our examples, the assumptions of 13 below will be shown to
hold, implying that the inclusion in (2.30) is in fact an equality. In some of these
examples, however, the inclusion in (2.16) is strict, showing that the sets in the
left-hand sides of (2.16) and (2.30) may happen to be different.

3. Examples

We give a non-exhaustive list of possible examples related to the previous defi-
nitions and for which our results apply, as will be shown in Section 5.

3.1. Standard LODMs. Many models can be considered as an LODM by choos-
ing an appropriate admissible mapping Υ.
GARCH. The standard GARCH(p, q) model is a special case of LODM(p, q), in
which case X = R≥0, Y = R, Υ(y) = y2, and Gθ(x, ·) is a centered distribution with
variance x, most commonly the normal distribution.
INGARCH. The standard Poisson integer-valued GARCH (INGARCH, see e.g.
[12]) obviously is an LODM(p, q) with X = R≥0, Y = Z≥0 and G

θ(x, ·) is the Poisson
distribution with mean x.
Extensions of INGARCH. Many extensions of the INGARCHmodel simply consist
in extending the Poisson distribution to more general ones: the NBIN-GARCH
model of [30], the COM-Poisson INGARCH model of [31], the zero-inflated Poisson
GARCH of [32], or the mixed-Poisson integer GARCH (MPINGARCH) of [25],
among others. Often for these extensions, an extra-parameter is used to define the
distribution Gθ(x, ·), in which case this extra parameter can be taken either as
known, in which case Gθ does not depend on θ, or as unknown, in which case
Gθ only depends on a subparamater of θ. Some integer valued observation driven
models require using a non-identity admissible mapping in order to be seen as an
LODM. For instance, the log-linear Poisson Garch model of [13] is an LODM(p, q)
by taking Υ(y) = ln(1 + y), and Gθ(x, ·) as the Poisson distribution with mean ex.

All the above examples are LODMs with a similar parametrization of the linear
link function. In fact they only differ through the admissible mapping Υ or the
observation kernel Gθ. We assemble them using the following definition.
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Definition 9 (Standard LODM (with unknown observation kernel)). An
LODM(p, q) of Definition 2 is said to be standard if θ = (ω, a1:p, b1:q) ∈ Θ ⊂ R1+p+q

with ω(θ) = ω, Ak(θ) = ak for all 1 ≤ k ≤ p and Bk(θ) = bk for all
1 ≤ k ≤ q, and Gθ does not depend on θ, in which case we denote it by G. It
is said to be standard with unknown observation kernel if the same holds with
θ = (ϑ, ϕ) ∈ Θ ⊂ R1+p+q×Φ where ϑ = (ω, a1:p, b1:q) and Φ is some parameter set,
and Gθ only depends on ϕ, in which case we denote it by Gϕ.

In this definition the parameter ϕ is used in the case where the observation
kernel depends on an unknown extra parameter, as considered in [25] for the class
of MPINGARCH(p, q) models which include the NBIN GARCH model. A necessary
and sufficient condition for standard LODMs with known or unknown observation
kernel is provided in Theorem 17 below and applies to all the examples listed in
this section.

3.2. A bivariate example. Let us extend Definition 9 to the vector case as fol-
lows.

Definition 10 (Standard VLODM (with unknown observation kernel)). A

VLODM(p, q, p′, q′) is said to be standard if θ = (ω, A1:p, B1:q) ∈ Θ ⊂ Rp′

×
(

Rp′×p′
)p

×
(

Rp′×q′
)q

with ω(θ) = ω, Ak(θ) = Ak for all 1 ≤ k ≤ p and Bk(θ) = Bk

for all 1 ≤ k ≤ q, and Gθ does not depend on θ, in which case we denote it by G.
It is said to be standard with unknown observation kernel if the same holds with

θ = (ϑ, ϕ) ∈ Θ ⊂ Rp′

×
(

Rp′×p′
)p

×
(

Rp′×q′
)q

× Φ where ϑ = (ω, A1:p, B1:q) and

Φ is some parameter set, and Gθ only depends on ϕ, in which case we denote it by
Gϕ.

Then the bivariate integer valued GARCH model of [9] is a standard
VLODM(1, 1, 2, 2) with unknown observation kernel defined for all ϕ ∈ Φ = [−ϕ, ϕ]
(where ϕ > 0 is some constant), (x1, x2) ∈ R>0 and (y1, y2) ∈ Z≥0, by

(3.1) Gϕ((x1, x2), {y1, y2}) =
xy1

1 x
y2

2

y1! y2!
e−(x1−x2)



1 + ϕ
∏

i=1,2

(e−yi − ecxi)



 .

where c = 1 − 1/e. Since we have p = q = 1 in this example, we simply denote
θ = (ω, A,B, ϕ) ⊂ R2 × R2×2 × R2×2 × [−ϕ, ϕ].

3.3. Non-linear GARCH. The non-linear GARCH model of [17] is an ODM(p, q)
with

Gθ(x, ·) = P(x1/δη ∈ ·)

ψθ
y0:(q−1)

(x0:(p−1)) = ω +

p
∑

i=1

aixp−i +

q
∑

i=1

(

bi(1)(y
+
q−i)

δ + bi(2)(y
−
q−i)

δ
)

,

where η is a real valued random variable. Two cases are considered in [17] :

Case 1) If the exponent δ is known, we set θ = (ω, a1:p,b1:q) with bk =
[

bk(1) bk(2)
]

for k = 1, . . . , q, and Υ(y) = ((y+)δ, (y−)δ), in which case
we have a standard VLODM(p, q, 1, 2) of Definition 10 with known obser-
vation kernel and with the parameters Ak denoted by ak for k = 1, . . . , p
and the parameters Bk denoted by bk for k = 1, . . . , q.

Case 2) If the exponent δ is unknown, we set θ = (ω, a1:p,b1:q, δ) and Υ(y) =

(y+, y−), in which case δ must be included in the definition of ψ̃θ.

To our best knowledge this kind of model have not be extended to the case of
(signed) integer valued time series.
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3.4. The SETPAR model. Other non-linear ODM’s that cannot be cast into
an LODM or a VLODM can be found in [6]. We consider here the self-excited
threshold Poisson autoregression (SETPAR) model originally studied in [28], which
is an ODM(1,1), integer valued (Y = Z≥0), with link function defined for all θ =
(ω1, ω2, a1, a2, b1, b2, r) ∈ Θ ⊂ R6

≥0 × Z≥0 by

(3.2) ψθ
y(x) =

{

ω1 + a1x+ b1y if y ≤ r

ω2 + a2x+ b2y if y > r ,

with Gθ(x, ·) being the usual Poisson distribution with mean x.

3.5. The PARX model. Our last example is the Poisson autoregression with
exogenous covariates (PARX) model of [1]. The PARX model is similar to the stan-
dard INGARCH(p, q) model above but with additional exogenous variables entering
into the link function for generating the hidden variables. The exogenous variables
are assumed to satisfy some Markov dynamic of order 1 (see [1, Assumption 1]).
Thus it is an ODMX(p, q, 1). Eq. (1) in [1] corresponds to setting our Gθ(x, ·) as
the Poisson distribution with mean x. Eq. (2) in [1] corresponds to setting for all
x = x0:(p−1) ∈ Rp and u = (y0:(q−1), v) ∈ Rq × V,

(3.3) ψ̃u(x) = ω +

p
∑

k=1

akxp−k +

q
∑

k=1

bkyq−k + f(v, γ) ,

where f(·, γ) : V → R≥0 is a known function and θ = (ω, a1, . . . , ap, b1, . . . , bq, γ)
is the unknown parameter of the model. Note that our Yk, Xk, Vk, a1:p and b1:q
correspond to their yk, λk, xk, β1:q and α1:p, respectively. Identifiability is consid-
ered in [1] by specifying γ as γ = γ1:d ∈ Rd

≥0 for some positive integer d (which

corresponds to dx in [1]) and f(v, γ) as being of the form

(3.4) f(v, γ) =

d
∑

i=1

γifi(v) ,

for some known functions f1, . . . , fd : V → R≥0. It is in fact imposed in [1] that
v = v1:d ∈ Rd = V and fi(v) actually is a function of vi for each i ∈ {1, . . . , d} but
this constraint can be dropped for achieving wider generality without additional
theoretical difficulties. The specific form of f(v, γ) in (3.4) amounts in our setting
to specify the previous ODMX(p, q, 1) with reduced link function as in (3.3) to a
VLODMX(p, q, 1, 1, d+1) with Υ(y, v) = (y, f1(v), . . . , fd(v)) ∈ U = R1+d, Ak(θ) =
ak for k = 1, . . . , p, B1(θ) =

[

b1 γ1 . . . γd
]

and Bk(θ) =
[

bk 0 . . . 0
]

for

k = 2, . . . , q. Then θ = (ω, a1, . . . , ap, b1, . . . , bq, γ) with γ = γ1:d ∈ Rd
≥0 and it

follows that Θ is a subset of R1+p+q+d
≥0 .

4. Main results

4.1. General setting. To investigate the identifiability of the model, we first intro-
duce an assumption which says how much can be identified from a single observation
of the conditional distribution Gθ(x, ·).

(B-1) For all θ⋆ ∈ Θ there exists [θ⋆]G ⊂ Θ such that, for all θ ∈ Θ and x, x′ ∈ X,

Gθ(x; ·) = Gθ⋆(x′; ·) if and only if θ ∈ [θ⋆]G and x = x′ .

It can be convenient to write the parameters as θ = (ϑ, ϕ) so that Gθ only depends
on ϕ, hence can be denoted by Gϕ, and the link function ψθ only depends on
ϑ, hence can be denoted by ψϑ. In this case, the “if” in (B-1) holds by setting
[θ⋆]G = {(ϑ, ϕ) ∈ Θ : ϕ = ϕ⋆} for θ⋆ = (ϑ⋆, ϕ⋆), and the “only if” in (B-1) says
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that (ϕ, x) 7→ Gϕ(x, ·) is one-to-one. In many examples Gθ does not depend on θ
at all, in which case [θ⋆]G = Θ. See (SL’-3) below in Section 5.1 for such a case.

Our approach to establish identifiability is given by the following general result.

Proposition 11. Consider an ODM(p, q) satisfying (A-1) with p, q ∈ Z>0 or an

ODMX(p, q, r) satisfying (A’-1) with p, q, r ∈ Z>0. Let
{

ψ̃θ〈·〉 : θ ∈ Θ
}

be a class

of UZ≤0 → X-measurable functions satisfying (A-2). Suppose moreover that (B-1)
holds. Then, for all θ⋆ ∈ Θ. we have

[θ⋆] = [θ⋆]G ∩ 〈θ⋆〉 ,

where 〈θ⋆〉, [θ⋆]G and [θ⋆] are respectively defined in Definition 6, Assumption (B-1)
and Definition 4.

The proof is postponed to Section 6.2 for convenience. We now derive the main
result of this section, which provides sufficient conditions in order to fully describe
the set 〈θ⋆〉. To this end, we introduce the following assumption, in which, by saying
that a probability measure µ on (U,U) is non-degenerate with respect to the class
C ⊂ U , we mean that, for any A ∈ C, µ(A) = 1 can only be true if A = U.

(A-7) For all θ ∈ Θ and x ∈ X, the measure G̃θ(x; ·) defined by (2.6) on (U,U) is
non-degenerate with respect to the class Cθ,

where Cθ denotes the class containing all sets A ∈ U for which there exist θ, θ′ ∈ Θ,
z ∈ Z, k, l ∈ Z≥0, and v, w ∈ Uk ×Ul such that

A =
{

u ∈ U : ψ̃θ〈(v, u, w)〉(z) = ψ̃θ′

〈(v, u, w)〉(z) = 0
}

.

Remark 6. The non-degenerate assumption (A-7) is easy to check in the two
following cases.

(1) If for all θ ∈ Θ, x ∈ X and u ∈ U, we have G̃θ(x, {u}) > 0, then for

any set A ∈ U we have G̃θ(x,A) = 1 if and only if A = U. Thus (A-7) is
immediately satisfied.

(2) In the VLODM case, that is, with reduced link function given by (2.8), we
immediately see that Cθ only contains affine subsets (being the null space

of an affine function). Hence we only need to require that G̃θ(x; ·) does not
have full measure on affine hyperplanes to ensure that it is non-degenerate
with respect to the class Cθ.

In the case of an ODMX, the definition of G̃θ is different, see Remark 1(5),
Assumption (A-7) has to be adapted into the following.

(A’-7) For all θ ∈ Θ and w ∈ X×Vr , the measure G̃θ(w; ·) defined by (2.7) on (U,U)
is non-degenerate with respect to the class Cθ.

We have the following result.

Theorem 12. Consider an ODM(p, q) satisfying (A-1) and (A-7) with p, q ∈ Z>0

or an ODMX(p, q, r) satisfying (A’-1) and (A’-7) with p, q, r ∈ Z>0. Assume that

(A-3)–(A-6) hold. For all θ ∈ Θ, define Dθ and ψ̃θ〈·〉 by (2.25). Then (A-2) holds
and we have, for all θ⋆ ∈ Θ,

(4.1) 〈θ⋆〉 =
{

θ ∈ Θ : Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for all (z, u) ∈ Eθ⋆ × U
}

,

where 〈θ⋆〉 and Eθ⋆ are as in Definition 6 and Definition 7.

Proof. The fact that (A-2) holds for the given choice of ψ̃θ〈·〉 follows from Lemma 8.
Let us now take θ⋆ ∈ Θ and θ ∈ 〈θ⋆〉 and show that θ belongs to the right-hand

side of (4.1). We prove this in the case of an ODMX satisfying (A’-1).(The case
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of an ODM is readily obtained by removing the variables Vk’s in the reasoning).
By (2.17), (2.20) and (2.21), and since Pθ⋆ is stationary, we have, for all t ∈ Z,

Xt+1 = ψ̃θ⋆
U(t−q+1):t

(

X(t−p+1):t

)

= ψ̃θ
U(t−q+1):t

(

X(t−p+1):t

)

Pθ⋆-a.s.

Using (2.3) and the notation introduced in Section 2.2, we get that, for any n ∈ Z≥0,

(4.2) ψ̃θ⋆〈U0:n〉(Z0) = ψ̃θ〈U0:n〉(Z0) Pθ⋆-a.s.

We now show that this implies

(Hk) For all u ∈ Uk, we have ψ̃θ⋆〈(U0:(n−k), u)〉(Z0) = ψ̃θ〈(U0:(n−k), u)〉(Z0)

Pθ⋆-a.s.

by iterative reasoning on k = 0, . . . , n+1. First observe that (4.2) corresponds to H0

(since u is an empty sequence). Now assume that Hk holds for some k = 0, . . . , n.
Then, for any v ∈ Uk, the set

A :=
{

u ∈ U : ψ̃θ⋆〈(U0:(n−k−1), u, v)〉(Z0) = ψ̃θ〈(U0:(n−k), u, v)〉(Z0)
}

has probability 1 under the Pθ⋆-conditional probability of Un−k

given Z0, U0:(n−k−1), V(−∞):(n−k−1). This conditional probability is

G̃θ⋆((Xn−k, V(n−k−r):(n−k−1)); ·) defined by (2.7). By (A’-7) and since, given

Z0, U0:(n−k−1), V(−∞):(n−k−1), we have A ∈ Cθ, Pθ⋆-a.s., we obtain that Hk+1 is
true. Reasoning by induction, this leads to Hn+1, and finally, we get that

(H) there exists z ∈ Z such that for all n ∈ Z≥0 and all u ∈ Un+1, ψ̃θ⋆〈u〉(z) =

ψ̃θ〈u〉(z).

Now let (z(i), u1) ∈ Eθ⋆ ×U. By definition of Eθ⋆ , there exists u ∈ UZ≤0 , such that

z(i) = Ψ̃θ⋆〈u〉. Now, for all n ≥ p, we have

Ψ̃θ
u1

(

Ψ̃θ〈u(−n):0〉(z)
)

= Ψ̃θ〈u(−n):1〉(z)

= Ψ̃θ⋆〈u(−n):1〉(z)

= Ψ̃θ⋆
u1

(

Ψ̃θ⋆〈u(−n):0〉(z)
)

,

where we chose z ∈ Z in order to apply Assertion (H) in the second equality. On
the other hand, by (2.26), we have

z(i) = Ψ̃θ⋆〈u〉 = lim
n→∞

Ψ̃θ⋆〈u(−n):0〉(z) = lim
n→∞

Ψ̃θ〈u(−n):0〉(z) ,

where we again used that z were chosen as in (H) in the last equality. With (A-6) and

the previous display we obtain Ψ̃θ
u1
(z(i)) = Ψ̃θ⋆

u1
(z(i)). This is true for an arbitrary

(z(i), u1) ∈ Eθ⋆ × U; hence, we have obtained that the left-hand side of (4.1) is
included in its right-hand side.

We now prove the opposite inclusion. Let θ⋆, θ ∈ Θ such that

(4.3) Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for all (z, u) ∈ Eθ⋆ ×U .

Let v ∈ UZ≤0 . Take an arbitrary z(i) ∈ Eθ⋆ . Then there exists w ∈ Dθ such that
z(i) = Ψ̃θ〈w〉. For all n ∈ Z>0 and k = 1, . . . , n, we get that

Ψ̃θ⋆〈v(−n+1):(−n+k)〉(z
(i)) = Ψ̃θ⋆〈(w, v(−n+1):(−n+k))〉 ∈ Eθ⋆ .

Applying (4.3) recursively in k, we get that, for any n ∈ Z≥0,

Ψ̃θ⋆〈v(−n):0〉(z
(i)) = Ψ̃θ〈v(−n):0〉(z

(i)) .

Hence, Dθ = Dθ⋆ and by (2.26) and (2.27), we get that for all v ∈ Dθ = Dθ⋆ ,

ψ̃θ〈v〉 = ψ̃θ⋆〈v〉. By Lemma 8 we have U(−∞):0 ∈ Dθ⋆ , Pθ⋆-a.s., and using (2.31),
we get that θ ∈ 〈θ⋆〉, which concludes the proof. �
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Note that in (4.1), as in the left-hand side of (2.30), the functions Ψ̃θ
u and Ψ̃θ⋆

u

are only required to coincide on Eθ⋆ whereas in the left-hand side of (2.16), they
coincide on the whole set Z. In some cases, we can prove that the two conditions
are the same, so that Proposition 11 and Theorem 12 allow us to conclude that the
inclusion in (2.16) is in fact an equality, as in the following result.

Corollary 13. Suppose that the assumptions of Theorem 12 and (B-1) hold. Let
θ⋆ ∈ Θ. Then the inclusion in (2.30) is an equality. Suppose moreover that θ⋆
satisfies the following additional assumption.

(A-8) For all θ ∈ Θ, u ∈ U and z ∈ Z, if Ψ̃θ
u and Ψ̃θ⋆

u coincide on the set Eθ⋆(z) :=
{

Ψ̃θ⋆〈v〉(z) : n ∈ Z≥0, v ∈ Un
}

, then they also coincide on Z.

Then the inclusion in (2.16) is an equality.

Proof. Applying Proposition 11 and Theorem 12, we get that

[θ⋆] =
{

θ ∈ [θ⋆]G : Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for all (z, u) ∈ Eθ⋆ ×U
}

.

Observing that, by (B-1), θ ∈ [θ⋆]G is equivalent to have Gθ = Gθ⋆ , we get that
the inclusion in (2.30) is an equality. To prove the second assertion of the corollary,

we only need to check that, under (A-8), for all θ ∈ Θ and u ∈ U, if Ψ̃θ
u and Ψ̃θ⋆

u

coincide on Eθ⋆ , they must also coincide on Z. It suffices to show that there exists
z ∈ Z such that Eθ⋆(z) ⊂ Eθ⋆ . This inclusion is true if z ∈ Eθ⋆ and we conclude by
observing that Eθ⋆ is not empty since it contains Z1, P

θ⋆-a.s., as a consequence of
Remark 4. �

Remark 7. A simple case where (A-8) in Corollary 13 is easy to check is when

p = q = 1, so that Z = X and Ψ̃θ⋆〈v〉(z) = ψ̃θ⋆
v (z) for all v ∈ U and z ∈ X. See the

proof of Theorem 19 for a specific example. However it may happen that (A-8) is
not satisfied as will be seen in Remark 8(5). In the linear case, we will characterize
〈θ⋆〉 in Lemma 15 without relying on (A-8).

4.2. Vector linear setting. We now consider a VLODM(p, q, p′, q′) or a
VLODMX(p, q, p′, q′, r), that is, we assume the reduced link function to be of the
form (2.8). We set in this case δX(x, x

′) = |x−x′| (resp. δU(u, u
′) = |u−u′|) where

| · | denotes an arbitrary norm in Rp′

(resp. Rq′). The general conditions reduce to
the following set of conditions.

(L-1) For all θ ∈ Θ, we have that Ip′ −
∑p

k=1Ak(θ)z
k is invertible for all z ∈ C with

|z| ≤ 1,

where Ip′ denotes the identity matrix of order p′.

(L-2) For all θ ∈ Θ and x ∈ X, the measure G̃θ(x; ·) defined on (U,U) by (2.6) is

non-degenerate in the following sense : there is no affine hyperplane A ⊂ Rq′

such that G̃θ(x;A) = 1.

Note that, if q′ = 1, affine hyperplanes are singletons, hence (L-2) simply means

that, for all x and θ, G̃θ(x; ·) does not reduce to a unit mass concentrated on a
single point. In the case of a VLODMX, we replace (L-2) by the following.

(L’-2) For all θ ∈ Θ and w ∈ X×Vr , the measure G̃θ(w; ·) defined on (U,U) by (2.7)

is non-degenerate in the following sense : there is no affine hyperplane A ⊂ Rq′

such that G̃θ(w;A) = 1.

Finally the moment condition (A-5) simplifies in the vector linear case to

(L-3) The invariant probability measure of Definition 3 satisfies, for all θ ∈ Θ,

(4.4) Eθ
[

ln+(|U0|)
]

<∞ .
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We have the following result, whose proof is postponed to Section 6.3 for conve-
nience, that relates this set of assumptions to the general ones.

Lemma 14. Consider the vector linear setting where (2.8) holds, and X and Y are

closed subset of Rp′

and Rq′ , respectively, with δX and δU being the metrics induced
by norms on these spaces. The following assertions hold.

(i) Assumption (A-3) holds.
(ii) Assumption (A-4) is equivalent to (L-1).

(iii) Assumption (L-3) implies (A-5) for any x
(i)
1 ∈ X, and any u

(i)
1 ∈ U.

(iv) Assumption (A-6) holds.
(v) Assumption (L-2) implies (A-7).
(vi) Assumption (L’-2) implies (A’-7).

As a consequence, the assumptions of Theorem 12 are implied by (A-1), (L-1), (L-2)
and (L-3) in the VLODM case and by (A’-1), (L-1), (L’-2) and (L-3) in the
VLODMX case.

We now provides a simple characterization of 〈θ⋆〉 in (4.1) in the linear case. The
proof of the following result can be found in Section 6.4.

Lemma 15. Suppose that {0} ( U and that (L-1) holds, and let Eθ be as in
Definition 7. For all θ ∈ Θ, define R(·; θ) as the rational matrix

(4.5) R(z; θ) =

(

Ip′zp −

p
∑

k=1

Ak(θ)z
p−k

)−1(q−1
∑

k=0

Bk+1(θ) z
q−1−k

)

,

which is well defined on z ∈ C except for at most finitely many z’s. Then, for all
θ, θ⋆ ∈ Θ, the two following assertions are equivalent.

(i) We have Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for all z ∈ Eθ⋆ and u ∈ U.
(ii) The two following identities hold

(

Ip′ −

p
∑

k=1

Ak(θ⋆)

)−1

ω(θ⋆) =

(

Ip′ −

p
∑

k=1

Ak(θ)

)−1

ω(θ) ,(4.6)

R(·; θ⋆) = R(·; θ) .(4.7)

The identification of a parameter θ based on the equation (4.7) is similar
to the identifiability of a vector auto-regressive moving average or order p, q
(VARMA(p, q)) model with AR matrices A1:p(θ) and MA matrices B1:q(θ). Indeed,
in such a model the spectral density matrix takes the form

λ 7→ R(eiλ; θ)ΣR(e−iλ; θ) ,

where Σ is the covariance matrix of the noise. We refer to [18] where identifiable
parametrization of ARMA models are discussed. Below we provide an important
related result related to this general issue. Let p, q, p′, q′ be positive integers. For
all A1:p ∈ (Rp′×p′

)p and B1:q ∈ (Rp′×q′)q, let us define the polynomial matrices

respectively valued in Rp′×p′

and Rp′×q′

Pp(z;A1:p) = Ip′zp −

p
∑

k=1

Akz
p−k and Qq(z;B1:q) =

q
∑

k=1

Bk z
q−k .(4.8)

Note that, for all A1:p ∈ (Rp′×p′

)p, Pp(z;A1:p) in (4.8) must be invertible for |z|
large enough (since then Ip′zp dominates). When a polynomial matrix is invertible
for at least one z ∈ C, then it is invertible for all z ∈ C, except at most a finite
number of them. It is then said to be non-singular. Thus, for all A1:p ∈ (Rp′×p′

)p

and B1:q ∈ (Rp′×q′)q, we can define the rational matrix Pp(z;A1:p)
−1Qq(z;B1:q),

which is well defined for all z ∈ C, except at most a finite number of them.
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Lemma 16. Let p, q, p′, q′ be positive integers. Then, for any A⋆
1:p ∈ (Rp′×p′

)p and

B⋆
1:q ∈ (Rp′×q′)q, the two following assertion holds.

(i) Suppose that Pp(·;A
⋆
1:p) and Qq(·;B

⋆
1:q) are left coprime. Then, for all

A1:p ∈ (Rp′×p′

)p and B1:q ∈ (Rp′×q′)q, we have

Pp(·;A
⋆
1:p)

−1Qq(·;B
⋆
1:q) = Pp(·;A1:p)

−1Qq(·;B1:q)

if and only if A1:p = A⋆
1:p and B1:p = B⋆

1:p.
(ii) Suppose that Pp(·;A

⋆
1:p) and Qq(·;B

⋆
1:q) are not left coprime. Then, there

exist Ã1:p ∈ (Rp′×p′

)p \ {0} and B̃1:q ∈ (Rp′×q′)q such that, for all α ∈ R,

setting A1:p = A⋆
1:p + αÃ1:p and B1:q = B⋆

1:q + αB̃1:q, we have

Pp(·;A
⋆
1:p)

−1Qq(·;B
⋆
1:q) = Pp(·;A

⋆
1:p + αÃ1:p)

−1Qq(·;B
⋆
1:q + αB̃1:q) .

Two polynomial matrices with the same number p′ of rows are said to be left
coprime if they admit the identity matrix Ip′ as a greatest common p′ × p′ left
divisor (g.c.l.d.), that is, every common left divisor of them is also a left divisor of
Ip′ . The set of polynomial matrices of order p′ is a non-commutative ring for p′ > 1.
This is why for p′ > 1 a notion of left (or right) divisor is necessary. Note, however
that if p′ = 1, saying that Pp(·;A

⋆
1:p) and Qq(·;B

⋆
1:q) are left coprime is equivalent

to say that Pp(·;A
⋆
1:p) and the q′ row entries of Qq(·;B

⋆
1:q) (which is q′-dimensional

row vector of polynomials of degree at most q) are coprime, that is, they have 1 as
greater common divisor. In particular if p′ = q′ = 1, this boils down to say that
Pp(·;A

⋆
1:p) and Qq(·;B

⋆
1:q) have no common roots. The case p′ > 1 is significantly

more complicated and we refer to [22, Chapter III] for an excellent introduction on
polynomials on Euclidean rings that applies to matrices of polynomials.

Proof. Let A⋆
1:p ∈ (Rp′×p′

)p and B⋆
1:q ∈ (Rp′×q′)q. In this proof section, for conve-

nience we denote Pp(·;A
⋆
1:p) and Qq(·;B

⋆
1:q) by P

⋆ and Q⋆.
Proof of Assertion (i). Suppose that P ⋆ and Q⋆ are left coprime. The Bezout
theorem for matrices of polynomials (see e.g. [22, Theorem 3.1]) gives that there
exists two polynomial matrices R and S of order p′ × p′ and q′ × p′ respectively,
such that

(4.9) Ip′ = P ⋆R+Q⋆S .

Let A1:p ∈ (Rp′×p′

)p and B1:q ∈ (Rp′×q′)q, and denote P = Pp(·;A
⋆
1:p) and Q =

Qq(·;B
⋆
1:q). The “if” in Assertion (i) is obvious, so we only need to assume that

(4.10) P−1Q = P ∗−1Q⋆

and prove that P = P ⋆ (in which case we also get that Q = Q⋆). Define the rational
matrix U = PP ∗−1. Multiplying both sides of (4.9) by U from the left, we have

U = PR+ PP ∗−1Q⋆S = PR+ PP−1QS = PR+QS ,

where we used (4.10) in the second equality. Hence we get that U is a polynomial
matrix and since UP ∗ = P and both P ∗ and P are of the form Ip′zp+ a polynomial
of degree at most p − 1, we get that U = Ip′ and so P ∗ = P , which concludes the
proof of (i).
Proof of Assertion (ii). Suppose that P ⋆ and Q⋆ are not left coprime. Let D be
a g.c.l.d. of (P ⋆, Q⋆). Then D is a polynomial matrix that left-divides P ⋆ and Q⋆

and changing this polynomial matrix won’t change the rational matrix P ∗−1Q⋆.
The difficulty is to show that we can modify a left divisor of P ⋆ and Q⋆ in such
a way that the resulting P and Q are still of the form (4.8) for some well chosen

A1:p ∈ (Rp′×p′

)p and B1:q ∈ (Rp′×q′)q. To this end we must first choose D in
a special form. Indeed, for any unimodular polynomial matrix U , DU is also a
g.c.l.d. of (P ⋆, Q⋆). The polynomial matrix DU is called a right-associate of D, and
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by [22, Theorem 22.1], we can choose U so that DU is in Hermite normal form,
that is such that DU is triangular inferior,

DU =













h1,1 0 . . . 0

h2,1 h2,2
. . .

...
...

. . .
. . . 0

hp′,1 . . . . . . hp′,p′













with the polynomial hi,i is unitary with degree deg(hi,i) strictly larger than those
of hj,i for all j > i (that is, the degree on the diagonal dominates those of the same
column). Let

k = min {i = 1, . . . , p′ : deg(hi,i) > 0} .

From what precedes, this min exists (the set is not empty), otherwise we would
have DU = Ip′ and P ⋆ and Q⋆ would be left coprime. We can thus write, for some
k ∈ {1, . . . , p′},

DU =

[

Ik−1 0k−1,p′−k+1

0p′−k+1,k−1 T

]

with T =













hk,k 0 . . . 0
...

. . .
. . .

...
...

. . . 0
hp′,k . . . . . . hp′,p′













,

where 0k,ℓ is the zero matrix of size k×ℓ. By convention, if k = 1, DU reduces to T ,
that is back to its previous form. The important point is that with this definition of
k, we know that hk,k is unitary with deg(hk,k) ≥ 1. Now, since DU is a left divisor
of P ⋆ and Q⋆ we may write

P ⋆ = (DU)R and Q⋆ = (DU)S

for some matrices R and S of respective sizes p′ × p′ and p′ × q′. We write R and
S in a block matrix form compatible with that of DU , that is

R =

[

R(1)

R(2)

]

and S =

[

S(1)

S(2)

]

with R(1) and S(1,1) of respective sizes (k − 1) × (k − 1) and (k − 1) × q′. (again
with convention that these matrices vanish if k = 1). Then we have

P ∗ =

[

R(1)

TR(2)

]

and Q =

[

S(1)

TS(2)

]

In particular the first row of TR(2) is hk,k times the first row of R(2), and since
hk,k is unitary with deg(hk,k) ≥ 1, the form of P ⋆ implies that the first row of

R(2) is made of polynomials of degrees at most p− 1 and cannot be zero (since the
degree of the (k, k) entry row of P ⋆ is exactly p and all the other entries are zero).
Similarly, the first row of S(2) is made of polynomials of degrees at most q−2 (since
Q⋆ is of degree q − 1). Let ∆k denote the diagonal matrix od order p′ with zeros
on its diagonal except on the k-th entry where it is 1. Since ∆kR and ∆kS only
keeps the first rows of the block matrices R(2) and S(2), respectively, and put all
other entries to zero, we get from what precedes that ∆kR and ∆kS are of degree
at most p− 1 and q− 1, respectively, and that ∆kR is not zero. Hence we may find
Ã1:p ∈ (Rp′×p′

)p \ {0} and B̃1:q ∈ (Rp′×q′)q (with B̃1 = 0) such that

∆kR = Qp(z; Ã1:p) and ∆kS = Qq(z; B̃1:q) .

Then, for all α ∈ R, setting A1:p = A⋆
1:p + αÃ1:p and B1:q = B⋆

1:q + αB̃1:q, we have

Pp(z;A1:p) = Pp(z;A
⋆
1:p) + α∆kR = (DU + α∆k)R ,
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and, similarly,

Qp(z;B1:p) = Qq(z;B
⋆
1:q) + α∆kS = (DU + α∆k)S .

Then we get

Pp(·;A1:p)
−1Qq(·;B1:q) = ((DU + α∆k)R)

−1
(DU + α∆k)S = R−1S

= (DUR)−1DUS

= P ∗−1Q⋆ ,

which concludes the proof of Assertion (ii). �

5. Applications

We now use our results to derive necessary and sufficient conditions for having
identifiability in the examples of Section 3. Many other examples can be achieved by
combining various observation kernels and link function with or without exogenous
covariates.

5.1. Standard LODMs. Let us apply the results of Section 4.2 in the case of
standard LODMs as defined in Definition 9. The moment assumption (L-3) can be
readily used for standard LODMs with known or unknown observation kernel, with
| · | in (4.4) denoting the usual absolute value. The other assumptions of the general
VLODM listed in Section 4.2 can be simplified as follows.

For a standard LODM, Assumption (L-1) becomes

(SL-1) For all θ = (ω, a1:p, b1:q), we have 1−
∑p

k=1 akz
k 6= 0 for all z ∈ C such that

|z| ≤ 1.

In the case of a standard LODM with unknown observation kernel it becomes

(SL’-1) For all θ = (ϑ, ϕ) ∈ Θ with ϑ = (ω, a1:p, b1:q), we have z −
∑p

k=1 akz
k 6= 0

for all z ∈ C such that |z| ≤ 1.

As for (L-2), it becomes

(SL-2) For all x ∈ X, Υ(Y ) does not degenerate to a single point for Y ∼ G(x, ·),
that is, for all u ∈ R, we have G(x, {Υ(·) = u}) < 1;

and, in case of an unknown observation kernel,

(SL’-2) For all ϕ ∈ Φ, x ∈ X and u ∈ R, we have Gϕ(x, {Υ(·) = u}) < 1.

Finally (B-1) becomes

(SL-3) For all x, x′ ∈ X, G(x; ·) = G(x′; ·) if and only if x = x′;

and, in the case of an unknown observation kernel, it reads as

(SL’-3) For all θ = (ϑ, ϕ) and θ⋆ = (ϑ⋆, ϕ⋆) in Θ, for all x, x′ ∈ X, we have

Gϕ(x; ·) = Gϕ⋆(x′; ·) if and only if ϕ = ϕ⋆ and x = x′ .

This says that the class [θ⋆]G in (B-1) is given by [θ⋆]G = {θ = (ϑ, ϕ) ∈ Θ : ϕ = ϕ⋆}.
Remarkably, all LODMs share the same necessary and sufficient condition for

identifiability, which can be expressed as follows, using a⋆1:p and b⋆1:q to denote the
true linear coefficients of the linear link function.

(SL-4) The polynomials zp−
∑p

k=1 a
⋆
kz

p−k and
∑q−1

k=0 b
⋆
k+1 z

q−1−k have no common
complex roots.

We can now state the following result, which says that the true parameter θ⋆ in the
interior of Θ is identifiable if and only if (SL-4) holds.
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Theorem 17. Consider a standard LODM(p, q) satisfying (A-1) and (L-3) for some
p, q ∈ Z>0, and suppose that 0 ∈ U. In the case of a known observation kernel,
suppose that (SL-1)–(SL-3) hold. In the case of an unknown observation kernel,
suppose that (SL’-1)–(SL’-3) hold. Then the inclusion in (2.30) is an equality for
all θ⋆ ∈ Θ. In the case of a known observation kernel, Assertions (i) and (ii) below
hold for any θ⋆ = (ω⋆, a⋆1:p, b

⋆
1:q) ∈ Θ. In the case of a known observation kernel,

Assertions (i) and (iii) below hold for any θ⋆ = (ω⋆, a⋆1:p, b
⋆
1:q, ϕ⋆) ∈ Θ.

(i) Condition (SL-4) implies that [θ⋆] reduces to the singleton {θ⋆}.
(ii) If Condition (SL-4) does not hold, then there exists an open segment I⋆ ⊂

R1+p+q of positive length and containing θ⋆ such that I⋆ ∩Θ ⊂ [θ⋆].
(iii) If (SL-4) does not hold, then there exists an open segment I⋆ ⊂

R1+p+q of positive length and containing (ω⋆, a⋆1:p, b
⋆
2:q) such that

{(ϑ, ϕ⋆) ∈ Θ : ϑ ∈ I⋆} ⊂ [θ⋆].

Remark 8. Let us briefly comment this result.

(1) The ergodicity of all the examples of Section 3.1 have been studied in the
provided references and the parameter set Θ is always chosen to satisfy the
assumptions of Theorem 17 in these references.

(2) If p = q = 1, condition (SL-4) is reduced to b⋆1 6= 0. Let us see what
b⋆1 = 0 would imply about the identifiability of the model in this simple case.

Taking ψ̃θ as in (2.8) with p = q = p′ = q′ = 1, if ω(θ) = ω, A1(θ) = a⋆1 and
B1(θ) = b⋆1 = 0, then {Xk : k ∈ Z≥0} is a deterministic sequence which,

under the stationary distribution, has to be constantly equal to x⋆ = ω⋆

1−a⋆
1
.

But since the distribution of {Yn : n ∈ Z} is then uniquely defined by
this constant, if one can find a parameter θ with corresponding coefficients
ω, a1, b1 such that b1 = 0, (ω, a1) 6= (ω⋆, a⋆1) yielding the same constant
ω/(1− a1) = ω⋆/(1− a⋆1), we see that the model is not identifiable.

(3) Condition (SL-4) holds for “many” parameters a⋆1:p, b
⋆
1:q, e.g. for Lebesgue

almost all ones in Rp+q.
(4) The identifiability condition (SL-4) is a well known sufficient condition in

the standard GARCH(p, q) models, see [14, (A4)] or [2, Condition (2.27)].
Assertion (ii) in Theorem 17 shows that it is also necessary at least for all
parameters in the interior set of Θ.

(5) Suppose that U and X both contain at least two different points and take
a⋆1:p and b

⋆
1:q to be all non-zero. Then it is easy to show for a standard LODM

with known observation kernel that Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for all u ∈ U and z ∈ Z
implies θ = θ⋆ and thus, we get that the left-hand side of (2.16) reduces
to the singleton {θ⋆}. Since, as explained previously, (SL-4) is necessary to
have [θ⋆] = {θ⋆} for all θ⋆ in the interior set of Θ, we easily get examples
for which the inclusion in (2.16) is strict.

(6) Theorem 17 can be applied to all the models mentioned in Section 3.1. Let
us examine the case of the MPINGARCH(p, q) model of [25], which consti-
tutes a rich class of integer valued models. An MPINGARCH(p, q) model
is an LODM(p, q) model with unknown observation kernel Gϕ(x, ·) defined
as a mixed Poisson distribution with mean x and variance proportional to
ϕ−1, and Υ(y) = y. In [25, Theorem 1], the sufficient conditions for hav-
ing (A-1) imply (L-3) (since Eθ[|U0] < ∞) and (SL-1) (since they imply
∑

i ai < 1, with ai ≥ 0). Conditions (SL’-1) and (SL’-2) also hold by def-
inition of Gϕ(x, ·). Hence Theorem 17 applies and we get that (SL-4) is a
sufficient condition for identifiablity. It is also necessary by Assertion (iii)
of the theorem, at least for parameters in the interior of Θ. This condition
seems to be missing in [25, Theorem 2].
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Proof of Theorem 17. We only consider the case with unknown observation kernel
(the case with known observation kernel is obtained by removing the additional
parameter ϕ).

Let θ⋆ = (ϑ⋆, ϕ⋆) ∈ Θ with ϑ⋆ = (ω⋆, a⋆1:p, b
⋆
1:q). As explained previously, the

assumptions of Theorem 17 are adapted from those derived in Section 4.2. In par-
ticular, we have that (L-1)–(L-3) hold. Hence Lemma 14 implies that (A-3)–(A-7)
hold in the general setting with U = R. Applying Theorem 12, we get that (A-2)
holds and that

〈θ⋆〉 =
{

θ ∈ Θ : Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for all (z, u) ∈ Eθ⋆ ×U
}

,

where 〈θ⋆〉 and Eθ⋆ are as in Definition 6 and Definition 7. Remember that (SL’-3)
says that (B-1) holds with

[θ⋆]G = {θ = (ϑ, ϕ) ∈ Θ : ϕ = ϕ⋆} .

By Corollary 13, we get that the inclusion in (2.30) is an equality and

[θ⋆] =
{

θ = (ϑ, ϕ⋆) ∈ Θ : Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for all (z, u) ∈ Eθ⋆ ×U
}

.

Note that we assumed that 0 ∈ U and that (SL’-2) implies U 6= {0}, hence we can
apply Lemma 15 which gives that [θ⋆] is the set of all θ = (ω, a1:p, b1:q, ϕ⋆) ∈ Θ
such that

(

1−

p
∑

k=1

ak

)

ω⋆ =

(

1−

p
∑

k=1

a⋆k

)

ω ,

and

∑q−1
k=0 b

⋆
k+1 z

q−1−k

zp −
∑p

k=1 a
⋆
kz

p−k
=

∑q−1
k=0 bk+1 z

q−1−k

zp −
∑p

k=1 akz
p−k

.

Applying Lemma 16, we easily get Assertions (i) and (iii). �

5.2. The bivariate example of Section 3.2. Theorem 17 can be extended to
the standard VLODM case of Definition 10. Here, for brevity, we do not re-express
the general VLODM assumptions (L-1)-(L-3) in the standard setting as we did
previously for standard LODMs. We only need to introduce the condition

(SL’-4) The polynomials zp−
∑p

k=1 A
⋆
kz

p−k and
∑q−1

k=0 B
⋆
k+1 z

q−1−k are left-coprime,

which extends (SL-4) to the case p′, q′ ≥ 1. The proof of the following result mimics
the one of Theorem 17 and is thus omitted.

Theorem 18. Consider a standard VLODM(p, q, p′, q′) satisfying (A-1) for some
p, q, p′, q′ ∈ Z>0. Suppose that 0 ∈ U and that (L-1)-(L-3) and (SL’-3) hold. Then,
for all θ⋆ = (ω⋆, A⋆

1:p, B
⋆
1:q, ϕ⋆) ∈ Θ , the inclusion in (2.30) is an equality and the

two following assertions hold.

(i) Condition (SL’-4) implies that [θ⋆] reduces to the singleton {θ⋆}.
(ii) If (SL’-4) does not hold, then there exists an open segment I⋆ ⊂

R1+p+q of positive length and containing (ω⋆, a⋆1:p, b
⋆
2:q) such that

{(ϑ, ϕ⋆) ∈ Θ : ϑ ∈ I⋆} ⊂ [θ⋆].

Remark 9. In Theorem 18, for brevity, we only stated the case with unknown
observation kernel. The case with known observation kernel follows by removing
the parameters ϕ and ϕ⋆ in the statement and by replacing (SL’-3) by (SL-3).

Since the bivariate integer valued GARCH model of Section 3.2 is a standard
VLODM(1, 1, 2, 2) with unknown observation kernel, we just need to check the
assumptions of Theorem 18. Ergodicity (hence our Assumption (A-1)) is stated in
[9, Theorem 1] under their set of condition (a) on the parameter θ = (ω, A,B, ϕ).
Their conditions for ergodicity implies some operator norm of A to be strictly less
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than 1, which implies I2 − A z to be invertible for |z| ≤ 1 and thus (L-1) holds.
Since for all x1, x2 > 0, the bivariate distribution defined by (3.1) has positive
probability on all points (y1, y2) ∈ Z2

≥0, it cannot have probability one on a line of

R2, hence (L-2). Also it is claimed following [9, Theorem 1] that Eθ[U0] is well defined
and thus (L-3) holds. Applying Theorem 18, we get that, for any interior point θ⋆
of the parameter space, Condition (SL’-4) is a necessary and sufficient condition to
have identifiability of θ⋆. In the bivariate integer valued GARCH model (for which
p = q = 1), this condition reads for θ⋆ = (ω⋆, A⋆, B⋆, ϕ⋆) as I2 z − A⋆ and B⋆ to
be left coprime. If θ⋆ does not satisfy this condition, consistent estimation of θ⋆ is
not possible. Hence we believe that this assumption is missing in [9, Theorem 2].
A precise counter-example is for instance obtained by setting

A⋆ = α

[

1 1
1 1

]

and B⋆ = β

[

1 1
1 1

]

,

where α, β > 0 are arbitrary (and chosen in order to make θ⋆ = (ω⋆, A⋆, B⋆, ϕ⋆) in
the interior of Θ). One can show that I2 z − A⋆ and B⋆ are not left coprime since

they both admit the same non-unimodular left divisor L =

[

(z − α) 1
(−α) 1

]

as shown

by the following identities:

I2 z −A⋆ = L

[

1 −1
0 (z − 2α)

]

and B⋆ = L

[

0 0
β β

]

.

5.3. The non-linear GARCH of Section 3.3. Consider Case 1) of Section 3.3,
for which δ is not included in the set of parameters. Then the non-linear GARCH
model is a standard VLODM(p, q, 1, 2) model and identifiability can be treated

using Theorem 18. Using that Υ(y) = ((y+)δ, (y−)δ), for all x > 0, G̃(x, ·) in (2.6)
(we omit θ as G does not depend on θ here) has support included in R≥0 × {0} ∪
{0} × R≥0, where it is defined, for all Borel set A ⊂ R≥0 by

G̃(x; {0} ×A) = P(x (η+)δ ∈ A) and G̃(x;A× {0}) = P(x (η−)δ ∈ A)

It follows that our Assumption (L-2) is equivalent to having that 0 < P(η > 0) < 1
and that there is no pair {u, v}, u 6= v ∈ R, such that P(η ∈ {u, v}) = 1, which is
exactly the condition appearing in the second part of [17, A3]. Our conditions (L-1)
(which here, since Ak = ak ≥ 0 for all k = 1, . . . , p simply reads

∑

k ak < 1)
and (L-3) are usual byproducts of showing the ergodicity condition (A-1), see [17,
Appendix A]. One can thus apply our Theorem 18 (in its know observation kernel
version, see Remark 9) and obtain the necessary and sufficient condition (SL’-4)
which in the case where the parameters Ak are denoted by ak ∈ R for k = 1, . . . , p
and the parameters Bk denoted by bk ∈ R2 for k = 1, . . . , q, becomes, for any
θ⋆ = (ω⋆, a⋆1:p,b

⋆
1:q) with b⋆

k =
[

b⋆k(1) b⋆k(2)
]

for k = 1, . . . , q,

(NLG-1) The polynomial zp −
∑p

k=1 a
⋆
kz

p−k have no common complex roots nei-

ther with the polynomial
∑q−1

k=0 b
⋆
k+1(1) zq−1−k nor with the polynomial

∑q−1
k=0 b

⋆
k+1(2) z

q−1−k.

This condition is similar to that appearing in the identifiability condition [17, A4]
used in a mis-specified context. Our result shows that this condition is necessary
in the interior of the parameter set in the well-specified case, and remains valid for
much larger choices of observation kernels.

5.4. The SETPAR model of Section 3.4. We have the following result for the
self-excited threshold Poisson autoregression model.

Theorem 19. Consider the SETPAR model introduced in Section 3.4. Let

Θ ⊂
{

(ω1, ω2, a1, a2, b1, b2, r) ∈ R2
>0 × [0, 1)2 × R≥0 × [0, 1)× Z≥0 : a2 + b2 < 1

}

,
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Then (A-1) holds. Let θ⋆ = (ω⋆
1 , ω

⋆
2 , a

⋆
1, a

⋆
2, b

⋆
1, b

⋆
2, r

⋆) ∈ Θ satisfy at least one of the
two following conditions.

(i) b⋆1 > 0 and r⋆ ≥ 1;
(ii) b⋆2 > 0.

Then we have

(5.1) [θ⋆] =
{

θ ∈ Θ : ψθ
y(x) = ψθ⋆

y (x) for all x ∈ R and y ∈ Z≥0

}

,

where ψθ
y(x) is defined by (3.2).

Remark 10. Let us briefly comment this result.

(1) The case where neither (i) nor (ii) hold (b⋆1 = b⋆2 = 0 or r⋆ = b⋆2 = 0)
is somehow degenerate, similarly to the non-threshold case mentioned in
Remark 8(2). We think it should be treated separately but we omit this
very special case here for brevity.

(2) As explained after (2.16), the identity (5.1) is the best we could hope for this

model since the distribution P̃θ of the observations is entirely determined
by the mapping (u, x) 7→ ψθ

u(x) on Z≥0 × R≥0.
(3) The identity (5.1) shows in particular that θ⋆ is not identifiable if r⋆ =

0 (since changing b⋆1 will have no effect on the mapping (u, x) 7→ ψθ
u(x)

on Z≥0 × R≥0). Another case of non-identifiability is when a⋆1 = a⋆2 and
ω⋆
1 + b⋆1(r + 1) = ω⋆

2 + b⋆2(r + 1). In such a case, we have for all x ∈ R,

ω⋆
1 + a⋆1x+ b⋆1y = ω⋆

2 + a⋆2x+ b⋆2y at y = r + 1.

Then, setting θ = (ω⋆
1 , ω

⋆
2 , a

⋆
1, a

⋆
2, b

⋆
1, b

⋆
2, r

⋆ + 1), we immediately have that
ψθ
y(x) = ψθ⋆

y (x) for all x ∈ R and y ∈ Z≥0. In particular consistent estima-
tion of θ⋆ as claimed in [28, Theorem 2] is not possible for such a parameter
θ⋆.

Proof of Theorem 19. A natural choice for X is R>0 but in order to meet Assump-
tion (A-3) with δX(x, x

′) = |x − x′| we take X = R≥0 with Gθ(0, ·) arbitrarily set
to be Bernoulli with mean 1/2 for convenience (it actually has no influence on Pθ

since ω0, ω1 > 0 in the condition on Θ). We set Υ(y) = y so that Uk = Yk for all

k and the reduced link function ψ̃ is the same as the non-reduced one. Moreover
since p = q = 1, we are in the case where Zk = Xk for all k, Z = X = R≥0 and

Ψ̃θ
u = ψ̃θ

u for all u. By [28, Theorem 1], with Θ satisfying the given condition, As-
sumption (A-1) holds, and, moreover, for any ℓ > 0 and θ ∈ Θ, Eθ[U ℓ

0 ] <∞ (in fact,
on can prove that, for any θ ∈ Θ, there exists ℓ > 0 such that Eθ[exp(ℓU0)] < ∞).
This moment condition implies that the log moment condition (A-5) holds for any

x
(i)
1 ∈ X. Clearly, we have Lipθ1 = a1∨a2 and, since p = q = 1, Lipθn ≤ (Lipθ

1)
n for all

n ≥ 1. Thus the above condition on Θ also implies (A-4). As for (A-6), it trivially
holds (since y = u is fixed in this condition). Hence with Lemma 8, we get that
(A-1)–(A-6) holds, with definitions (2.26) for checking (A-2). Assumption (B-1) is
also immediate with [θ]G = Θ and Proposition 11 gives that, for any θ⋆ ∈ Θ,

[θ⋆] = 〈θ⋆〉 ,

where 〈θ⋆〉 can be defined by (2.31). Assumption (A-7) holds by Remark 6(1). Hence
all the assumptions of Theorem 12 hold. Take now θ⋆ = (ω⋆

1 , ω
⋆
2 , a

⋆
1, a

⋆
2, b

⋆
1, b

⋆
2, r

⋆) ∈
Θ satisfying (i) or (ii). Let θ ∈ Θ, u ∈ U and z ∈ Z. To conclude the proof, it is now

sufficient to check that if Ψ̃θ
u and Ψ̃θ⋆

u coincide on
{

Ψ̃θ⋆〈v〉(z) : n ∈ Z≥0, v ∈ Un
}

,

then they must coincide on Z, so that we can apply Corollary 13. Observe that
by definition of the link function in (3.2), if (i) or (ii) holds, then v 7→ ψθ⋆

v (z)

takes at least two different values on U = Z≥0. Since Ψ̃θ⋆〈v〉(z) = ψθ⋆
v (z) for all
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v ∈ U, these two different values belong to
{

Ψ̃θ⋆〈v〉(z) : n ∈ Z≥0, v ∈ Un
}

. Now,

since Ψ̃θ⋆
u = ψθ⋆

u and Ψ̃θ
u = ψθ

u are affine functions, if they coincide in two points
they must coincide everywhere, and the proof is concluded. �

5.5. The PARX model of Section 3.5. We have the following result for the
Poisson autoregression model with exogenous covariates.

Theorem 20. Consider the PARX model defined in Section 3.5, which is a
VLODMX(p, q, 1, 1 + d). Suppose that (A’-1), (L-1) and (L-3) hold, and that the
exogenous kernel H satisfies the following.

(P-1) We have H(v; {f1:d(·) ∈ A}) < 1 for all v ∈ V and affine hyperplanes A ⊂ Rd.

Then, for all θ⋆ ∈ Θ, the equivalent class [θ⋆] reduces to the singleton {θ⋆}.

Remark 11. Let us briefly comment this result.

(1) (P-1) is a natural assumption as it basically says that the covariates
f1(Vk), . . . , fd(Vk) are not linearly related conditionally to Vk−1. If they
were, it would suggest using a smaller set of covariates.

(2) The ergodicity of PARX models (our assumption (A’-1) is treated in [1,
Theorem 1] under some assumption on the covariate kernel H (in their as-
sumption 2). Their assumption 3 used for proving (A’-1) implies

∑

k ak < 1
which implies our assumption (L-1) (since ak ≥ 0 for all k = 1, . . . , p).
Note also that [1, Theorem 1] implies that Eθ[|U0|] < ∞ and thus our
assumption (L-3). On the other hand, their identifiability condition [1, As-
sumption 5] include a condition on parameters a⋆1:p, b

⋆
1:q similar to our con-

dition (SL-4) used for standard LODM’s in Theorem 17 above. Theorem 20
shows that such a condition can in fact be dropped in case of exogenous
covariates provided that the mild condition (P-1) holds.

(3) This result is similar to Theorem 17 for the standard LODM. It is of interest
to note that there is no additional condition on γ⋆1:d for identifiability.

(4) Theorem 20 easily extends to more general observation kernels (known or
unknown) Gθ, provided that, as in Theorem 17, assumptions (SL-2)-(SL-3)
hold if the observation kernel is known, or (SL’-2)-(SL’-3) if it is unknown.
However, the ergodicity would require a specific treatment in these cases,
as only the Poisson case has been considered up to our knowledge.

Proof of Theorem 20. For the PARX model we set Υ(y, v) = (y, f1(v), . . . , fd(v)) ∈
U = R1+d and X = R≥0 (with G(0, ·) arbitrarily set, say, to be Bernoulli with mean
1/2, as in the proof of Theorem 19) and (A-3) holds with δX(x, x

′) = |x − x′| and
δU(u, u

′) = |u − u′| where | · | here is an arbitrary norm on R1+d. In this case, we

have that, for all (x, v) ∈ X × V, if (Y,W ) ∼ G̃((x, v), ·) with Y valued in R, W

valued in Rd and G̃ defined by (2.7), we have that Y and W are independent and
Y follows a Poisson distribution. Thus (L’-2) is equivalent to (P-1). We can thus
apply Lemma 14 and get that Assumptions (A-3), (A-4), (A-5), (A-6) and (A’-7)
hold with U = R1+d. Then, having assumed (A’-1), we can apply Theorem 12 and
get that (A-2) holds as well as the identity (4.1). Assumption é(B-1) is immediate
with [θ⋆]G = Θ and, Applying Proposition 11 and the previous display we get that

[θ⋆] =
{

θ ∈ Θ : Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for all (z, u) ∈ Eθ⋆ ×U
}

.

where 〈θ⋆〉 and Eθ⋆ are as in Definition 6 and Definition 7. Lemma 15 and the
definitions of A1:p and B1:q in Section 3.5 now give that [θ⋆] is the set of all θ =
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(ω, a1:p, b1:q, γ1:d) ∈ Θ such that
(

1−

p
∑

k=1

ak

)

ω⋆ =

(

1−

p
∑

k=1

a⋆k

)

ω ,

∑q−1
k=0 b

⋆
k+1 z

q−1−k

zp −
∑p

k=1 a
⋆
kz

p−k
=

∑q−1
k=0 bk+1 z

q−1−k

zp −
∑p

k=1 akz
p−k

,

(

zp −

p
∑

k=1

a⋆kz
p−k

)−1

d⋆i z
q−1 =

(

zp −

p
∑

k=1

akz
p−k

)−1

di z
q−1 for 1 ≤ i ≤ d .

Note that the last line in this set of equations is equivalent to

a⋆k = ak and di = d⋆i for all 1 ≤ i ≤ d and 1 ≤ k ≤ p .

But the the two first lines of the previous display give that ω = ω⋆ and b⋆1:q = b1:q,
thus θ = θ⋆ and the proof is concluded. �

6. Postponed Proofs

6.1. Proof of Lemma 8. We first derive the following result.

Lemma 21. (A-4) implies that for all θ ∈ Θ, there exist C > 0 and ρ ∈ (0, 1) such

that Lipθn ≤ C ρn for all n ∈ Z>0.

Proof. By (2.22), (2.23) and (2.15), we have, for all n ∈ Z>0, using the convention

Lipθm = 1 for m ≤ 0,

(6.1) sup
u∈Un,v∈Z2

δZ ◦ Ψ̃θ〈u〉⊗2(v)

δZ(v)
≤ 1{n<q} ∨

(

max
0≤j<p

Lipθn−j

)

.

Hence (A-4) implies that there exists m ≥ 1 and L ∈ (0, 1) such that, for all

u ∈ Um+1, Ψ̃θ〈u〉 is L-Lipschitz. Now observe that, by (2.14), for all n = km + r

with k ≥ 0 and 0 ≤ r < m, for all u = u−n:0 ∈ Un+1, we can write Ψ̃θ〈u〉 as

Ψ̃θ〈u(1−m):0〉 ◦ Ψ̃
θ〈u(1−2m):(−m)〉 ◦ · · · ◦ Ψ̃

θ〈u(1−km):(−(k−1)m)〉 ◦ Ψ̃
θ〈u−n:(−km)〉 ,

and in this composition, the k first functions are L Lipschitz and the last one is

L′ = 1 ∨max
{

Lipθj : 0 < j ≤ m
}

-Lipschitz. Hence, for all z, z′ ∈ Z,

δX(ψ̃
θ〈u〉(z), ψ̃θ〈u〉(z′)) ≤ δZ(Ψ̃

θ〈u〉(z), Ψ̃θ〈u〉(z′)) ≤ L′ Lk
δZ(z, z

′) .

Hence the result by setting ρ = L1/m ∈ (0, 1). �

We can now prove Lemma 8. Let θ, θ⋆ ∈ Θ and let z(i) ∈ Z. Denote for all
n ∈ Z≥0,

X(n) = ψ̃θ〈U(−n):0〉(z
(i)) .

Then, by (2.13) we have, for all n ∈ Z>0,

X(n) = ψ̃θ〈U−n+1:0〉 ◦ Ψ̃
θ
U−n

(z(i)) ,

and, by (2.22), we get

(6.2) δX

(

X(n), X(n−1)
)

≤ Lipθn δZ

(

z(i), Ψ̃θ
U−n

(z(i))
)

.

Using (2.23) with z(i) = (x(i), u(i)) and x
(i)
1 = · · · = x

(i)
p and u

(i)
1 = · · · = u

(i)
q−1 we

get that

δZ

(

z(i), Ψ̃θ
U−n

(z(i))
)

= δX

(

x
(i)
1 , ψ̃

θ
(u(i),U−n)

(x(i))
)

∨

δU(u
(i)
1 , U−n)
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Hence, for all α > 0, Condition (2.24) implies as n→ ∞,

δZ

(

z(i), Ψ̃θ
U−n

(z(i))
)

= O(eαn) P̃θ⋆-a.s.

The last display with (6.2) and Lemma 21 gives that, P̃θ⋆-a.s., {X(n) : n ∈ Z≥0}

is a Cauchy sequence, hence converges in X. Therefore, U(−∞):0 ∈ Dθ, P̃θ⋆ -a.s.
By (2.1) or (2.2) depending whether an ODM or an ODMX is considered, we also

have, under Pθ, for all n ∈ Z≥0, X1 = ψ̃θ〈U−n:0〉(Z−n). Thus, (2.22) also implies

δX(X1, X
(n)) ≤ Lipθn+1 δZ

(

Z−n, z
(i)
)

Pθ-a.s.

By stationarity, δZ(Z−n, z
(i)) is bounded in probability under Pθ, hence X(n) con-

verges to X1 in probability if (A-4) holds. We thus obtain (2.17), and since this
holds for all θ ∈ Θ, Assumption (A-2) holds.

Let us now check (2.30). Take θ⋆, θ ∈ Θ and suppose that θ belongs to the set

in left-hand side of the inclusion (2.30), that is, Gθ = Gθ⋆ and Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for
all (z, u) ∈ Eθ⋆ × U. By Remark 4 we have Zk ∈ Eθ⋆ , Pθ⋆-a.s. Thus we get that

Ψ̃θ
Uk

(Zk) = Ψ̃θ⋆
Uk

(Zk) P
θ⋆-a.s. and with Remark 2, we obtain that, Pθ⋆-a.s., (Yk, Xk)

(resp. (Yk, Xk, Vk)) satisfy the iterative equations (2.1) (resp. (2.2)), and by (A-1)
(resp. (A’-1)), we conclude that Pθ = Pθ⋆ . Hence θ ∈ [θ⋆] and (2.30) is proved.

Finally, we check that (2.21) holds when ψ̃θ
u is continuous for all u ∈ Uq. Since

we have shown that U(−∞):0 ∈ Dθ, P̃θ⋆ -a.s. and P̃θ⋆ is shift invariant, we have, for
all k ∈ Z,

ψ̃θ〈U(−∞):k〉 = lim
n→∞

ψ̃θ〈U−n:k〉(z
(i)) P̃θ⋆-a.s. .

Observe that, for all n ≥ p ∨ q, we have, for all u(−n):0 ∈ Un+1,

ψ̃θ〈u(−n):0〉(z
(i)) = ψ̃θ

u(−q+1):0

(

(

ψ̃θ〈u(−n):(−j)〉(z
(i))
)

−p≤j≤−1

)

.

By continuity of ψ̃θ
u and using the previous display, we can take the limit as n→ ∞

under P̃θ⋆ and obtain (2.21).

6.2. Proof of Proposition 11. First observe that (2.17) implies for all θ ∈ Θ,

(6.3) P̃θ
[

Y1 ∈ · |Y(−∞):0

]

= Gθ
(

ψ̃θ〈U(−∞):0〉; ·
)

P̃θ-a.s.

Let us now show that any θ ∈ [θ⋆] belongs to [θ⋆]G ∩ 〈θ⋆〉, that is, θ ∈ [θ⋆]G,

and (2.20) and (2.21) hold true. Since P̃θ = P̃θ⋆ , (6.3), which also holds with θ
replaced by θ⋆, yields

Gθ
(

ψ̃θ〈U(−∞):0〉; ·
)

= Gθ⋆
(

ψ̃θ⋆〈U(−∞):0〉; ·
)

P̃θ⋆-a.s.

By (B-1), we obtain that θ ∈ [θ⋆]G and (2.20) holds. By Lemma 5, (2.17) im-

plies (2.18), and using P̃θ = P̃θ⋆ , we obtain (2.21). Thus θ ∈ 〈θ⋆〉.
It remains to show that [θ⋆]G∩〈θ⋆〉 ⊆ [θ⋆]. We prove this inclusion in the case of

an ODMX satisfying (A’-1). (The case of an ODM is readily obtained by removing
the variables Vk’s in the reasoning). Let θ ∈ [θ⋆]G such that (2.20) and (2.21) hold

true. Since (2.17) holds with θ replaced by θ⋆, (2.20) gives that X1 = ψ̃θ〈U(−∞):0〉

Pθ⋆-a.s. Since Pθ⋆ is shift invariant, we get, for all k ∈ Z, Xk+1 = ψ̃θ〈U(−∞):k〉

Pθ⋆-a.s. With (2.21), we obtain X1 = ψ̃θ
U(−q+1):0

(

X(−p+1):0

)

Pθ⋆-a.s. Since Pθ⋆ is

shift invariant, we thus have, for all k ∈ Z,

(6.4) Xk+1 = ψ̃θ
U(k+1−q):k

(

X(k+1−p):k

)

Pθ⋆-a.s.
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On the other hand, by definition of Pθ⋆ and using (B-1) with θ ∈ [θ⋆]G, we have
that

Pθ⋆
[

Y1 ∈ · |X(−∞):1, Y(−∞):0, V(−∞):0

]

= Gθ⋆(X1; ·) = Gθ(X1; ·) Pθ⋆ -a.s.

And using again that Pθ⋆ is shift-invariant, for all k ∈ Z,

Pθ⋆
[

Yk ∈ · |X(−∞):k, Y(−∞):(k−1), V(−∞):(k−1)

]

= Gθ(Xk; ·) Pθ⋆-a.s.

This, with (6.4), shows that Pθ⋆ is a shift-invariant solution of (2.2). By (A’-1), we
conclude that Pθ⋆ = Pθ, and thus θ ∈ [θ⋆].

6.3. Proof of Lemma 14. Assertion (i) is obvious.
Proof of Assertion (ii). In the vector linear setting we have, for all n ∈ Z>0 and
all (z, z′, u) ∈ Z2 ×Un,

δX(ψ̃
θ〈u〉(z), ψ̃θ〈u〉(z′)) =

∣

∣ψ̌θ
n(z − z′)

∣

∣ ,

where | · | is a norm on Rp′

and, for all n ∈ Z>0, ψ̌
θ
n is a linear mapping from Z =

Rp′∗p+q′∗(q−1) to X = Rp′

recursively defined by setting, for all w = w1:(p+q+1) ∈

Z = (Rp′

)p × (Rq′)q−1, ψ̌θ
n(w) = xn with



















uj = wp+q+j , −q < j ≤ −1 ,

uj = 0 , 0 ≤ j ≤ n− 1 ,

xj = wp+j , −p < j ≤ 0 ,

xj =
∑p

k=1 Ak(θ)xj−k +
∑q

k=1 Bk(θ)uj−k , 1 ≤ j .

(6.5)

In particular, we have, for all j ≥ q,

xj =

p
∑

k=1

Ak(θ)xj−k ,

and this equation is also true for j = 1, . . . , q − 1 if the last q − 1, Rq′ -valued,
component of w are equal to zero. It is well known that the Lipshitz norm of such
iterative linear functions goes to zero if and only if (L-1) holds.

Proof of Assertion (iii). Take an arbitrary x
(i)
1 ∈ X. If q > 1, take also an

arbitrary u
(i)
1 ∈ U and set u(i) = (u

(i)
1 , . . . , u

(i)
1 ) ∈ Uq−1. Then, since ψ̃θ

u(x) is of the

form (2.8), there exists constants C1, C2 > 0 only depending on θ, x
(i)
1 and u

(i)
1 such

that, for all u ∈ U,

δX

(

x
(i)
1 , ψ̃

θ
(u(i),u)

(x(i))
)

≤ C1 + C2 |u| .

Assertion (iii) follows.
Assertion (iv) is obvious.
Proof of Assertions (v) and (vi). See Remark 6 (2) in the case of a VLODM.
The case of a VLODMX is similar.

6.4. Proof of Lemma 15. Note that, by Lemma 14 (ii), in the vector linear case,
the set Eθ of Definition 7 is well defined under (L-1). We need the following result
whose proof is straightforward, and thus omitted.

Lemma 22. Suppose that (L-1) holds and let θ ∈ Θ. Let ℓ1(Z,U) denote the set
of sequences in UZ that are absolutely summable. For any u ∈ ℓ1(Z,U), there is a
unique x ∈ ℓ∞(Z,X) (the set of bounded sequences valued in X) such that

(6.6) xj = ω(θ) +

p
∑

k=1

Ak(θ)xj−k +

q
∑

k=1

Bk(θ)uj−i , j ∈ Z .
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This unique solution is given by

xj =

(

Ip′ −

p
∑

k=1

Ak(θ)

)−1

ω(θ) +

∫ π

−π

eiλ(j+p−q)R(eiλ; θ)û(λ) dλ , j ∈ Z ,

where R is defined by (4.5) and û denotes the Fourier series of u defined by

û(λ) =
1

2π

∑

k∈Z

uke
−iλk , λ ∈ R .

Let Dθ and Eθ be as in (2.25) and Definition 7. Then Dθ contains ℓ1(Z,U) and, for
any u ∈ ℓ1(Z,U), defining x as the unique solution of (6.6) in ℓ∞(Z,X), we have,
for all t ∈ Z,

(

x(t−p+1):t, u(t−q+1):(t−1)

)

= Ψ̃θ〈u(−∞):(t−1)〉 ∈ Eθ .

We can now prove Lemma 15.

Proof of Lemma 15. Step 1: Assertion (i) implies Assertion (ii). Let θ, θ⋆ ∈
Θ satisfying Assertion (i) and let us show that (4.6) and (4.7) hold. Take any
u ∈ ℓ1(Z,U) and n ∈ Z≥0. By Lemma 22, u ∈ Dθ⋆ and we have

Ψ̃θ⋆〈u(−∞):0〉 = Ψ̃θ⋆〈u(−n):0〉(Ψ̃
θ⋆〈u(−∞):(−n−1)〉)

= Ψ̃θ〈u(−n):0〉(Ψ̃
θ⋆〈u(−∞):(−n−1)〉) ,

where the second equality follows from applying successively Assertion (i) with

u = uk and z = Ψ̃θ⋆〈u(−∞):(k−1)〉 for k = −n,−n + 1, . . . , 0. On the other hand

by definition of Lipθ
n in (2.22), we have, setting z⋆n := Ψ̃θ⋆〈u(−∞):(−n−1)〉 and zn =

Ψ̃θ〈u(−∞):(−n−1)〉,

δZ

(

Ψ̃θ〈u(−∞):0〉, Ψ̃
θ〈u(−n):(0)〉(z

⋆
n)
)

= δZ

(

Ψ̃θ〈u(−n):0〉 (zn) , Ψ̃
θ〈u(−n):(0)〉(z

⋆
n)
)

≤ Lipθn δZ (zn, z
⋆
n) .

Since u ∈ ℓ1(Z,U), we have that (zn) and (z⋆n) are summable sequences (as
a consequence of Lemma 22) and so δZ (zn, z

⋆
n) is bounded as n → ∞. Using

Lemma 14 (ii) and we conclude that the upper bound in the last display con-
verges to 0 as n → ∞. By definition of z⋆n and the previous display, this gives

that Ψ̃θ〈u(−∞):0〉 = Ψ̃θ⋆〈u(−∞):0〉. Shifting the sequence u, we also have that

Ψ̃θ〈u(−∞):t〉 = Ψ̃θ⋆〈u(−∞):t〉 for all t ∈ Z and by Lemma 22, this implies that θ
and θ⋆ share the same unique solution x ∈ ℓ∞(Z,X) to the equation (6.6). Using
the explicit form of this solution in the same lemma, we get that, for all u ∈ ℓ1(Z,U)
and τ ∈ Z,
(

Ip′ −

p
∑

k=1

Ak(θ)

)−1

ω(θ) + ατ (u; θ) =

(

Ip′ −

p
∑

k=1

Ak(θ⋆)

)−1

ω(θ⋆) + ατ (u; θ⋆) ,

where, for all θ ∈ Θ, u ∈ ℓ1(Z,U) and τ ∈ Z, we set ατ (u; θ) =
∫ π

−π

eiλ τR(eiλ; θ)û(λ) dλ. Since we assumed {0} ( U, we can successively take

u as the zero sequence (uk = 0 for all k, implying û ≡ 0) or proportional to the
impulse sequence (u0 6= 0, uk = 0 for all k 6= 0, implying û ≡ u0/(2π)), the previous
display successively leads to (4.6) and

∫ π

−π

eiλ τ R(eiλ; θ) dλ =

∫ π

−π

eiλ τ R(eiλ; θ⋆) , for all τ ∈ Z ,

which implies (4.7).
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Step 2: Assertion (ii) implies Assertion (i). Let θ, θ⋆ ∈ Θ satisfying (4.6)
and (4.7), and let us show that Assertion (ii) holds. First take u ∈ ℓ1(Z,U). By
Lemma 22, (4.6) and (4.7) imply that the recursive equation (6.6) and the one with
θ replaced by θ⋆ share the same bounded solution. Moreover, we have u ∈ Dθ⋆ ∩Dθ

and since Ψ̃θ〈u(−∞):0〉 Ψ̃
θ⋆〈u(−∞):0〉 are given by the same solution they are equal.

Hence we obtain that

Ψ̃θ
u(z) = Ψ̃θ⋆

u (z) for all (z, u) ∈ Eθ⋆
1 ×U ,

where Eθ⋆
1 =

{

Ψ̃θ⋆〈v〉 : v ∈ ℓ1(Z≤0,U)
}

. To get Assertion (i), since z 7→ Ψ̃θ′

u (z) is

continuous for θ′ = θ, θ⋆ and for any u ∈ Rq′ , it is now sufficient to prove that Eθ⋆
1

is dense in Eθ⋆ . To this end, pick z ∈ Eθ⋆ . Then there exists u ∈ Dθ⋆ such that

(6.7) z = Ψ̃θ〈u〉 .

Define, for any n ∈ Z≥0, we introduce the truncated sequence

v
(n)
k =

{

uk if k ∈ {−n, . . . , 0}

0 otherwise.

Then v(n) ∈ ℓ1(Z,U) and we have

zn := Ψ̃θ⋆〈v
(n)
(−∞):0〉 ∈ Eθ⋆

1 .

Moreover, we can write, denoting by 0(−∞):0 the null sequence in UZ≤0 ,

zn = Ψ̃θ⋆〈v(−n):0〉
(

Ψ̃θ⋆〈0(−∞):0〉
)

= Ψ̃θ⋆〈u(−n):0〉
(

Ψ̃θ⋆〈0(−∞):0〉
)

.

By (2.26) and (6.7) we thus have z = limn→∞ zn, and since z is arbitrary in Eθ⋆

we have shown that Eθ⋆
1 is dense in Eθ⋆ and the proof is concluded. �
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