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- The principle of the proposed method is close to approaches
used in the field of information retrieval.

- In our case, the hypothesis is a query which may be answered by
one of the transcript island.

- The lexicon is represented by a lexical space Ls where each
dimension is associated to a word. The coefficients of these vectors
represent the frequencies of words in the document.

- As the current hypothesis is developed, a set of word clusters
Ci is built and updated.

- These clusters result from the intersection of hc and the
transcript island Ili.

- For each new word added to the hypothesis hc, transcript islands
are considered as candidates for guiding the search.

This competition is arbitrated by a matching score Wi.
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Experimental context : Results :
Radio sta- | Precision| Recall F-measure Seg.b Precision | Recall F- Seg.
- E: : : tion number
Eg'llrslg experiments assessed on 3 hours of radio %ﬁggR gg‘gzﬁ gggg/j/o 3‘11'2?;; igg N R— — g;;eggz Igglinber
(with exact transcript and a 10% WER transcripts) RFI 98 9% T 9789 | 93 49 317 shows
Mean 95.3% | 97.3% 95.5% 1753
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