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CLIQUE COLOURING OF BINOMIAL RANDOM GRAPHS

COLIN MCDIARMID, DIETER MITSCHE, AND PAWE L PRA LAT

Abstract. A clique colouring of a graph is a colouring of the vertices so that no
maximal clique is monochromatic (ignoring isolated vertices). The smallest number of
colours in such a colouring is the clique chromatic number. In this paper, we study the
asymptotic behaviour of the clique chromatic number of the random graph G(n, p) for
a wide range of edge-probabilities p = p(n). We see that the typical clique chromatic
number, as a function of the average degree, forms an intriguing step function.

1. Introduction and main results

A proper colouring of a graph is a labeling of its vertices with colours such that
no two vertices sharing the same edge have the same colour. The smallest number of
colours in a proper colouring of a graph G = (V,E) is called its chromatic number, and
it is denoted by χ(G).
In this paper we are concerned with another notion of vertex colouring. A clique

S ⊆ V is a subset of the vertex set such that any pair of vertices in S is connected by
an edge. Moreover, a clique S is maximal if there is no vertex in V \S connected by an
edge to every vertex in S (in other words, S is not a proper subset of another clique).
A clique colouring of a graph G is a colouring of the vertices so that no maximal clique
is monochromatic, ignoring isolated vertices. The smallest number of colours in such
a colouring is called the clique chromatic number of G, denoted by χc(G). Clearly,
χc(G) ≤ χ(G) but it is possible that χc(G) is much smaller than χ(G). For example,
for any n ≥ 2 we have χ(Kn) = n but χc(Kn) = 2. Note that if G is triangle-free then
χc(G) = χ(G).

The problem has received considerable attention for deterministic graphs: in [23]
it was shown that planar graphs satisfy χc(G) ≤ 3. In [1] a necessary and sufficient
condition for χc(G) ≤ k on line graphs was given. Moreover, several graph classes are
known to satisfy χc(G) ≤ 2: claw-free perfect graphs [2], co-diamond free graphs [5],
claw-free planar graphs [24], powers of cycles (other than odd cycles longer than three
that need three colours) [3], and also claw-free graphs with maximum degree at most
7 (except for odd cycles longer than 3) [18]. Also, circular-arc graphs are known to
have χc(G) ≤ 3 (see [4]). Further results about other classes of graphs can also be
found in [15], and the clique chromatic number of graphs without having long paths
was studied in [9]. On the algorithmic side, it is known that testing whether χc(G) = 2
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for a planar graph can be performed in polynomial time [16], but deciding whether
χc(G) = 2 is NP -complete for 3-chromatic perfect graphs [16] and for graphs with
maximum degree 3 [2]. The clique chromatic number for geometric graphs (in particular,
random geometric graphs) is analysed in the accompanying paper [22].

Let us recall the classic model of random graphs that we study in this paper. The
binomial random graph G(n, p) is the random graph G with vertex set [n] in which

every pair {i, j} ∈
(

[n]
2

)

appears independently as an edge in G with probability p.
Note that p = p(n) may (and usually does) tend to zero as n tends to infinity. The
behaviour of many colouring problems has been investigated for G(n, p): the classic
chromatic number has been intensively studied, see [12, 14] and the references therein;
the list chromatic number (known also as the choice number) was studied among others
in [17, 25], and other variants were analysed recently in [8, 6] and [10].

All asymptotics throughout are as n → ∞ (we emphasize that the notations o(·) and
O(·) refer to functions of n, not necessarily positive, whose growth is bounded). We use
the notations f ≪ g for f = o(g) and f ≫ g for g = o(f). We also write f(n) ∼ g(n) if
f(n)/g(n) → 1 as n → ∞ (that is, when f(n) = (1 + o(1))g(n)). We say that events
An in a probability space hold with high probability (or whp), if the probability that An

holds tends to 1 as n goes to infinity. Since we aim for results that hold whp, we will
always assume that n is large enough. We often write G(n, p) when we mean a graph
drawn from the distribution G(n, p). Finally, we use log n to denote natural logarithms.

Here is our main result. We consider the edge probability p(n) ranging from the
sparse case when pn → ∞ arbitrarily slowly, to the dense case when p = 1 − ε for an
arbitrarily small ε > 0, and we break this range into 8 parts. After the theorem we give
a corollary which is less precise but easier to read.

Theorem 1.1. Let ε > 0 be a constant (arbitrarily small). Let ω = ω(n) be a function
tending to infinity with n (arbitrarily slowly), and suppose that ω = o(

√
logn). Let

G ∈ G(n, p) for some p = p(n). Then, the following holds whp:

(a) If pn ≥ ω and pn < n1/2−ω/
√
logn, then χc(G) ∼ χ(G) ∼ pn

2 log(pn)
.

(b) If n1/2−ω/
√
logn ≤ pn <

√
2n log n, then χc(G) = Ω

(

p3/2n
(logn)1/2

)

and χc(G) ≤
χ(G) ∼ pn

2 log(pn)
.

(c) If
√
2n logn ≤ pn < n3/5−(6/ logn)1/2, then χc(G) = Θ

(

p3/2n
(log n)1/2

)

.

(d) If n3/5−(6/ logn)1/2 ≤ pn < n3/5(logn)3/5, then χc(G) = n2/5+o(1).
(e) If n3/5(logn)3/5 ≤ pn < n2/3−ε, then χc(G) = Ω (1/p) and χc(G) = O(logn/p).
(f) If pn = n2/3+o(1) and pn < n2/3(log n)4/9, then χc(G) = n1/3+o(1).
(g) If n2/3(logn)4/9 ≤ pn < n1−ε, then χc(G) = Ω (1/p) and χc(G) = O(logn/p).
(h) If p = n−o(1) and p ≤ 1− ε, then χc(G) ≤ (1/2 + o(1)) log1/(1−p) n.

Note that

log1/(1−p) n =

{

Θ(logn) if p = Ω(1) and p ≤ 1−ε for some ε>0,

(1 + o(1))(logn)/p if p = o(1).
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In places a slightly tighter result than the one given in Theorem 1.1 can be obtained.
We are interested in the ratio between the upper and lower bounds on χc(G) for each
p, but in order to keep the statement reasonably simple, we spelled out results only for
large intervals of p. For instance, as cases (d) and (f) are concerned with pn = n3/5+o(1)

and pn = n2/3+o(1) respectively, we treated these cases in the statement of Theorem 1.1
less fully. For the reader interested in more precise bounds on this ratio, we refer to
the proofs in the sections below for more details.

In order to understand better the behaviour of the clique chromatic number, let us
introduce the following function f : (0, 1) → R:

f(x) =











x 0 < x < 1/2

1 + 3(x− 1)/2 1/2 ≤ x < 3/5

1− x 3/5 ≤ x < 1.

This function is depicted in Figure 1. We get immediately the following corollary.

x 

f(x)

Figure 1. The function f(x) related to the clique chromatic number of G(n, p)

Corollary 1.2. Let f : (0, 1) → R be defined as above. Let G ∈ G(n, p) for some
p = p(n). If pn = nx+o(1) for some x ∈ (0, 1/2)∪ (1/2, 1), then whp χc(G) = nf(x)+o(1).

Figure 1 shows that there are dramatic transitions in Corollary 1.2 when p is about
n−1/2 and n−2/5, and there is some problem at about n−1/3 in Theorem 1.1. What is
happening at these points? Here is the rough story.
For p ≪ n−1/2, whp most edges are not in triangles, and χc(G) is close to χ(G). For

p ≫ n−1/2, whp each edge is in many triangles, and we may use triangle-free sets as
colour classes; or we may find relatively small dominating sets which yield an upper
bound on χc(G) (see Lemma 3.2). For p ≪ n−2/5, the first bound (which increases with
p) is stronger, whereas from then on the second bound (which decreases with p) gives
better results. For lower bounds on χc(G), depending on the range of p, we find a value
of k, so that whp there are many k-cliques and most of them are not contained inside
(k+1)-cliques. (In the central range in Figure 1, for n−1/2 ≪ p ≪ n−2/5, we use k = 3.)
For p ≪ n−1/3 whp most triangles are not contained in 4-cliques; and for p ≫ n−1/3

whp each triangle is in many 4-cliques.
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2. Preliminaries

In this section, let us recall a few inequalities that are well known and can be found,
for example, in [12]. We will use the following version of Chernoff’s bound. Suppose that
X ∈ Bin(n, p) is a binomial random variable with expectation µ = pn. If 0 < δ < 1,
then

P[X < (1− δ)µ] ≤ exp

(

−δ2µ

2

)

, (1)

and if δ > 0,

P[X > (1 + δ)µ] ≤ exp

(

− δ2µ

2 + δ

)

. (2)

We will use the following version of Janson’s inequality, adapted to our setting.

Lemma 2.1. Let G = (V,E) ∈ G(n, p), S ⊆ V , and k ∈ N \ {1, 2}. For A ⊆ S with
|A| = k, let IA be the indicator variable which is 1 if the vertices in A form a clique
of size k, and 0 otherwise. Let X =

∑

A⊆S,|A|=k IA be the random variable counting

copies of Kk in S, µ = E[X ], and ∆ =
∑

A,B⊆S,|A|=|B|=k,|A∩B|≥2E[IAIB]. Then, for
0 ≤ t ≤ EX,

P (X ≤ µ− t) ≤ exp

(

−ϕ(−t/µ)µ2

∆

)

,

where ϕ(x) = (1 + x) log(1 + x)− x.

(Let us note that indicator random variables IA and IB are independent if |A∩B| ≤ 1;
see the definition of ∆ above.)

We will use the following result of Vu to obtain bounds on the upper tail of certain
subgraphs (see [26]). Denote by e(H) (v(H), respectively) the number of edges (vertices,
respectively) of a graph H . We say that a graph H is balanced if for every subgraph
H ′ ⊆ H with v(H ′) ≥ 1, we have e(H ′)/v(H ′) ≤ e(H)/v(H).

Lemma 2.2. Let H be a fixed balanced graph on k vertices, and let K > 0 be a
constant. Then there are constants c = c(H,K) > 0 and s = s(H,K) such that the
following holds. Let G ∈ G(n, p), let Y denote the number of appearances of H in the
graph G, and let µ = E[Y ]. If 0 < ε ≤ K and ε2µ1/(k−1) ≥ s log n, then

P(Y ≥ (1 + ε)µ) ≤ exp(−cε2µ1/(k−1)).

(Let us remark that stronger bounds on the upper tail are known; see, for example, [7].
For our purposes, however, the current one is sufficient.)

We will also make use of the following version of Harris’s inequality (see [11]). Let
G ∈ G(n, p), with vertex set V = [n] and random edge set E. Let F ⊆

(

V
2

)

so F is a
set of possible edges. Let Ω be the collection of all subsets of the set F . For A ⊆ Ω let
P(A) mean P(E ∩ F ∈ A). For A ⊆ Ω, we say that A is a downset if x ∈ A and y ⊆ x
implies y ∈ A, and A is an upset if x ∈ A and x ⊆ y ⊆ Ω implies y ∈ A. We also may
refer to the event E ∩ F ∈ A as a down-event or an up-event in these two cases.
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Lemma 2.3. With notation as above, let A and B be upsets and let C and D be
downsets. Then A and B are positively correlated, i.e., P(A ∩ B) ≥ P(A)P(B), and
similarly C and D are positively correlated; and A and C are negatively correlated, i.e.,
P(A ∩ C) ≤ P(A)P(C).

The final lemma here is a simplified version of Lemma 2.3 of [20]. It says roughly
that a random walk which is biased upwards when needed tends to move upwards as
we should expect. We shall use it in the proof of Theorem 3.1 (to analyse a greedy
procedure to find triangle-free sets).

Lemma 2.4. Let F0 ⊆ F1 ⊆ . . . ⊆ Fk be a filter (in a probability space). Let
Y1, Y2, . . . , Yk be binary random variables such that each Yi is Fi-measurable, and let
Z =

∑k
i=1 Yi. Let E0, E1, . . . , Ek−1 be events where Ei ∈ Fi for i = 0, . . . , k − 1. Let

0 ≤ p ≤ 1 and let z be a positive integer. Suppose that for each i = 1, . . . , k

P(Yi = 1 | Fi−1) ≥ p on Ei−1.

Then

P

(

(Z < z) ∧
(

∧

i

Ei

))

≤ P(Bin(k, p) < z).

3. Upper bounds

3.1. Upper bounds for parts (a) and (b). Part (a) and (b) of Theorem 1.1 follow
immediately from the fact that χc(G) ≤ χ(G) for each graph. It is well known that
whp

χ(G(n, p)) ∼ pn

2 log(pn)
,

provided that pn → ∞ as n → ∞, and p = o(1) (see [19, 21]).

3.2. Upper bound for part (c). For p as here, we shall see that whp each edge is in a
triangle, so we can use triangle-free sets of vertices as colour classes. We repeatedly use
a natural greedy algorithm to construct maximal triangle-free sets and remove them.
While many vertices remain, with high probability each set constructed has size at least
about p−3/2(log n)1/2, so we will not remove too many of them. Later phases require
a negligible number of further colours. In the proof, in order to show that our greedy
triangle-free sets are large, we need first to show that they do not tend to contain more
edges than a typical set of the same size.

Theorem 3.1. Suppose that p = p(n) is such that
√

2 logn/n ≤ p ≤ 1/ logn. Let

c >
√
2 be a constant. Then whp for G ∈ G(n, p) we have

χc(G) ≤ c p3/2n (logn)−1/2.

Proof. First let us check that whp each edge is in a triangle, for then we can colour
using triangle-free sets. The expected number of edges that are not part of any triangle
is

(

n

2

)

p(1− p2)n−2 ≤ n2pe−np2(1− p2)−2 = o(1)
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since e−np2 ≤ n−2 and p = o(1). The desired property now follows from Markov’s
inequality.
We will repeatedly use the following greedy algorithm to construct a triangle-free set

A of vertices in a graph G with vertex set a subset of the positive integers. Consider the
vertices in increasing order. Initially set A = ∅ and W = V . While W is non-empty:
remove the first member w from W , and if A ∪ {w} is triangle-free then add w to A.
Note that this procedure examines only potential edges with at least one end in A.
How large is the final triangle-free set A for G ∈ G(n, p)? The first thing to consider

is the number of edges of G within A when |A| = a. We shall see in part (1) of the
proof below that this is stochastically at most Bin(

(

a
2

)

, p). In part (2) of the proof we
shall define appropriate integers j0 and t such that whp we find a triangle-free set of
size j0 within t steps; and we complete the proof in part (3).
Part (1). First we consider the number of edges within the set A. Let n be a (fixed)

integer, with corresponding p = p(n), and embed the random graph G in an infinite
random graph G′ on 1, 2, 3, . . . with the same edge probability p. Let E ′ be the random
edge-set of G′. For j = 1, 2, . . . let Aj be the set A when |A| = j (which is well defined
for each j since we are working in G′ and p < 1). Let Xj be the number of edges within
Aj (and set X0 = 0), and let Yj = Xj −Xj−1.
We claim that Xj ≤s Bin(

(

j
2

)

, p). This is clearly true for j = 1 since X1 = 0. Let

j ≥ 2 and suppose it is true for j − 1. Let 0 ≤ x ≤
(

j−1
2

)

and let E1 be the event that
Xj−1 = x. Let B be a set of j − 1 vertices, let F0 be a set of x edges within B, and let
w be an element of V after all of B. Let E2 be the event that Aj−1 = B and F0 is the
set of edges of G′ within B. Let E3 be the event that w is the vertex added to Aj−1 to
form Aj .
Let F1 be the set of j − 1 possible edges between w and B. Let F ′

1 = E ′ ∩ F1, the
random set of edges present in F1. Note that |F ′

1| ∼ Bin(j − 1, p). For each real t, let
f(t) = P(Bin(j − 1, p) ≥ t): and observe that |F ′

1| ≥ t is an up-event. Let

F1 = {F ⊆ F1 : |F ∩ {uw, vw}| ≤ 1 for each edge uv ∈ F0},

and observe that F ′
1 ∈ F1 is a down-event. Hence, for each t, by Harris’s inequality,

Lemma 2.3,

P(Yj ≥ t | E1 ∧ E2 ∧ E3) = P (|F ′
1| ≥ t | E1 ∧ E2 ∧ E3)

= P (|F ′
1| ≥ t | F ′

1 ∈ F1)

≤ P (|F ′
1| ≥ t) = f(t).

Since this holds for each possible choice of B, F0 and w specifying events E2 and E3,
we obtain

P(Yj ≥ t | Xj−1 = x) = P(Yj ≥ t | E1) ≤ f(t).
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Now fix t ≥ 0, and let g(x) = f(t−x) = P(Bin(j−1, p) ≥ t−x). By the last inequality,
since Xj = Xj−1 + Yj,

P(Xj ≥ t) =
∑

x

P(Xj−1 = x)P(Yj ≥ t− x | Xj−1 = x)

≤
∑

x

P(Xj−1 = x) g(x) = E[g(Xj−1)].

But Xj−1 ≤s Bin(
(

j−1
2

)

, p) by the induction hypothesis, and g(x) is non-decreasing, so

E[g(Xj−1)] ≤ E[g(Bin(

(

j−1

2

)

, p))]

=
∑

x

P(Bin(

(

j−1

2

)

, p) = x)P(Bin(j−1, p) ≥ t−x)

= P(Bin(

(

j

2

)

, p) ≥ t).

Thus

P(Xj ≥ t) ≤ P(Bin(

(

j

2

)

, p) ≥ t),

and we have established the claim that Xj ≤s Bin(
(

j
2

)

, p) for each j. This completes
part (1) of the proof.

Part (2). Still in the infinite case, let Tj be the number of vertices w tested until
we find one to add to Aj−1. For j = 1, 2 the first available vertex must be added. Fix
j ≥ 3. For each positive integer i, let W i be the ith vertex in W after the largest vertex
in Aj−1 (the ith candidate to add to Aj−1).
Let x, B, F , w, E1, E2 and F1 be as before. Observe that F1 is an intersection of x

down-sets in 2F1, and for each of these downsets D we have P(F ′
1 ∈ D) = (1− p2). By

Harris’s inequality (Lemma 2.3) again,

P(w can be added to Aj−1 | E1 ∧ E2) = P(F ′
1 ∈ F1) ≥ (1− p2)x.

Since this holds for each possible choice of B, F and w, it follows that for each
positive integer i we have

P(W i can be added to Aj−1 | Xj−1 = x) ≥ (1− p2)x.

Hence

P(Tj ≥ t | Xj−1 = x) ≤ (1− (1− p2)x)t−1,

and since the upper bound is nondecreasing in x, it follows that

P(Tj ≥ t | Xj−1 ≤ x) ≤ (1− (1− p2)x)t−1.

Let 0 < η < 1/
√
2, and let j0 ∼ ηp−3/2(logn)1/2. Note that j0 = O(n3/4(logn)−1/4) =

o(n3/4), and j0 = Ω(log2 n). Observe that 1
2
η2 < 1

4
; and let 1

2
η2 < α < β < 1

4
. Let
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µ0 =
(

j0
2

)

p ∼ (η2/2)p−2 log n; and let x0 ∼ αp−2 log n. Then for each j = 1, . . . , j0, by
the Chernoff bound (2)

P

(

Bin

((

j−1

2

)

, p

)

> x0

)

≤ P

(

Bin

((

j0
2

)

, p

)

> x0

)

≤ e−Ω(µ0) = o(n−2),

where the final step follows since p = o(1). Let t = p−
3
2nβ, so t = o(n

3
4
+β) and

t/j0 = nβ+o(1). Then

P

(

j0
∑

j=1

Tj ≥ t

)

≤
j0
∑

j=1

P(Tj ≥ t/j0)

≤
j0
∑

j=1

(

P(Tj ≥ t/j0 | Xj−1 ≤ x0) + P(Xj−1 > x0)
)

≤ j0(1− (1− p2)x0)t/j0−1 + j0 P(Xj0−1 > x0)

≤ n(1− (1− p2)x0)t/j0−1 + o(1/n)

by the above. But since p = o(1),

(1− p2)x0 = e−(1+o(1))p2x0 = e−(α+o(1)) logn = n−α+o(1)

and so

(1− (1− p2)x0)t/j0−1 ≤ exp(−n−α+o(1) · nβ+o(1)) = exp(−nβ−α+o(1)).

Thus

P

(

j0
∑

j=1

Tj ≥ t

)

≤ n exp(−nβ−α+o(1)) + o(1/n) = o(1/n).

In other words, the probability that the greedy algorithm fails to find a triangle-free
set of size j0 within the first t− 1 available vertices is o(1/n). Now let us return to the
finite case G ∈ G(n, p), and note that the last statement still applies. This completes
part (2) of the proof.
Part (3). Let us repeatedly seek a maximal triangle-free set of size at least j0,

and remove it, as long as at least t vertices remain. Let V ′ be the set of vertices
remaining at some step (when we are about to seek a new triangle-free set). Each
time, we have |V ′| ≥ t (that is, we start with at least t vertices), and the potential
edges have not been examined before. Hence, each time, the probability we fail is
o(1/n), and so the probability we ever fail is o(1). This whole process uses at most
n/j0 ∼ η−1p3/2n(log n)−1/2 colours. Observe for later that this number is Ω(n1/4).

By this stage, |V ′| < t. While |V ′| ≥ log2 n, we continue to seek maximal triangle-free
sets using the same greedy algorithm, but now we will be content with smaller sets.
Any remaining vertices can each be given a new colour, adding at most log2 n colours.
We need new notation.
Let s∗ = ⌈p−3/2⌉, and let s = min{s∗, |V ′|}. List the vertices in V ′ in their natural

increasing order as v′1, v
′
2, . . .. For i = 1, . . . , s let Fi be the σ-field generated by the

appearance or not of the edges amongst v′1, . . . , v
′
i; let Ei be the random set of edges

amongst v′1, . . . , v
′
i which appear; and let Yi be the indicator that the ith vertex v′i is
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accepted into A. Let X = |Es|. Then X ∼ Bin(
(

s
2

)

, p), with expected value at most

about 1
2
p−2 = Ω(log2 n). Let x0 = 2

3
p−2. Then P(X > x0) = o(1/n) by the Chernoff

bound (2).
Given that Ei−1 = F , the event that Yi = 0 is the union over the edges e ∈ F of the

event that v′i is adjacent to both end vertices of e. Thus, for each event B ∈ Fi−1

P (Yi = 0 | B ∧ (|Ei−1| ≤ x0)) ≤ x0p
2 ≤ 2/3

(assuming that the conditioning event has positive probability). Hence

P(Yi = 1 | Fi−1) ≥ 1/3 on the event (|Ei−1| ≤ x0).

Let Z be the value of |A| after trying to add v′1, . . . , v
′
s (starting from A = ∅). Thus

Z =
∑s

i=1 Yi. Hence by Lemma 2.4 and the Chernoff bound (2)

P((Z < s/4) ∧ (Xs−1 ≤ x0)) ≤ P(Bin(s, 1/3) < s/4) = e−Ω(s) = o(1/n),

and so

P(Z < s/4) ≤ P(Xs−1 > x0) + o(1/n) = o(1/n).

Throughout the time when t > |V ′| ≥ s∗, whp each triangle-free set A found has size at
least s∗/4; so the number of colours used is at most 4t/s∗ ∼ 4nβ. Throughout the time
when s∗ > |V ′| ≥ log2 n, whp each triangle-free set A found has size at least |V ′|/4;
so the number of colours used is O(log |V ′|) = O(logn). As we noted before, the final
phase uses O(log2 n) colours. Thus the total number of colours used after the first phase

is O(nβ), which is negligible compared with n/j0 = Ω(n
1
4 ). �

3.3. Upper bounds for parts (d)-(g). Before we state a useful observation that
holds for deterministic graphs, let us introduce a few definitions. An independent set
(or a stable set) of a graph G = (V,E) is a set of vertices in G, no two of which are
adjacent. A dominating set in G is a subset D of V such that every vertex not in D is
adjacent to at least one member of D. Of course, a set could be both independent and
dominating; this situation happens if and only if the set is a maximal independent set.
Finally, for v ∈ V let N(v) denote the set of neighbours of v.
The following lemma is part of Theorem 3 of [2]: we give a short proof here for

completeness.

Lemma 3.2. Let G = (V,E) be a graph, and suppose that A ⊆ V is a dominating set.
Then χc(G) ≤ |A|+ 1.

Proof. Let A = {v1, v2, . . . , vk}. For i = 1, . . . , k in turn, assign colour i to each un-
coloured neighbour of vi. Any vertices remaining uncoloured must form an independent
subset of A: give each such vertex colour 0. This gives a proper clique-colouring, since
any vertices coloured 0 form an independent set; and for each i = 1, . . . , k the set of
vertices coloured i is dominated by vi, which is not coloured i. �

From Lemma 3.2, we quickly get the following bound for binomial random graphs.
This proves the upper bounds in parts (d) to (g) of Theorem 1.1. We say that p = p(n)
is bounded below 1 if there is some constant ε > 0 such that p ≤ 1− ε for all n.
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Lemma 3.3. Suppose that p = p(n) is bounded below 1, and ω = ω(n) := pn− log n →
∞ as n → ∞. Let k = k(n) = ⌈log1/(1−p) n + log1/(1−p) ω⌉. Then for G ∈ G(n, p) whp

χc(G) ≤ k + 1 ∼ log1/(1−p) n.

Proof. We construct a maximal independent set in the usual greedy way, by fixing an
arbitrary order of the vertices v1, v2, . . . , vn and adding vertices (in this order, one by
one) to form a maximal independent set. Observe that at the beginning of a given step
t of this process, no edge emanating from vt has been exposed so far. Note that whp the
process terminates after at most k vertices are added to the independent set: indeed,
the probability that a larger set is created during this greedy process is the probability
that a set of size k is created at some point of the process, and this set does not dominate
the remaining vertices; and (by considering just the second part) this probability is at
most n(1− p)k ≤ ω−1 = o(1). The result now follows by Lemma 3.2. �

3.4. Upper bound for part (h). We will now show that for dense random graphs,
we can improve the bound from part (d) by a factor of about 2. This then proves part
(h) of Theorem 1.1. (For sparser graphs, the improvement might also be possible but
the argument would be more tedious.)

Theorem 3.4. Suppose that p = p(n) is bounded below 1, and satisfies p = n−o(1).
Then, for G ∈ G(n, p) whp

χc(G) ≤ (1/2 + o(1)) log1/(1−p) n.

Proof. First, let us start with a few simple properties of G(n, p).
Claim 1 Whp there is no clique of size k = ⌈2 log1/p n + 1⌉ ∼ 2 log1/p n.

Indeed, noting that k ≫ 1 we get that the expected number of cliques of size k is
(

n

k

)

p(
k
2) ≤

(ne

k
p(k−1)/2

)k

≤
( e

k

)k

= o(1).

The claim holds by Markov’s inequality.

Claim 2 Whp there is no maximal clique of size at most k = ⌊log1/p n−3 log1/p log n⌋ ∼
log1/p n.

Indeed, the expected number of sets of size k (not necessarily inducing cliques) for
which there is no vertex adjacent to all of them is

(

n

k

)

(1− pk)n−k ≤
(ne

k

)k

exp
(

−pk(n− k)
)

= O
(

exp
(

k log n− log3 n
))

= o(1).

As before, the claim holds by Markov’s inequality.

The rest of the proof uses ideas similar to the ones used in the proofs of Lemmas 3.2
and 3.3. Let

γ =
2 log1/p log n

log1/p n
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and note that γ → 0 as n → ∞. As before, we fix an arbitrary order of the vertices
and construct an independent set A greedily, but we stop once its size is equal to
k = ⌈(1/2+γ) log1/(1−p) n⌉. As before, we use k+1 colours to create colour classes that
do not contain any maximal cliques. Let N be the random number of vertices not in A
and not dominated by A (and so not coloured yet). Then N is stochastically at most

Bin(n, (1 − p)k), and so by (1) whp N ≤ N0, where N0 = ⌊2n(1 − p)k⌋ ≤ 2n
1
2
−γ. We

will show that whp one additional colour is enough to finish the job. We may assume
that N ≤ N0. As this part of the random graph is not exposed yet, this subgraph is
distributed as a subgraph of G(N0, p) and Claim 1 implies that whp the maximum size
of a clique in the additional colour is at most

⌈2 log1/p N0⌉ ≤ (1− 2γ) log1/p n+ 2 log1/p 2 + 1

= log1/p n− 4 log1/p log n+ 2 log1/p 2 + 1

< ⌊log1/p n− 3 log1/p log n⌋.
On the other hand, Claim 2 implies that whp no clique of such size is maximal in G.
The proofs of the upper bounds of Theorem 1.1 are finished. �

4. Lower bounds

Given a graph G, we say that a set S of vertices is maximal-clique-free if it contains
no clique of size at least 2 which is a maximal clique in G. We let mcf(G) denote the
maximum size of a maximal-clique-free set of vertices. Observe that if G has n vertices
then

χc(G) ≥ n

mcf(G)
.

Our lower bounds on χc(G) are usually obtained from upper bounds on mcf(G) by
using this inequality.

4.1. Lower bound for part (a). Let us first consider very sparse graphs. Observe
that for any graph H with n vertices and at most t vertices in triangles, we have
χc(H) ≥ n−t

α(H)
. Let G ∈ G(n, p). If pn → ∞ and p = o(1), then χ(G) ∼ n

α(G)
∼ pn

2 log(pn)

whp (see, for example, [19, 21]). For pn = o(n1/3) the expected number of triangles is
(

n
3

)

p3 = o(n), so whp the number of vertices in triangles is o(n). Thus for pn → ∞
with pn = o(n1/3)

χc(G) ≥ (1 + o(1))
pn

2 log(pn)
whp, (3)

and for such values of pn the lower bound of part (a) is proven.
For the remaining range of pn to be considered in part (a) we may therefore clearly

assume pn > logn + ω. (In fact, we may assume p ≥ n1/3/ω) for some function
ω = ω(n) → ∞ as n → ∞ but it would not simplify the argument.) Let G ∈ G(n, p),
ω = ω(n) be a function tending to infinity with n arbitrarily slowly, and let

c = c(n) =
9 logn

log(e/(np2))
.

(Observe that 9 ≤ c ≤ 9 logn.)
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We will start with the following elementary observation.

Lemma 4.1. Let ω, c be defined as above, and let logn+ω < pn ≤ √
n. Let G ∈ G(n, p).

Then whp no edge of G belongs to more than c triangles.

Proof. Consider a pair u, v of distinct vertices. The number of common neighbours of
u and v is a random variable X with distribution Bin(n− 2, p2), which is stochastically
bounded from above by Bin(n, p2). We first observe that

P(X ≥ c) ≤
(

n

⌈c⌉

)

(

p2
)⌈c⌉ ≤

(en

c
· p2
)⌈c⌉

≤
(

np2

e

)c

,

since c ≥ 9 ≥ e2 and np2/e ≤ 1/e ≤ 1. Hence,

P(X ≥ c) ≤ exp

(

−c log

(

e

np2

))

= n−9 = o(n−2).

Since there are O(n2) pairs to consider, the result holds by a union bound. �

The next lemma is less straightforward.

Lemma 4.2. Let ω, c be defined as above. Suppose that log n+ω < pn ≤ n1/2−ω/
√
logn.

Let

ε = ε(n) = 3
(

2ecnp2
)1/(2c)

and ε′ = ε′(n) = max{ε, 1/ log log(pn)}. Then ε′ = o(1). Moreover, let G = (V,E) ∈
G(n, p). Then, whp every set K ⊆ V of size

k = (2 + ε′)
log(pn)

p
∼ 2 log(pn)

p

has the following properties:

(a) the graph induced by K, G[K], has at least one edge,
(b) there is no set of edge-disjoint triangles, each with one vertex in V \K, which

contains at least a 1/(2c)-fraction of the edges in G[K].

Proof. First, recall that c = (9 logn)/(log(e/(np2)) and so

ε = ε(n) = 3
(

2ecnp2
)1/(2c)

= 3 exp

(

− log(e/(np2))

18 logn
log

(

n log(e/(np2))

18e np2 log n

))

is an increasing function in p (if we think of p as a variable). Hence, writing ε̃ as the

value of ε when p attains its maximum value n− 1
2
−ω/

√
logn,

0 < ε ≤ ε̃ = 3 exp

(

−(1− o(1))
ω

9
√
log n

(2ω
√

log n− O(log logn))

)

= 3 exp(−(2/9− o(1))ω2) = o(1),

and so also ε′ = o(1), and the first assertion follows. On the other hand, it follows
immediately from the definition of ε′ that ε′ ≥ 1/ log log(pn) ≫ 1/ log(pn).
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For the second assertion, part (a) is standard. The probability p0 that the desired
property is not satisfied can be estimated as follows:

p0 ≤
(

n

k

)

(1− p)(
k
2) ≤

(en

k

)k

exp

(

−p

(

k

2

))

= exp (k (log(en/k)− pk/2 + p/2))

≤ exp

(

k

(

log(pn) +O(1)− log log(pn)− 2 + ε′

2
log(pn)

))

≤ exp(−k) = o(1),

where the second last step holds for n sufficiently large.
For part (b), for a given m such that 1 ≤ m ≤

(

k
2

)

= O(n2), we are going to estimate
the probability pm that there exists a set K of size k with precisely m edges in G[K]
and with at least ⌈m/(2c)⌉ edges that belong to edge-disjoint triangles with the third
vertex in V \K. We have

pm ≤
(

n

k

)(
(

k
2

)

m

)

pm(1− p)(
k
2)−m

(

m

⌈m/(2c)⌉

)

(np2)⌈m/(2c)⌉ ≤ exp(fm),

where

fm = k

(

log
(en

k

)

− p(k − 1)

2

)

+m

{

log

[(

ek2p

2m

)

(

2ec np2
)1/(2c)

]

+ p

}

= k

(

log(pn) +O(1)− log log(pn)− 2 + ε′

2
log(pn)

)

+ m

{

log

[

(

e(2 + ε′)2 log2(pn)

2mp

)(

2ec(pn)2

n

)1/(2c)
]

+ p

}

.

Hence, pm ≤ exp(−kgm), where

gm =
ε′

2
log(pn)− mp

(2 + ε′) log(pn)

{

log

[

(

e(2 + ε′)2 log2(pn)

2mp

)(

2ec(pn)2

n

)1/(2c)
]

+ p

}

.

Let

m′ =

(

e(2 + ε′)2 log2(pn)

2p

)(

2ecd2

n

)1/(2c)

= o

(

log2(pn)

p

)

.

First, note that if m > em′, then

gm ≥ ε′

2
log(pn)− mp

(2 + ε′) log(pn)
(−1 + p) ≥ 1.

For m′ ≤ m ≤ em′, we get

gm ≥ ε′

2
log(pn)− O

(

m′p2

log(pn)

)

=
ε′

2
log(pn)− o(1) ≥ 1.
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Finally, for m = m′/x for any x = x(n) ≥ 1, since maxx≥1(log x/x) = 1/e, we get

gm ≥ ε′

2
log(pn)− m′p/e

(2 + ε′) log(pn)
− o(1)

=
ε′

2
log(pn)−

(

(2 + ε′) log(pn)

2

)(

2ec(pn)2

n

)1/(2c)

− o(1)

= log(pn)

[

ε′

2
− (1 + o(1))

(

2ec(pn)2

n

)1/(2c)
]

− o(1) ≥ 1.

As a result, pm ≤ exp(−k) = o(n2) and so
∑(k2)

m=0 pm = o(1). The result holds. �

The last two lemmas give us easily the following lower bound on χc that matches
(asymptotically) the upper bound. This proves part (a) of Theorem 1.1.

Theorem 4.3. Let ω be a function tending to infinity with n arbitrarily slowly. Suppose
that p = p(n) is such that ω < pn ≤ n1/2−ω/

√
logn. Let G = (V,E) ∈ G(n, p). Then,

whp mcf(G) ≤ (2 + o(1)) log(pn)/p, and so

χc(G) ≥ (1 + o(1))
pn

2 log(pn)
∼ χ(G(n, p)).

Proof. By (3), we may assume that pn − logn → ∞ (or indeed pn = Ω(n1/3/ω) for
some ω = ω(n) → ∞). Let k ∼ 2 log(pn)/p be defined as in Lemma 4.2. As we
aim for a statement that holds whp, we may assume that all properties in Lemma 4.2
and Lemma 4.1 hold deterministically. Consider any colouring that yields χc(G). We
will show that no colour class has size at least k which will finish the proof. For a
contradiction, suppose that the vertices of some set K of size k are of the same colour.
It follows from Lemma 4.2(a) that G[K] contains at least one edge. As no maximal
clique is monochromatic, each edge of G[K] belongs to a triangle with the third vertex
in V \K. As, by Lemma 4.1, no edge belongs to more than c triangles, we may greedily
pick a set of edge-disjoint such triangles containing at least a 1/(2c)-fraction of the
edges in G[K]. But this contradicts Lemma 4.2(b). �

4.2. Lower bounds for parts (b) and (c). We start with the following observation.
We will apply the result for k = 3 but we state it in a more general case as the proof
of this generalization is exactly the same.

Lemma 4.4. Let k ≥ 3 be a fixed integer, and let ε ∈ (0, 2/k) be a fixed arbitrarily
small positive constant. Suppose that p = p(n) satisfies

(3k)
2
k (log n)

2
k(k−1)n1− 2

k ≤ pn ≤ n1−ε,

and let s = s(n) := 3kp−k/2 (log n)1/(k−1). Let G = (V,E) ∈ G(n, p). Then, whp the

following property holds: every set S ⊆ V of ⌈s⌉ vertices contains at least 1
2

(

s
k

)

p(
k
2) =

Θ
(

skp(
k
2)
)

copies of Kk.

(Note that the lower bound for pn is there only to make sure that s ≤ n.)
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Proof. For a fixed set S ⊆ V of size ⌈s⌉, let X be the random variable counting the

number of copies of Kk in S. Clearly, µ = E[X ] =
(⌈s⌉

k

)

p(
k
2). Using the notation of

Lemma 2.1, we may deal separately with the cases |A ∩ B| = i with 2 ≤ i ≤ k to get

∆ =
k
∑

i=2

( ⌈s⌉
2k − i

)(

2k − i

k

)(

k

i

)

p2(
k
2)−(

i
2) ∼

k
∑

i=2

s2k−i

(k − i)!2i!
pk(k−1)−(i2)

= s2kpk(k−1)
k
∑

i=2

s−i

(k − i)!2i!
p−(

i
2).

Let us observe that it follows from the definition of s that the i-th term of the sum
is of order (1/p)−(i/2)(k−i+1)(logn)−i/(k−1). Since 1/p ≥ nε, the logarithmic factor is
negligible and it is easy to see that the sum is dominated by the last term (i = k).
Therefore,

∆ ∼
(⌈s⌉

k

)

p(
k
2) = µ.

Applying Lemma 2.1 with t = E[X ]/2 we get

P

(

X ≤ E[X ]

2

)

≤ exp
(

− (1 + o(1))ϕ(−1/2)µ
)

≤ exp

(

−0.15sk

k!
p(

k
2)
)

= exp

(

−0.15(3k)k−1s logn

k!

)

≤ exp(−2s logn).

Taking a union bound over all
(

n
⌈s⌉
)

≤ exp(⌈s⌉ log n) sets of size ⌈s⌉, the desired property

holds. �

We will also need the following property.

Lemma 4.5. Let k ≥ 3 be a fixed integer, and let ε = ε(n) satisfy (6/ logn)
1

k−1 ≤ ε ≤
1/k. Suppose p = p(n) satisfies pn ≤ nk/(k+2)−ε, and let G ∈ G(n, p). Then whp no
edge in G belongs to as many as r = ⌈ε−(k−1)⌉ copies of Kk+1.

Proof. Let the graph H be formed from an edge e = uv together with some cliques
Kk+1 containing e (at least one such clique). We will show that we have

e(H)− 1

v(H)− 2
≥ k + 2

2
.

To see this, we may use induction on the number of cliques in a construction of H . The
inequality holds (at equality) if H is a single (k + 1)-clique. Suppose that there are at
least two cliques in the construction, and the last one added n′ new vertices and e′ new
edges. If n′ = 0, then the inequality still holds after adding the last clique, so we may
assume that n′ ≥ 1. Then

e′ ≥ n′(k+1−n′) +

(

n′

2

)

= n′
(

k +
1

2
− n′

2

)

≥ n′
(

k +
1

2
− k − 1

2

)

= n′ · k + 2

2
,
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where the second inequality follows since n′ ≤ k− 1. Thus e′

n′
≥ k+2

2
, and the induction

step follows, since from a+b
c+d

≥ min{a
c
, b
d
} for positive a, b, c and d, we may conclude that

e(H)−1
v(H)−2

≥ k+2
2
.

The number of copies of Kk+1 on 2 + ⌊1/ε⌋ vertices that contain the edge uv is at
most

(⌊1/ε⌋
k − 1

)

≤
(

e(1/ε)

k − 1

)k−1

< ε−(k−1)

for k ≥ 4 (since e < k − 1); and
(⌊1/ε⌋

2

)

< ε−2, so the result holds also for k = 3. Thus
if H contains at least r such cliques we must have v(H) > 2 + 1/ε. Further H must
then have a subgraph on at most 2 + r(k − 1) vertices which contains at least r such
cliques. Call the set W of vertices in G dense if

e(G[W ])

|W | − 2
≥ k + 2

2
.

Let ai be the expected number of dense sets of size i in G. It will suffice for us to show
that

2+r(k−1)
∑

i=2+⌈1/ε⌉
ai = o(1). (4)

Now

aj+2 ≤
(

n

j + 2

)(
(

j+2
2

)

⌈j(k + 2)/2⌉

)

p⌈j(k+2)/2⌉

≤
(

en

j + 2

)j+2(
e(j + 2)(j + 1)

j(k + 2)
· p
)⌈j(k+2)/2⌉

≤ n2
(

np(k+2)/2
)j
(

e

j + 2

)j+2(
e(j + 2)(j + 1)

j(k + 2)

)⌈j(k+2)/2⌉
.

But np(k+2)/2 ≤ n−ε(k+2)/2. Thus for j ≥ ⌈1/ε⌉,
n2
(

np(k+2)/2
)j ≤ n2

(

n−ε(k+2)/2
)j ≤ n2n−2εjn−(ε/2)j ≤ n−(ε/2)j ≤ n−1/2,

as k ≥ 3. Since there are at most 2 + r(k− 1) = O(ε−(k−1)) = o(n1/2) terms in the sum
in (4), the desired conclusion there follows. �

Now, finally we are able to prove the lower bounds in parts (b) and (c) of Theorem 1.1.

Theorem 4.6. Let k ≥ 3 be a fixed integer, and let ε = ε(n) = (6/ logn)
1

k−1 = o(1).
Suppose that p = p(n) satisfies

(3k)
2
k (log n)

2
k(k−1)n1− 2

k ≤ pn ≤ nk/(k+2)−ε,

and let s = s(n) := 3kp−k/2 (log n)1/(k−1). Let G = (V,E) ∈ G(n, p). Then, whp
mcf(G) ≤ s and so

χc(G) ≥ n

s
= Ω

(

(pn)k/2n1−k/2

(logn)1/(k−1)

)

= Ω

(

npk/2

(log n)1/(k−1)

)

.



CLIQUE COLOURING OF BINOMIAL RANDOM GRAPHS 17

Proof. For simplicity we shall ignore the fact that certain numbers should be inte-
gers: this never matters here. Let S be a fixed set of size s. We shall show that
P(S maximal-clique-free) is very small.
If S is maximal-clique-free, then it must be possible to extend each copy J of Kk

inside S to Kk+1 by adding some vertex v ∈ V \ S which is complete to J , that is, v
is connected by an edge to each of the k vertices of J . Unfortunately (for our proof)
these edges can be reused in extensions for different copies of Kk inside S. Our plan is
to show that, if S is maximal-clique-free, then with very high probability there must be
a large collection of copies of Kk inside S that are extended to V \ S using each edge
between S and V \ S at most once; and this is very unlikely to happen.

Let µ =
(

s
k

)

p(
k
2), the expected number of copies of Kk inside S. Let ES be the event

that S contains at least 1
2
µ copies of Kk. Let F be the event that each edge appears

in at most (1/ε)k−1 copies of Kk+1. Let FS be the event that each edge uv with u ∈ S
and v ∈ V \ S appears in at most (1/ε)k−1 copies of Kk+1 such that each vertex other
than v is in S. Let E0 be any set of edges within S such that ES holds, and condition
on E|S = E0. Here E|S denotes the set of edges within S in the random edge set E
of G. Observe that, since E|S is fixed, FS becomes a down-event in the lattice Ω of
subsets of E(S, V \ S). Now let t ≥ 1, and consider a possible ‘edge-disjoint extension
of length t’. Suppose that J1, . . . , Jt are distinct copies of Kk inside S, and v1, . . . , vt
are vertices in V \ S (not necessarily distinct), such that each possible edge appears at
most once as uvi for some vertex u in Ji. Then the event that vi is complete to Ji for
each i ∈ [t] is the up-event in Ω that each of the kt relevant edges is present. Hence by
Lemma 2.3 (Harris’s inequality)

P(vi is complete to Ji for each i ∈ [t] | (E|S = E0) ∧ FS) ≤ pkt. (5)

Keep the conditioning on E|S = E0, condition also on FS, and suppose that S is
maximal-clique-free. List the copies ofKk inside S in say lexicographic order, discarding
any after the first 1

2
µ; and consider the vertices in V \S in their natural order. Consider

the first copy J of Kk on the list: test the vertices in V \ S one by one until we find
a vertex v complete to J (we must succeed since S is maximal-clique-free). Eliminate
from the list the clique J and all other copies J ′ of Kk such that J ′ and J have at least
one vertex in common and v is complete to J ′ (so the extensions by v have an edge in
common). Since we conditioned on FS, at most k(1/ε)k−1 copies of Kk are eliminated
from the list in this round, and we move to the next copy of Kk that is left in the list
and continue. Since we also conditioned on E|S = E0, there are at least µ/2 copies of
Kk in S, and so the process must last for at least t rounds, where

t =
µ/2

k(1/ε)k−1
.

Now we lower bound t: we have

t =
1

2k(1/ε)k−1

(

s

k

)

p(
k
2) ∼ εk−1

2k · k!s
kp(

k
2)

≥ εk−1

2ek2(k/e)k
(

3kp−k/2(logn)1/(k−1)
)k

p(
k
2),
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as k! ≤ ek(k/e)k. We get

t ≥ (1+o(1))
(eε)k−13k

2k2
p−k/2(logn)k/(k−1) > 3εk−1kp−k/2(logn)k/(k−1) = εk−1s logn = 6s,

as 3kek−1/(2k3) > 3 for k ≥ 3.
The number of sets of t distinct copies J1, . . . , Jt of Kk inside S which are on the list,

and vertices v1, . . . , vt yielding possible edge-disjoint extensions as in (5), is at most
( 1

2
µ
t

)

nt. Thus, by (5) and a union bound,

P(S maximal-clique-free | (E|S = E0) ∧ FS) ≤
(

1
2
µ

t

)

ntpkt.

Since this holds for every choice E0 of edges within S such that ES holds, and since
F ⊆ FS, it follows that

P((S maximal-clique-free) ∧ ES ∧ F) ≤
(

1
2
µ

t

)

(npk)t.

We have
(

1
2
µ

t

)

(npk)t ≤ exp

(

t log

(

e(3e)k(log n)k/(k−1)npk/2

2t

))

≤ exp

(

t log

(

e(3e)knpk log n

36k

))

≤ exp

(

−t

(

2k

k + 2
+ εk − 1 + o(1)

)

logn

)

≤ exp

(

− t

5 + o(1)
log n

)

which is o(n−s) since t ≥ (6 + o(1))s. Let us rename the fixed set S as S0. Then, with
the union below being over all s-subsets S of vertices,

P
(

∨|S|=s((S maximal-clique-free) ∧ ES ∧ F)
)

≤
(

n

s

)

P((S0 maximal-clique-free) ∧ ES0 ∧ F)

≤
(

n

s

)(1
2
µ

t

)

(npk)t = o(1).

Finally, let E = ∧|S|=sES. Then

P(mcf(G) ≥ s) ≤ P
(

∨|S|=s((S maximal-clique-free) ∧ ES ∧ F)
)

+ P(Ē) + P(F̄).

But each of the three terms in the upper bound here is o(1). We have just seen this for
the first term: the second and third terms are o(1) by Lemmas 4.4 and 4.5 respectively.
The proof of the theorem is complete. �
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4.3. Lower bounds for parts (d)-(g). Let us start with the following lemma, which
is proved in a similar way to Lemma 4.4.

Lemma 4.7. Let k ≥ 3 be a fixed integer, and let ε > 0 be a fixed arbitrarily small
positive constant. Let C = C(n) be such that 1 ≤ C = no(1). Suppose that p = p(n)
satisfies

(3k)2/(k+2)(log n)
2

(k−1)(k+2)n
k

k+2C−2/(k+2) ≤ pn ≤ n1−ε.

Let s = s(n) = Cpn, and let G = (V,E) ∈ G(n, p). Then, whp the following property

holds: every set S ⊆ V of ⌈s⌉ vertices contains at least 1
2

(⌈s⌉
k

)

p(
k
2) = Θ

(

skp(
k
2)
)

copies

of Kk.

Proof. As before, for simplicity we shall ignore the fact that certain numbers should
be integers. For a fixed set S ⊆ V of size ⌈s⌉, let X be the random variable counting

the number of copies of Kk in S. Clearly, µ = E[X ] =
(⌈s⌉

k

)

p(
k
2). Using the notation of

Lemma 2.1, we may independently deal with the cases |A ∩ B| = i with 2 ≤ i ≤ k to
get

∆ =
k
∑

i=2

( ⌈s⌉
2k − i

)(

2k − i

k

)(

k

i

)

p2(
k
2)−(

i
2) ∼

k
∑

i=2

s2k−i

(k − i)!2i!
pk(k−1)−(i2)

= s2kpk(k−1)
k
∑

i=2

s−i

(k − i)!2i!
p−(

i
2). (6)

For i = 2, 3, . . . , k − 1, let ai = s−ip−(
i
2) and note that the ith term in the last sum

is Θ(ai). The ratio ai+1/ai = s−1p−i = 1
Cn

p−i−1, which is increasing with i. It follows
that a2, . . . , ak is a unimodal sequence, with maximum either a2 or ak. Moreover, since
1/p ≥ nε, at most two consecutive terms can be of the same order. As a result, the sum
is of order the larger of the term i = 2 and the term i = k. (Note that we did not rule our
the possibility that the (k−1)-st term is of order of the k-th term yet.) More precisely,
comparing the two terms, the sum is of order of the term i = k if p ≪ n−2/(k+3)C−2/(k+3),
and of order of the term i = 2 otherwise. Moreover, in the case p ≪ n−2/(k+3)C−2/(k+3),
by comparing the (k−1)-st and the k-th term, we see that the k-th term dominates the
(k−1)-st term if p ≪ (Cn)−1/k, and since n−2/(k+3)C−2/(k+3) ≤ (Cn)−1/k for k ≥ 3, this
condition is satisfied. Hence, if p ≪ n−2/(k+3)C−2/(k+3), the sum is in fact asymptotic
to the term i = k.
Suppose first that p ≪ n−2/(k+3)C−2/(k+3). As we already mentioned, in this case

∆ ∼ µ, and so applying Lemma 2.1 with t = E[X ]/2 we get

P

(

X ≤ E[X ]

2

)

≤ exp
(

− (1 + o(1))ϕ(−1/2)µ
)

≤ exp

(

−0.15(Cpn)k

k!
p(

k
2)
)

≤ exp

(

−0.15(3k)k−1(Cpn) logn

k!

)

≤ exp(−2s logn),

by our assumption that pn ≥ (3k)2/(k+2)(log n)
2

(k−1)(k+2)n
k

k+2C−2/(k+2). Taking a union
bound over all

(

n
⌈s⌉
)

≤ exp(⌈s⌉ log n) sets of size ⌈s⌉, the desired property holds.
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Assume now that p = Ω(n−2/(k+3)C−2/(k+3)). In this case we get

∆ = Θ
(

µ2p−1s−2
)

.

Therefore, applying Lemma 2.1 with t = E[X ]/2 we get

P

(

X ≤ E[X ]

2

)

≤ exp
(

− Ω(µ2/∆)
)

= exp

(

−Ω

(

sC(pn)2

n

))

≤ exp(−2s logn),

as, by our assumption on p and C, we have C(pn)2/n ≥ n2k/(k+2)−1+o(1) ≥ n1/5+o(1) ≫
logn. Taking a union bound over all

(

n
⌈s⌉
)

≤ exp(⌈s⌉ log n) sets of size ⌈s⌉, the desired

property holds. �

We can now prove the following theorem that implies the lower bounds in parts (e)
and (g) of Theorem 1.1.

Theorem 4.8. Let k ≥ 3 be a fixed integer. Suppose that p = p(n) satisfies

(log n)
2k

(k−1)(k+2)n
k

k+2 ≤ pn ≤ (4e2k log2 n)−1/kn(k−1)/k.

Let s = s(n) = Cpn, where

C = C(n) =

(

32k2 logn

− log(pkn4ek log2 n)

)1/(k−1)

. (7)

Let G = (V,E) ∈ G(n, p). Then, whp mcf(G) ≤ s, and so

χc(G) ≥ n

s
=

1

Cp
=

no(1)

p
.

Before we move to the proof of this result, let us make a few comments. First, obviously,
if there are several values of k that satisfy the assumptions on pn, one should consider
the one that gives the best lower bound for χc(G). In particular, the case k = 3 covers
values of pn between n3/5(logn)3/5 and n2/3(12e2 log2 n)−1/3, and the case k = 4 covers
the range of pn between n2/3(log n)4/9 and n3/4(16e2 log2 n)−1/4. The case k = 5 can be
applied already if pn is at least n5/7(logn)5/14, and so for values of pn in the interval
[n5/7(log n)5/14, n3/4(16e2 log2 n)−1/4] both k = 4 and k = 5 satisfy the conditions of
the theorem. Similarly, if we fix ε > 0 (arbitrarily small), all values of pn that belong
to the interval [n5/7(log n)5/14, n1−ε] are covered by at least two values of k at most

the constant 2/ε (since p ≥ n− 2
k+2 , for p ≤ n−ε we are concerned only with k such

that n− 2
k+2 ≤ n−ε, that is k ≤ 2/ε − 2 ≤ 2/ε). If p is in the interval for k − 1

then p ≤ n−1/(k−1) ≤ n−1/k−η, for some η ≥ 1/(k − 1) − 1/k = 1/k(k − 1) ≥ ε2/4.
Thus for at least one of the relevant values k (any one except the smallest) we have
pn ≤ n(k−1)/k−η, and so C ≤ (32k/(η + o(1)))1/(k−1) = O(1). This in turn implies that
mcf(G) = O(pn) and so χc(G) = Ω(1/p). The only range not covered by this theorem
is when pn = n3/5+o(1) or pn = n2/3+o(1) which will be done separately later on.

Proof. The proof is similar to the proof of Theorem 4.6. However, one additional idea
is needed: informally speaking, we now have too many copies of Kk, but still only Θ(s)
of them are going to be extended to Kk+1 using disjoint edge sets. The union bound
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over all choices of these would be too large to be successfully applied, and so we focus
on a randomly chosen subset of the Kk’s. To this end, define

L :=

⌈

nk−1p(k+2)(k−1)/2

(k − 1)!(logn)2

⌉

≥ (logn)k−2

(k−1)!
.

Now, in order to obtain the desired smaller subset of cliques, we do the following,
independently of the random graph G: for each set of k vertices, we independently
colour it red with probability 1/L. Our first goal is to show that no edge uv belongs to
too many cliques of size k + 1 which after removal of v form a red k-set.

Let η = η(n) = o(1), say η = n− 1
11 . For each pair of distinct vertices u and v, let Eu,v

be the event that
∣

∣|N(u) ∩N(v)| − np2
∣

∣ ≤ η np2. (8)

Let E be the event that Eu,v holds for each pair u 6= v. Since η2np2 ≥ n1/55, by the
Chernoff bounds (1) and (2), P(Ēu,v) = o(n−2); and so by a union bound, whp E holds.
Fix any ordered pair of distinct vertices u, v, and any set I ⊆ V \ {u, v} with |I| =

k − 1. Let Xu,v,I = 1 if I induces a clique, u and v are both complete to I (we
do not require u and v to be adjacent). Finally, let Xu,v =

∑

I⊆V \{u,v} Xu,v,I . Let

m = m(n) = ⌊(1 + η)np2⌋. Let Z be the number of (k − 1)-cliques in the random
graph with vertex set [m] and edge-probability p(n). Clearly, conditional on Eu,v,Xu,v

is stochastically at most Z. We have

EZ =

(

m

k − 1

)

p(
k−1
2 ) ∼ L log2 n ≥ logk n

(k − 1)!
≫ (log n)k−2. (9)

Hence, by Lemma 2.2, once n is sufficiently large that EZ ≤ (4/3)L log2 n,

P(Xu,v ≥ 2L log2 n | Eu,v) ≤ P(Z ≥ (3/2)EZ)

≤ exp
(

− Ω((EZ)1/(k−2))
)

= exp
(

− ω(logn)
)

= o(n−2).

Thus
P(Xu,v ≥ 2L log2 n) ≤ P(Xu,v ≥ 2L log2 n | Eu,v) + P(Ēu,v) = o(n−2).

By taking a union bound over all ordered pairs of distinct vertices, we see that whp
for each u 6= v we have Xu,v ≤ 2L log2 n. Now let Yu,v,I be defined as Xu,v,I with
the additional condition that I ∪ {u} is red, and let Yu,v =

∑

I Yu,v,I ≤ Xu,v. Clearly,
conditional on Xu,v ≤ 2L log2 n, Yu,v is stochastically bounded above by the binomial
random variable Bin(2L log2 n, 1/L) with expectation 2 log2 n. It is a straightforward
application of (2) (together with a union bound over all ordered pairs u, v) to see that
whp for each pair u 6= v we have Yu,v ≤ 4 log2 n. Let D be the event that this property
holds, so that D holds whp. This completes the first part of the proof.

For the rest of the proof, we argue very much as in the proof of Theorem 4.6. As
before, we ignore rounding issues for s, since this does not matter. Let s = Cpn and let
S be a set of size s. Let DS be the event that each edge uv with u ∈ S and v ∈ V \ S
appears in at most 4 log2 n copies of Kk+1 which are such that the k vertices other than
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v form a red k-set in S. Note that D ⊆ DS. Let µ =
(

s
k

)

p(
k
2), the expected number

of k-cliques in S; so µ/L is the expected number of red k-cliques in S. Let HS be the
event that S contains at least µ/(4L) red cliques of size k; and let H = ∧|S′|=sHS′. (We
shall check later that H holds whp)
Denote the random colouring of the k-sets of vertices by R; and let R|S denote its

restriction to the k-sets in S. Let E0 be any set of edges within S and let R0 be any
colouring of the k-sets within S such that HS holds when E|S = E0 and R|S = R0.
Condition on E|S = E0 and R|S = R0. Let t ≥ 1, and consider a possible ‘edge-disjoint
extension of length t’. Suppose that J1, . . . , Jt are distinct red cliques of size k inside
S, and v1, . . . , vt are vertices in V \S (not necessarily distinct), such that each possible
edge appears at most once as uvi for some vertex u in Ji. Then, as in (5),

P(vi is complete to Ji for each i ∈ [t] | (E|S = E0) ∧ (R|S = R0) ∧ DS) ≤ pkt. (10)

Also, as before, if S is maximal-clique-free, then by considering a list of red k-cliques
of length µ/4L, there must be a disjoint extension of length t := (µ/4L)/(4k log2 n).
Hence, by a union bound,

P(S maximal-clique-free | (E|S = E0) ∧ (R|S = R0) ∧ DS) ≤
(

µ/4L

t

)

ntpkt.

Since this holds for each choice of E0 and R0 such that HS holds,

P(S maximal-clique-free | HS ∧ DS) ≤
(

µ/4L

t

)

(npk)t.

Note that
(

µ/4L

t

)

(npk)t ≤
(

4eknpk log2 n
)t

= exp

(

µ

16kL log2 n
log(4eknpk log2 n)

)

= exp

(

(1 + o(1))
sCk−1

16k2
log(4eknpk log2 n)

)

.

Plugging in the value of C, we see that this expectation is at most exp(−(2+o(1))s logn).
Hence

(

n

s

)

P (S maximal-clique-free ∧HS ∧ DS) = o(1).

But, letting H = ∧|S|=sHS,

P(mcf(G) ≥ s) ≤
(

n

s

)

P (S maximal-clique-free ∧ HS ∧ DS) + P(H̄) + P(D̄).

We have just seen that the first term in the upper bound is o(1), and we noted earlier
that D holds whp; so it remains to show that P(H̄) = o(1).
Let S0 be a fixed set of s vertices, and let S now be an arbitrary such set. Let GS

be the event that S contains at least 1
2
µ = 1

2

(

s
k

)

p(
k
2) copies of Kk; and let G = ∧|S|=sGS.
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By Lemma 4.7 we have P(Ḡ) = o(1). Also, by the Chernoff bound (1),

P(H̄S | GS) = exp(−Ω(µ/L)) = exp(−Ω(s log2 n));

and so, by a union bound,

P
(

∨|S|=s(H̄S ∧ GS)
)

≤
(

n

s

)

P(H̄S0 | GS0) = o(1).

But

P(H̄) = P(∨|S|=sH̄S) ≤ P
(

∨|S|=s(H̄S ∧ GS)
)

+ P(Ḡ).

and so P(H̄) = o(1), as required. This completes the proof of the theorem. �

Finally, we deal with the missing gaps when pn = n3/5+o(1) or pn = n2/3+o(1) which
will finish the lower bounds in parts (d) and (f) of Theorem 1.1.

Theorem 4.9. Suppose that p = p(n) satisfies

(a) n3/5−6/(log n)1/2 ≤ pn ≤ n3/5(log n)3/5, or
(b) pn = n2/3+o(1) and pn ≤ n2/3(log n)4/9.

Let G = (V,E) ∈ G(n, p). Then, whp,

χc(G) ≥ no(1)

p
.

Sketch of the proof. Let us focus on part (a) first. Since the proof of this theorem is
almost identical to the one of Theorem 4.8 (with k = 3), we only mention two technical
issues that are relatively easy to deal with. First, note that in order to apply Lemma 4.7,
we cannot keep C as defined in (7); this time, we set

C = max

(

(

32k2 log n

− log(pkn4ek log2 n)

)1/(k−1)

, 3k(log n)1/(k−1)(pn)−(k+2)/2nk/2

)

.

We do not necessarily have C = O((logn)1/2) anymore but still it is the case that
1 ≤ C = no(1). (Recall that k = 3 in the proof of part (a).) This time there is no need
to reduce the number of cliques for the union bound to work, so we may keep L = 1,
which simplifies the argument slightly. The last difference is with the application of
Lemma 2.2. This time the expected value ofXu,v = Xu,v(p) (see (9)) is not large enough
for the lemma to be directly applied. However, as standard in such situations, one can
increase the probability p to some value p′ ≥ p for which the expected value of Xu,v(p

′)
is of order greater than (logn)k−2 (which equals log n in the case k = 3 we deal with in
part(a)) as required. For such a value p′, it follows that whp for any pair u, v we have
Xu,v(p

′) ≤ 2 log2 n, and by standard coupling arguments the same holds for p. The rest
of the proof is not affected.
Exactly the same adjustments are required for part (b), this time with k = 4. �
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5. Concluding Remarks

Let us pick up two points for further thought.

• We investigated the clique colouring number χc(G) for random graphs G ∈
G(n, p), and in Theorem 1.1 we obtained fairly good estimates for values of

p = p(n), other than p = n− 1
2
+o(1) where χc drops dramatically as p increases.

By parts (a) and (c), for suitable ε(n) = o(1) (going to 0 slowly), if p = n− 1
2
−ε

then χc(G) = n
1
2
−o(1) whp; whereas if p = n− 1

2
+ε then χc(G) = n

1
4
+o(1) whp. For

intermediate values of p, all we say in part (b) is that χc(G) lies whpbetween

the values n
1
4
−o(1) and n

1
2
+o(1). It would be interesting to learn more about this

jump.
• A second natural question for random graphs G ∈ G(n, p) concerns the dense
case, when p is a constant with 0 < p < 1. We have seen that χc(G) is O(logn)
whp but what about a lower bound?
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