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In this paper we study the homogenization of an eigenvalue problem for a
cooperative system of weakly coupled elliptic partial di® erential equations, called the
neutronic multigroup di® usion model, in a periodic heterogeneous domain. Such a
model is used for studying the criticality of nuclear reactor cores. In a recent work in
collaboration with Gr¶egoire Allaire, it is proved that, under a symmetry assumption,
the ¯rst eigenvector of the multigroup system in the periodicity cell controls the
oscillatory behaviour of the solutions, whereas the global trend is asymptotically
given by a homogenized di® usion eigenvalue problem. It is shown here that when this
symmetry condition is not ful¯lled, the asymptotic behaviour of the neutron ° ux,
corresponding to the ¯rst eigenvector of the multigroup system, is dramatically
di® erent. This result enables to consider new types of geometrical con¯gurations in
practical nuclear reactor core computations.

1. Introduction

This paper is devoted to the homogenization of the following eigenvalue problem,

¡ ° 2 div(A ° r ¿ ° ) + § ° ¿
° = · ° ¼ ¿ ° in « ;

¿ ° = 0 on @« ;

)

(1.1)

which is, in our case, a condensed notation of the following system of K equations,
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where the neutron ®ux ¿ = ( ¿ ¬ )16 ¬ 6K is a K-component vector function. In this
system, each line corresponds to a balance equation for neutrons moving at a ­ xed
speed. At each given speed or kinetic energy, A ¬ is the di¬usion coe¯ cient. The
matrices § and ¼ are the total cross-section, and the ­ ssion cross-section, and the
Dirichlet boundary condition implies that no neutrons enter or leave the domain.
The eigenvalue · is a measure of the balance between production and removal
of neutrons in a quasi-static limit. If · < 1, too many neutrons are di¬used or
absorbed in the core compared to their production by ­ ssion: the nuclear chain
reaction dies out, and the reactor is said to be subcritical. If · > 1, too many
neutrons are created by ­ ssion, and the reactor is said to be supercritical. In such
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568 Y. Capdeboscq

a case, absorbing media (the so-called control rods) should be added to control
the reaction. Eventually, when · = 1, the reactor is said to be critical: a perfect
balance between ­ ssion and absorption-di¬usion is obtained. We remark that (1.2)
gives the spatial distribution of the neutron ®ux (which, in turn, yields the total
power), but not its intensity, since an eigenvector is de­ ned up to a multiplicative
constant. The domain « is a bounded open set in RN (the nuclear reactor core),
and in this domain the coe¯ cients are assumed to be periodic of period ° [0; 1]N

(a typical fuel assembly). The small positive parameter ° is intended to tend to
zero. The scaling of order ° 2 of the di¬usion parameter ensures that as the period
decreases, the mean free path of a neutron must stay of the order of the periodicity
cell size.

The homogenization of system (1.1) was historically studied by nuclear physi-
cists [9]. In particular, heuristic averaging formulae had been obtained by introduc-
ing a factorizing principle, which separated local oscillations, due to the periodic
heterogeneous structure of nuclear reactor cores, from a macroscopic component
that took into account the ­ niteness of the domain. For the neutron transport
model, Larsen [15, 16] introduced a mathematical framework in the mid 1970s.
Using a formal asymptotic expansion technique, Larsen established the factoriza-
tion phenomenon intuited by the physicists. Rigorous convergence results were given
by Sentis [24] on a similar problem. Concerning the di¬usion approximation, a
rigorous justi­ cation of this factorization principle was given only recently. The
one-equation (or group) model has been addressed by Allaire and Malige in [2].
When the number of equations (or groups) K is greater than one, it is proved in [1]
that, under a symmetry assumption (3.1), each component ¿ °

¬ (x) can be factorized
in Á ¬ (x=° )(u(x) + o(1)), where o(1) * 0 weakly in the H1-norm. The oscillatory
terms (Á ¬ )16 ¬ 6K are the components of the ­ rst eigenvector solution of the cell
problem (1.3), which corresponds to (1.1) posed on a periodicity cell

¡ div(A(y)rÁ) + § (y)Á = · 1 ¼ (y)Á in Y;

y ! Á(y) Y -periodic:

)

(1.3)

The macroscopical trend u is the solution of the following homogenized eigenvalue
problem,

¡ div( ·Dru) = ¸ ·¼ u in « ;

u = 0 on @« ;

where ·D and ·¼ can be computed with the help of an auxiliary problem posed
on the periodicity cell. Furthermore, equations (1.3) and (3.5) give a second-order
approximation of the critical eigenvalue · ° = · 1 + ° 2 ¸ + o( ° 2). These results show,
in particular, that, apart from isolating asymptotically two scales of oscillations,
the homogenization procedure contracts a system of n di¬usion equations to the
resolution of a single scalar equation giving the macroscopical trend.

The symmetry assumption (3.1) is a necessary condition for the above result
to hold. It is a compatibility condition given by the Fredholm alternative, which
appears not only in the convergence proof, but also in the formal derivation of
the homogenized operator by a two-scale asymptotic expansion technique [18]. The
geometrical disposition in new fuel assemblies (i.e. periodicity cells) is such that
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Figure 1. An example of drift ¿ °
1 , with ° = 1

100 and K = 2.

the symmetry condition is satis­ ed. However, the fuel depletion in the reactor core
is not spatially uniform, and this symmetry property is not preserved during a fuel
assembly lifetime. As a consequence, the available homogenized coe¯ cient formulae
cannot be computed. In this paper, the case when the symmetry hypothesis (3.1)
is not satis­ ed is addressed. Most of the paper is dedicated to obtaining the exact
homogenized coe¯ cients, which require the introduction of ³ -exponential periodic
eigenvalue problems. We then show that, for a small perturbation of the symme-
try condition (3.1), approximate formulae for the homogenized coe¯ cients can be
obtained with the computation of an auxiliary problem simply posed on the peri-
odicity cell, as it is the case when the symmetry condition is ful­ lled.

Figure 1 represents a situation where the symmetry condition (3.1) is not satis-
­ ed. The computation was made for a two-group model (K = 2), in one dimension
of space (N = 1), with a periodicity cell composed of the juxtaposition of three
di¬erent materials. The ­ rst component of the ®ux ¿ °

1 is represented for ° = 0:01.
The second component ¿ °

2 is very similar.
In such a case, the microscopic scale does not only control the oscillatory behav-

iour of the eigenfunctions, but also induces an exponential drift. One then needs to
introduce the following family of ³ -exponential periodic problems,

¡ div(A(y)rÁ ³ ) + § (y)Á ³ = ¶ ( ³ ) ¼ (y)Á ³ ;

y ! Á ³ (y)e¡ ³ ¢y Y -periodic;

)

(1.4)

where ³ 2 RN is a parameter. The function ³ ! ¶ ( ³ ) is a one-bump function
with a maximum ¶ 1 attained for a unique ³ = ³ 1 . The main result of this paper
is theorem 3.3, which shows that each component ¿ °

¬ of the solution of (1.1) can
be factorized in Á 1 ;¬ (x=° )(u(x) + o(1)), where o(1) * 0 weakly in the H1-norm,
( ¸ ; u) is a solution of an homogenized eigenvalue problem similar to (3.5), and the ° -
dependent terms (Á 1 ;¬ )16 ¬ 6K are the components of the ­ rst eigenvector solution
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570 Y. Capdeboscq

of the ³ 1 -exponential cell problem (1.4), i.e.

Á 1 ;¬

µ
x

°

¶
= exp

µ
³ 1 ¢ x

°

¶
’ 1

µ
x

°

¶
;

where ’ 1 is a Y -periodic function. A similar result on a model problem is exposed
in [7].

The paper is organized as follows. In x 2 we give detailed assumptions on the
coe¯ cients and we recall existence and regularity results for systems (1.2) and (1.4).
We also state the existence of a maximum for ³ ! ¶ ( ³ ). In x 3 we give a precise
statement of the homogenization theorem 3.3 and its proof upon admitting the
results stated in x 2. Section 4 is devoted to the proof of the existence of a maximum
drift eigenvalue. Finally, in x 5, it is shown that, in the case of a small drift, minor
modi­ cation needs to be brought to the computational scheme of the drift-free
situation to obtain a second-order approximation of the maximum eigenvalue ¶ 1
or a ­ rst-order evaluation of the drift factor ³ 1 , and an approximate formula for
the homogenized di¬usion matrix is proposed.

2. Existence and regularity results

Let us now detail the hypothesis and notation that will be used throughout this
paper. Recall that N is the space dimension, and K is the number of equations
(corresponding to di¬erent energy groups). We adopt the convention that Latin
indices i, j belong to f1; : : : ; Ng, i.e. refer to spatial coordinates, while Greek indices
¬ , ­ vary in f1; : : : ; Kg, i.e. refer to the group label. It is essential to note in (1.2)
that the system is weakly coupled, i.e. there appear no derivatives in the coupling
terms. The operator ¡ div(A(x=° )r¿ ), where ¿ = ( ¿ 1; : : : ; ¿ K) will always stand
for

¡

2

66664

div(A1(x=° )r(¢)) 0 0

0 div(A ¬ (x=° )r(¢)) 0

0 0 div(AK(x=° )r(¢))

3

77775

2

6666664

¿ 1

...

¿ ¬

...

¿ K

3

7777775

and each (A ¬ )16 ¬ 6K is a symmetric N £ N matrix. The small parameter ° is
intended to tend to zero. Our second assumption is that all coe¯ cients in (1.2)
are measurable and bounded, i.e. A ¬ ;ij(y); § ¬ ;­ (y); ¼ ¬ ;­ (y) 2 L 1 (Y ) for 1 6 i,
j 6 N and 1 6 ¬ , ­ 6 K . This is the natural functional framework, since we
want to model heterogeneous media having discontinuous properties. However, for
a technical reason, i.e. theorem 2.5 below, we shall also suppose, for 1 6 i, j 6 N
and 1 6 ¬ 6 K,

A ¬ ;ij(y) 2 C1(Y ): (2.1)

The di¬usion matrices are assumed to be coercive, i.e. there exists a positive con-
stant C > 0 such that, for any ¬ 2 f1; : : : ; Kg and for any ¹ 2 RN ,

A ¬ (y) ¹ ¢ ¹ > Cj ¹ j2 for a.e. y 2 Y: (2.2)
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Homogenization of a neutron di® usion problem with drift 571

For physical reasons, all ­ ssion cross-sections are non-negative (­ ssion is a produc-
tion process), and the matrix ¼ is non-trivial,

¼ > 0; ¼ 6² 0: (2.3)

This is the minimal assumption that can be made on the ­ ssion matrix, which
enables our results to cover all physical multigroup di¬usion models. The proof of
theorem 2.8 can be simpli­ ed when ¼ is supposed diagonal or strictly positive. The
matrix § of the total (or scattering) cross-sections is diagonal dominant, and we
suppose that there is a net absorption in each group,

§ ¬ ;¬ > C > 0; § ¬ ;­ 6 0 if ¬ 6= ­ and

KX

­ = 1

§ ¬ ;­ > 0; 1 6 ¬ 6 K: (2.4)

We also suppose that the system is fully coupled and essentially positive (and
therefore cooperative in the sense of [26]), for example,

¡ § ¬ ;¬ ¡1 > C > 0: (2.5)

Furthermore, to ensure that the periodic eigenvalue · 1 is not zero, we make the
following hypothesis:

9 ¬ 0 such that

KX

­ = 1

§ ¬ 0 ;­ 6² 0: (2.6)

The fact that the system is cooperative is very important in our analysis. For
such systems, positivity properties of both matrix equations and elliptic di¬erential
operators support each other. Positivity of the solutions follows from the classical
maximum principle for elliptic equations. This is not the case for non-cooperative
systems.

Finally, our last assumption is that the nuclear reactor core is periodic, i.e. all
coe¯ cients A(y), § (y) and ¼ (y) are Y -periodic functions. This hypothesis is crucial
for the homogenization procedure. In particular, our results do not hold true any
longer if the coe¯ cients are the product of periodic functions with macroscopic
modulations, as, for example, § (x; x=° ), with a Y -periodic function § (x; y).

Remark 2.1. Assumption (2.1) is used in the proof of theorem 2.5. It is clearly a
restriction to the general case, and is probably not compulsory for the establishment
of this existence result.

Let us now turn to the existence of solutions for the eigenvalue problems (1.2),
(1.3).

Theorem 2.2. Under assumptions (2.2) and (2.3){(2.6), problem (1.2) admits
at least one, and at most a countable number of, eigenvalues (possibly complex),
with associated eigenvectors in H1

0 ( « )K . Furthermore, the ¯rst eigenvalue of (1.2)
(i.e. the smallest in modulus) is real and simple, and its corresponding eigenvector
can be chosen to be positive in « (i.e. each component is positive).
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572 Y. Capdeboscq

Remark 2.3. Throughout the paper, we label the eigenvalues by increasing order
of their modulus. We normalize the eigenvectors of (1.2) so that their norm is equal
to one,

KX

¬ = 1

Z

«

¿ °
¬ (x) ¢ ¿ °

¬ (x) dx = 1:

For all the cell problems (1.3), (1.4), (2.7) and (2.8), we adopt the following
normalization:

KX

¬ = 1

Z

Y

Á ¬ (y) ¢ Á ¬ (y) dy = 1 and
KX

¬ ;­ = 1

Z

Y

¼ ¬ ;­ (y)Á­ (y) ¢ Á ¤
¬ (y) dy = 1:

Theorem 2.2 was ­ rst proved by Habetler and Martino [11], with the help of
Green function inequalities given by Stampacchia and of the Krein{Rutman theo-
rem (see [3, 14, 25]). A modern exposition of this result for neutronic models may
be found in the book of Planchard [22]. In the general context of weakly coupled
cooperative elliptic systems, this result has independently been proved by Mitidieri
and Sweers [19].

In order to compute the homogenized coe¯ cients, when no drift appears, one
also need to introduce the adjoint cell problem of (1.3),

¡ div(A(y)rÁ ¤ ) + § ¤ (y)Á ¤ = · 1 ¼ ¤ (y)Á ¤ ;

y ! Á ¤ (y) Y -periodic;

)

(2.7)

where § ¤ and ¼ ¤ are the adjoint or transposed matrices of § and ¼ , respectively,
and · 1 is the ­ rst eigenvalue (the same as for (1.3)).

In a similar manner, when there is a drift phenomenon, the homogenized coe¯ -
cients will involve the adjoint eigenvalue problem of (1.4), relatively to the scalar
product in L2(Y )K ,

¡ div(A(y)rÁ ¤
³ ) + § ¤ (y)Á ¤

³ = ¶ ( ³ ) ¼ ¤ (y)Á ¤
³ ;

y ! Á ¤
³ (y)e³ ¢y Y -periodic:

)

(2.8)

Because of assumptions (2.4) and (2.6), there exists a periodic supersolution for
system (1.3). Thus the existence of a ­ rst eigenvalue for the cell problem (1.3) is a
corollary of theorem 2.2 (see [26]).

Corollary 2.4. Under assumptions (2.2) and (2.3){(2.6), problem (1.3) admits
at least one, and at most a countable number of, eigenvalues with associated eigen-
vectors in H1

# (Y )K . Furthermore, problem (1.3) and its adjoint have a common
¯rst eigenvalue · 1 that is real and simple, and its corresponding eigenvectors Á
and Á ¤ can be chosen to be positive in Y .

We recall that the space H1
# (Y ) of periodic functions is de­ ned by

H1
# (Y ) = f’ 2 H1(Y ) such that y ! ’(y) is Y -periodicg:

The existence of a ­ rst eigenpair for the eigenvalue problem (1.4) is less classical.
Throughout this paper we denote by (Á ³ ;¬ )16 ¬ 6K (respectively, (Á ¤

³ ;¬ )16 ¬ 6K) the
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Homogenization of a neutron di® usion problem with drift 573

components of the eigenvector Á ³ of (1.4) (respectively, Á ¤
³ of (2.7)) associated to

the ­ rst eigenvalue ¶ ( ³ ).
In the particular case when ¼ is the identity matrix in RK£K , noted IK , we

shall denote the ­ rst eigenvalue ¤ ( ³ ), and the corresponding direct and adjoint
eigenvectors # ³ and # ¤

³ . Let us ­ rst address this particular case.

Theorem 2.5. Suppose that ¼ = IK . Under assumptions (2.2), (2.4){(2.6) and
(2.1), for all ³ 2 RN , there is a unique normalized strictly positive eigenfunc-
tion # ³ 2 (W 2;N

loc (Y ) \ C( ·Y ))K to (1.4) and # ¤
³ 2 (W 2;N

loc (Y ) \ C( ·Y ))K to (2.8).
The ¯rst eigenvalue ¤ ( ³ ) of (1.4) and (2.8) is the same. It is of geometric and
algebraic multiplicity equal to one.

Furthermore, the application ³ ! ¤ ( ³ ) is in C 1 (RN ; R).

Proof. In order to work in the periodic function space H1
# (Y )K , we introduce the

following family of operators, variationally de­ ned by 81 6 ¬ 6 K , 8 ¿ ; Á 2 H1
# (Y ),

hA ¬ ( ³ ) ¿ ; Ái =

NX

i;j = 1

Z

Y

A ¬ ;i;j (y)

µ
@¿

@yj
¡ ³ j ¿

¶
¢
µ

@Á

@yi
+ ³ iÁ

¶
dy; (2.9)

which can be written, because of assumption (2.1), under the following classical
form, 81 6 ¬ 6 K,

8 ¿ 2 H1
# (Y ); A ¬ ( ³ )( ¿ ) = ¡ div(A ¬ r ¿ ) + ³ ¢ A ¬ r¿ + (div(A ¬ ³ ) ¡ A ¬ ³ ¢ ³ ) ¿ :

With the change of variable # ³ = e³ ¢y’(y), we obtain that system (1.4) de­ ning # ³

writes under the following equivalent form

A( ³ )’ ³ + ( § + cIK)’ ³ = ( ¤ ( ³ ) + c)’ ³ ;

y ! ’ ³ (y) Y -periodic:

)

(2.10)

For any constant c 2 R, choose

c = max
16 ¬ 6K

sup
y 2 [0;1]

(j div(A ¬ ³ )j + jA ¬ (y) ³ ¢ ³ j);

and theorem 2.6 (proved in [26]) allows us to conclude that there exists a unique
positive eigenpair (’ ³ ; ¤ ( ³ ) + c) solution of (2.10), with ’ ³ 2 (W 2;N

loc (Y ) \ C( ·Y ))K

and ¤ ( ³ ) + c > 0 (unique after normalizing). The same argument holds for the
adjoint equation of (2.10). The fact that the ­ rst eigenvalue of the direct and
adjoint problem is the same, and that it is simple and isolated, are consequences
of the Krein{Rutman theorem. Because of its simplicity, and of the fact that A ³

in (2.9) depends polynomially on ³ , the regularity of ³ ! ¤ ( ³ ) is a consequence of
Kato{Rellich theorem (see, for example, [12,23]).

Theorem 2.6 (cf. [26]). Under assumptions (2.2), (2.4) and (2.5), if there exists
a positive supersolution of (2.10), then there is a unique strictly positive eigenfunc-
tion ’ ³ 2 (W 2;N

loc (Y ) \ C( ·Y ))K solution of (2.10), for some ¤ ( ³ ) > 0 (unique after
normalizing).

De­ ne the open connected subset

U = ¤ ¡1(R ¤
+ ) » RN : (2.11)
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574 Y. Capdeboscq

It is non-empty, since 0 2 U by corollary 2.4. The connectedness of the set U will
be shown in lemma 4.3. Then the following result, due to Mitidieri and Sweers [19],
proves the existence of solutions for systems (1.4) and (2.8) for any ¼ satisfying (2.3).

Proposition 2.7 (cf. [19]). Let U be the open subset of RN de¯ned by (2.11).
Under assumptions (2.2), (2.3){(2.6) and (2.1), for all ³ 2 U , there is a unique
normalized strictly positive eigenfunction Á ³ 2 (W 2;N

loc (Y ) \ C( ·Y ))K to (1.4) and
Á ¤

³ 2 (W 2;N
loc (Y ) \ C( ·Y ))K to (2.8). The ¯rst eigenvalue ¶ ( ³ ) of (1.4) and (2.8) is

the same. It is of geometric and algebraic multiplicity equal to one.

The introduction of the ³ -exponential cell problems will be proved useful in
obtaining the homogenized limit of system (1.2). In particular, the following result
will be the key ingredient that will enable the generalization of the results obtained
in [1] to the general situation.

Theorem 2.8. Let ¶ ( ³ ) be the ¯rst eigenvalue of system (1.4), and U be given
by (2.11). The application ³ ! ¶ ( ³ ) is in C 1 (U; R ¤

+ ) and admits a maximum ¶ 1 ,
which is obtained for a unique ³ = ³ 1 . It is characterized by the following relation:

KX

¬ = 1

Z

Y

A ¬ (y)(Á 1 ;¬ (y)rÁ ¤
1 ;¬ (y) ¡ Á ¤

1 ;¬ (y)rÁ 1 ;¬ (y)) = 0: (2.12)

Section 4 is devoted to the proof of this result.

3. Main results

Let us ­ rst recall the result obtained in the case when the following symmetry
condition is satis­ ed,

KX

¬ = 1

Z

Y

A ¬ (y)(Á ¬ rÁ ¤
¬ ¡ Á ¤

¬ rÁ ¬ ) dy = 0; (3.1)

where (Á ¬ )16 ¬ 6K (respectively, (Á ¤
¬ )16 ¬ 6K) are the components of the ­ rst eigen-

vector Á of (1.3) (respectively, Á ¤ of (2.7)).
The homogenized coe¯ cients ·¼ and ·D are then de­ ned in the following way,

·¼ =

KX

¬ ;­ = 1

Z

Y

¼ ¬ ;­ (y)Á­ (y)Á ¤
¬ (y) dy; (3.2)

and ·D is a N £ N matrix de­ ned by its entries

·Di;j =

KX

¬ = 1

Z

Y

A ¬ Á ¬ Á ¤
¬ r(yi + ¹ i;¬ )r(yj + ¹ j;¬ ) dy

+

KX

¬ ;­ = 1

Z

Y

1
2Á ¤

¬ Á­ ( · 1 ¼ ¬ ;­ ¡ § ¬ ;­ )( ¹ i;¬ ¡ ¹ i;­ )( ¹ j;¬ ¡ ¹ j;­ ) dy; (3.3)

where, for each 1 6 i 6 N , the components ( ¹ i;¬ )16 ¬ 6K are de­ ned by

¹ i;¬ =
± i;¬

Á ¬

Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0308210500001785
Downloaded from https://www.cambridge.org/core. Bibliothèque de Sorbonne Université, on 10 Feb 2021 at 11:39:07, subject to the

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0308210500001785
https://www.cambridge.org/core


Homogenization of a neutron di® usion problem with drift 575

and ± i = ( ± i;¬ )16 ¬ 6K is the solution of

¡ div(A(y)r± i) + § (y) ± i = · 1 ¼ (y) ± i + Zi in Y;

y ! ± i(y) Y -periodic;

)

(3.4)

where the right-hand side Zi has components

Zi;¬ =
1

Á ¬ (y)
div(A ¬ (y)Á2

¬ (y)ryi) for 1 6 ¬ 6 K:

Remark 3.1. Equation (3.4) is of the same type as the cell eigenvalue problem
(1.3), but with a source term. Therefore, it admits a solution provided that the
Fredholm alternative holds, i.e. the source term must be orthogonal to the adjoint
­ rst eigenvector Á ¤ . This is precisely the symmetry condition (3.1).

Theorem 3.2 (cf. [1]). Assume that the symmetry condition (3.1) is satis¯ed.
Let (Á ¬ )16 ¬ 6K (respectively, (Á ¤

¬ )16 ¬ 6K) be the components of the eigenvector
Á of (1.3) (respectively, Á ¤ of (2.7)) associated to the ¯rst eigenvalue · 1 . Let
( ¿ ° ;m; ¶ ° ;m) be the mth eigenpair of system (1.2). Then

¿ ° ;m
¬ = u ° ;m

¬ (x)Á ¬

µ
x

°

¶
8 ¬ 2 f1; : : : ; Kg;

¶ ° ;m = · 1 + ° 2 ¸ m + o( ° 2);

where, up to a subsequence, each component u° ;m
¬ converges weakly in H1

0 ( « ) to the
same limit um, which is an eigenvector associated to the mth eigenvalue ¸ m of the
scalar homogenized problem

¡ div( ·Dru(x)) = ¸ ·¼ u(x) in « ;

u = 0 on @« :

)

(3.5)

The homogenized coe± cient ·¼ is given by (3.2). The homogenized N £ N matrix ·D
given by (3.3) is positive de¯nite.

When (3.1) is not satis­ ed, equation (3.4) does not admit a solution, and con-
sequently the homogenized matrix ·D is not well de­ ned. Let (Á 1 ; Á ¤

1 ; ¶ 1 ) be the
normalized direct and adjoint eigenvector and eigenvalue of (1.4) and (2.8), where
³ = ³ 1 is the maximum de­ ned in theorem 2.8. The homogenized coe¯ cients ·D 1
and ·¼ 1 are then de­ ned in the following way,

·¼ 1 =

KX

¬ ;­ = 1

Z

Y

¼ ¬ ;­ (y)Á 1 ;­ (y)Á ¤
1 ;¬ (y) dy; (3.6)

and the N £ N matrix ·D 1 is de­ ned by its entries

·D 1 ;i;j =

KX

¬ = 1

Z

Y

A ¬ Á 1 ;¬ Á ¤
1 ;¬ r(yi + ¹ 1

i;¬ )r(yj + ¹ 1
j;¬ ) dy

+
KX

¬ ;­ = 1

Z

Y

1
2
Á ¤

1 ;¬ Á 1 ;­ ( ¶ 1 ¼ ¬ ;­ ¡ § ¬ ;­ )( ¹ 1
i;¬ ¡ ¹ 1

i;­ )( ¹ 1
j;¬ ¡ ¹ 1

j;­ ) dy;

(3.7)
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576 Y. Capdeboscq

where, for each 1 6 i 6 N , the components ( ¹ 1
i;¬ )16 ¬ 6K are de­ ned by

¹ 1
i;¬ =

± 1
i;¬

Á 1 ;¬

and ± 1
i = ( ± 1

i;¬ )16 ¬ 6K is the solution of

¡ div(A(y)r ± 1
i ) + § (y) ± 1

i = ¶ 1 ¼ (y) ± 1
i + Z 1

i in Y;

y ! ± 1
i (y) exp ( ¡ ³ 1 ¢ y) Y -periodic;

)

(3.8)

where the right-hand side Z 1
i has components

Z 1
i;¬ =

1

Á 1 ;¬ (y)
div(A ¬ (y)Á2

1 ;¬ (y)ryi) for 1 6 ¬ 6 K:

The existence of a solution for (3.8) will be given by lemma 3.8.
Let us now state our main result, when (3.1) is not satis­ ed.

Theorem 3.3. Let ( ¿ ° ;m; ¶ ° ;m) be the mth eigenpair of (1.2). Let (Á 1 ; Á ¤
1 ; ¶ 1 )

be the normalized direct and adjoint eigenvector and eigenvalue of (1.4) and (2.8),
where ³ = ³ 1 is the maximum de¯ned in theorem 2.8. Then

¿ ° ;m
¬ = u ° ;m

¬ (x)Á 1 ;¬

µ
x

°

¶
8 ¬ 2 f1; : : : ; Kg;

¶ ° ;m = ¶ 1 + ° 2 ¸ m + o( ° 2);

where, up to a subsequence, each component u° ;m
¬ converges weakly in H1

0 ( « ) to the
same limit um, which is an eigenvector associated to the mth eigenvalue ¸ m of the
scalar homogenized problem

¡ div( ·D 1 ru(x)) = ¸ ·¼ 1 u(x) in « ;

u = 0 on @« :

)

(3.9)

The homogenized coe± cient ·¼ 1 is given by (3.6). The homogenized N £ N matrix
·D 1 given by (3.7) is positive de¯nite.

Remark 3.4. According to equation (2.12), the maximum eigenvalue ¶ 1 is equal
to · 1 if and only if the symmetry condition (3.1) is satis­ ed. Therefore, theorem 3.2
appears to be a particular case of theorem 3.3.

Remark 3.5. If the wording of theorems 3.2 and 3.3 are very similar, the conclusion
they lead to on the behaviour of the eigenvectors of system (1.2) are very di¬erent.
Indeed, each of the components ¿ °

¬ of ¿ ° is asymptotically of the following form,

exp

µ
³ 1 ¢ x

°

¶
’ ¬

µ
x

°

¶
u(x) a.e. x 2 « ;

where ’ ¬ is a Y -periodic function. Thus, when ³ 1 6= 0, i.e. when the symmetry
condition (3.1) is not satis­ ed, ¿ ° tends to vanish inside « , and an exponential
drift of order 1=° and of direction ³ 1 concentrates each of the component of the ¿ °

towards the boundary of the domain. Such a phenomenon does not appear in the
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Homogenization of a neutron di® usion problem with drift 577

case of a self-adjoint model such as the scalar (one energy group) neutronic di¬usion
model. A similar result on a model problem is exposed in [7]. This exponential
drift behaviour has already been treated in [6, 13,20,21] for comparable parabolic
problems. For the neutron transport model, this drift phenomenon is treated in [5].

The following sequence of intermediate results are the elements needed for the
completion of theorem 3.3.

For a ­ xed ³ 2 U , where U is the open subset of RN de­ ned by (2.11) and given
in proposition 2.7 as the domain of de­ nition of the ³ -exponential problem (1.4), let
us follow the steps of the proof of theorem 3.2 proved in [1]. Propositions 3.6, 3.10
and lemmas 3.7 and 3.8 correspond to propositions 3.7, 3.10 and lemmas 3.9 and 5.2
in [1], where they are written for ³ = 0. Because of the regularity properties of Á ³

and Á ¤
³ recalled in proposition 2.7, the proofs can be extended without di¯ culty to

any ³ 2 U .

Proposition 3.6. Let ³ 2 U , with U given by (2.11). The multigroup eigenvalue
problem (1.2) is equivalent to the following eigenvalue problem,

¡ div

µ
D ³

µ
x

°

¶
ru°

¶
+

1

° 2
Q °

³ (u ° ) = ¸ ° B³

µ
x

°

¶
u ° in « ;

u° 2 H1
0 ( « )K ;

9
>=

>;
(3.10)

where the components (u °
¬ )16 ¬ 6K of u° are de¯ned by

u °
¬ (x) =

¿ °
¬ (x)

Á ³ ;¬ (x=° )
; (3.11)

the eigenvalue ¸ ° is de¯ned by

¸ ° =
· ° ¡ ¶ ( ³ )

° 2
;

D(y) is a Y -periodic fourth-order tensor that is block diagonal, i.e.

D = diag(D ³ ;1; : : : ; D ³ ;K);

with

D ³ ;¬ (y) = Á ³ ;¬ (y)Á ¤
³ ;¬ (y)A ¬ (y) 8 ¬ 2 1; : : : ; K; (3.12)

B is a K £ K Y -periodic matrix with entries

(B ³ ) ¬ ;­ (y) = ¼ ¬ ;­ (y)Á ³ ;­ (y)Á ¤
³ ;¬ (y); (3.13)

and Q ° is a continuous linear operator from H1
0 ( « )K into H¡1( « )K , de¯ned by

(3.15). Furthermore, there exist two positive constants C > c > 0 (independent of
° ) such that, for any u 2 H1

0 ( « )K ,

C

KX

¬ ;­ = 1

ku¬ ¡ u­ k2
L2( « ) >

Z

«

Q °
³ (u) ¢ u dx > c

KX

¬ ;­ = 1

ku ¬ ¡ u­ k2
L2( « ): (3.14)
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578 Y. Capdeboscq

The proof is similar to that of proposition 3.7 in [1]. The collision kernel Q °
³ is

de­ ned by

Q °
³ (u) = ° J ³

µ
x

°

¶
¢ ru + ~Q ³

µ
x

°

¶
u: (3.15)

Upon de­ ning a second-order tensor J ³ with lines J ³ ;¬ ,

J ³ ;¬ (y) = A ¬ (y)(Á ³ ;¬ (y)ryÁ ¤
³ ;¬ (y) ¡ Á ¤

³ ;¬ (y)ryÁ ³ ;¬ (y)); (3.16)

and ~Q ³ is the Y -periodic K £ K matrix de­ ned by its entries,

~Q ³ ;¬ ;­ (y) = ( § ¬ ;­ (y) ¡ ¶ ( ³ ) ¼ ¬ ;­ (y))Á ³ ;­ (y)Á ¤
³ ;¬ (y) 6 0 if ¬ 6= ­ ;

~Q³ ;¬ ;¬ (y) = ¡
KX

­ = 1
­ 6= ¬

~Q ³ ;¬ ;­ (y) > 0:

9
>>>=

>>>;
(3.17)

Lemma 3.7. Let ³ 2 U , with U given by (2.11). Let the linear operator S ³ ;° be
de¯ned by

S³ ;° : L2( « )K ! L2( « )K ;

f = (f ¬ )16 ¬ 6K ! u = (u ¬ )16 ¬ 6K unique solution of

¡ div

µ
D ³

µ
x

°

¶
ru

¶
+

1

° 2
Q °

³ (u) = f in « ;

u = 0 on @« :

9
>>>>>>=

>>>>>>;

(3.18)

For any ¯xed ° > 0, S³ ;° is a linear compact operator in L2( « )K .

The homogenization result proved in [1] concerns the compact operator S³ ;° given
by (3.18), for ³ = 0. To formulate the limit operator S³ of S ³ ;° as ° goes to zero,
we need to introduce the vector-valued corrector functions ( ¹ i)16i6N given by the
following lemma.

Lemma 3.8. Let ³ 2 U , with U given by (2.11). In H1
# (Y )K , de¯ne the operator

Q ³ (u) = J ³ (y) ¢ ru + ~Q ³ (y)u, where J ³ is given by (3.16) and ~Q ³ is given by (3.17).
The kernel of Q ³ and of its adjoint Q ¤

³ are spanned by 1l = f1; : : : ; 1g 2 RK . For
all 1 6 i 6 N , if

Z

Y

Q³ (yi) ¢ 1l =

KX

¬ = 1

Z

Y

A ¬ (y)(Á ³ ;¬ rÁ ¤
³ ;¬ ¡ Á ¤

³ ;¬ rÁ ³ ;¬ ) ¢ ryi dy = 0; (3.19)

then there is the unique solution ¹ ³
i in H1

# (Y )K=(R £ 1l) of

¡ div(D ³ (y)r( ¹ ³
i (y) + yi1l)) + Q ³ ( ¹ ³

i (y) + yi1l) = 0;

y ! ¹ ³
i (y) Y -periodic:

)

(3.20)

Furthermore, condition (3.19) is necessary and su± cient.

Remark 3.9. This consequence of the Fredholm alternative is exposed in detail
in [1, lemma 5.2], for ³ = 0. It can be extended to any ³ 2 U without di¯ culty. For
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Homogenization of a neutron di® usion problem with drift 579

³ = ³ 1 , the functions ( ¹ 1
i )16i6N have been de­ ned in two di¬erent ways. In theo-

rem 3.3 they are de­ ned as the solutions of system (3.8), whereas in lemma 3.8 they
are solutions of system (3.20). Our notation is consistent in the sense that (3.20) is
just (3.8), each line being multiplied by Á 1 ;¬ Á ¤

1 ;¬ .

Proposition 3.10. Let f ° be a sequence that converges weakly in L2( « )K to
f = (f¬ )16 ¬ 6K . Then the sequence u ° = S ³ ;° (f

° ) converges weakly in H1
0 ( « )K to

(u0; : : : ; u0), which is de¯ned by

u0 = S³

µ KX

¬ = 1

f¬

¶
:

If the symmetry condition (3.19) is not satis¯ed, then S ³ = 0. If the symmetry
condition (3.19) is satis¯ed, S ³ is the following compact operator

S³ : L2( « ) ! L2( « );

f ! u unique solution of
(

¡ div( ·D ³ ru(x)) = f in « ;

u = 0 on @« ;

where ·D ³ is the constant positive de¯nite matrix de¯ned by

·D ³ i;j =

KX

¬ = 1

Z

Y

D ³ ;¬ (y)r(yi + ¹ ³
i;¬ (y)) ¢ r(yj + ¹ ³

j;¬ (y)) dy

¡ 1

2

KX

¬ ;­ = 1

Z

Y

~Q ³ ;¬ ;­ (y)( ¹ ³
i;¬ (y) ¡ ¹ ³

i;­ (y)) ¢ ( ¹ ³
j;¬ (y) ¡ ¹ ³

j;­ (y)) dy: (3.21)

Proof of theorem 3.3. We remark that proposition 3.10 implies that the sequence of
operators S ³ ;° , de­ ned by (3.18), uniformly converges to the limit operator de­ ned
in L2( « )K by

f = (f¬ )16 ¬ 6K !
µ

S ³

µ KX

¬ = 1

f¬

¶
; : : : ; S ³

µ KX

¬ = 1

f¬

¶¶
:

The asymptotic analysis of the eigenvalue problem (3.10) is truly controlled by the
convergence of the sequence of operators T ³ ;° de­ ned by

T ³ ;° : L2( « )K ! L2( « )K ;

f = (f ¬ )16 ¬ 6K ! S ³ ;°

µ
B

µ
x

°

¶
f

¶
:

Namely, the eigenvalues of T ³ ;° are inverse of those of (3.10). Introducing the aver-
ages

·B ¬ ;­ =

Z

Y

B¬ ;­ (y) dy;
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580 Y. Capdeboscq

which are the weak limits of the entries of the matrix B(x=° ), we de­ ne a limit
operator T ³ by

T ³ : L2( « )K ! L2( « )K ;

f = (f¬ )16 ¬ 6K !
µ

S³

µ KX

¬ ;­ = 1

·B¬ ;­ f­

¶
; : : : ; S ³

µ KX

¬ ;­ = 1

·B¬ ;­ f­

¶¶
:

The sequence T ³ ;° converges pointwise to T ³ , but usually not uniformly. However,
proposition 3.10 implies that the sequence of operators T ³ ;° is collectively compact
(see, for example, [4, 8]). A consequence is that the mth eigenvalue of T ³ ;° con-
verges to the mth eigenvalue of T ³ (counted with their multiplicity). If S ³ = 0,
T ³ ;° converges to 0, and so does all its eigenvalues. If S ³ 6² 0, which means, by
proposition 3.10,

KX

¬ = 1

Z

Y

A ¬ (y)(Á ³ ;¬ rÁ ¤
³ ;¬ ¡ Á ¤

³ ;¬ rÁ ³ ;¬ ) ¢ ryi dy = 0 for all 1 6 i 6 N;

i.e. ³ = ³ 1 , because of the characterization (2.12), we obtain theorem 3.3.

4. Existence of a maximum drift eigenvalue

This section is devoted to the proof of theorem 2.8. We shall proceed in three
steps. First, we shall prove the result in the particular case when the right-hand
side ¼ = IK . A consequence will be that the domain U de­ ned by (2.11) will be
shown to be bounded. We will then turn to the characteristic property (2.12) of
the maximum eigen-triplet ( ¶ 1 ; Á 1 ; Á ¤

1 ). Finally, we will prove the uniqueness of
such a triplet.

The notation we shall use in this section will be the following. The bracket product
h¢i is the scalar product in L2(Y )K , i.e.

hu; vi =

KX

¬ = 1

Z

Y

u¬ (y)v ¬ (y) dy 8u; v 2 L2(Y )K :

We shall also use it for second-order operators such as A( ³ ), and (@A=@³ i)( ³ ), i.e. for
all ¿ ; Á 2 H1

# (Y )K ,

hA( ³ ) ¿ ; Ái =

KX

¬ = 1

NX

i;j = 1

Z

Y

A ¬ ;i;j(y)

µ
@¿ ¬

@yj
+ ³ j ¿ ¬

¶
¢
µ

@Á ¬

@yi
¡ ³ iÁ ¬

¶
dy; (4.1)

¿
@A

@³ i
( ³ ) ¿ ; Á

À
=

KX

¬ = 1

NX

j = 1

Z

Y

A ¬ ;i;j(y)

£
µ

¿ ¬ ¢
µ

@Á ¬

@yj
¡ ³ jÁ ¬

¶
¡

µ
@¿ ¬

@yj
+ ³ j ¿ ¬

¶
¢ Á ¬

¶
dy:

(4.2)
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Homogenization of a neutron di® usion problem with drift 581

Step 1 (Special case ¼ = IK). Let us ­ rst consider system (2.10), similar to (1.4),
but with identity as a right-hand side,

A( ³ )’ ³ + § ’ ³ = ¤ ( ³ )’ ³ ;

y ! ’ ³ (y) Y -periodic;

#³ = e ³ ¢y’(y):

9
>=

>;
(4.3)

The adjoint equation of (4.3) de­ ning # ¤
³ is given by

A ¤ ( ³ )’ ³ + § ¤ ’ ³ = ¤ ( ³ )’ ³ ;

y ! ’ ³ (y) Y -periodic;

#³ = e¡ ³ ¢y’(y):

9
>=

>;
(4.4)

As indicated in remark 2.3, the eigenvectors are normalized as follows:

h’ ³ ; ’ ³ i = 1 and h’ ³ ; ’ ¤
³ i = 1: (4.5)

In this simple case, theorem 2.8 is a straightforward consequence of the following
lemma.

Lemma 4.1. Let ¤ ( ³ ) be the ¯rst eigenvalue of system (4.3). We have the following
relation:

@¤

@³ i
( ³ ) =

KX

¬ = 1

Z

Y

A ¬ (y)(# ³ ;¬ (y)r#¤
³ ;¬ (y) ¡ # ¤

³ ;¬ (y)r#³ ;¬ (y)) ¢ ryi dy: (4.6)

Furthermore, the application ³ ! ¤ ( ³ ) 2 C 1 (RN) is strictly concave, i.e. for all
³ 2 RN , there exists a constant C( ³ ) > 0

8 ± 2 RN ; ¡
NX

i;j = 1

@2 ¤

@ ³ i@³ j
± j ¢ ± i > C( ³ )

NX

i = 1

± i ¢ ± i;

and for all U » RN , if minU ¤ ( ³ ) 6= ¡ 1, then minU C( ³ ) > 0.
As a consequence, limj³ j! 1 ¤ ( ³ ) = ¡ 1 and the domain U = ¤ ¡1(R ¤

+ ) is a
bounded open connected subset of RN .

Proof. Let us formally di¬erentiate the above equation de­ ning ’ ³ with respect to
³ i, the ith component of vector ³ ,

@A

@³ i
( ³ )’ ³ + A( ³ )

@’ ³

@³ i
+ §

@’ ³

@³ i
=

@¤

@ ³ i
( ³ )’ ³ + ¤ ( ³ )

@’ ³

@³ i
: (4.7)

The above expression, tested variationally against ’ ¤
³ , given by (4.4), gives

@¤

@³ i
( ³ ) =

@¤

@³ i
( ³ )h’ ³ ; ’ ¤

³ i =

¿
@A

@³ i
( ³ )’ ³ ; ’ ¤

³

À
; (4.8)
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582 Y. Capdeboscq

which writes explicitly as follows:

@¤

@³ i
( ³ ) =

KX

¬ = 1

NX

j = 1

Z

Y

A ¬ ;i;j (y)

µ
¡ ’ ¤

³

@’ ³

@yj
+ ’ ³

@’ ¤
³

@yj
¡ 2’ ³ ’ ¤

³ ³ j

¶
dy

=

KX

¬ = 1

Z

Y

A ¬ (y)(# ³ ;¬ (y)r#¤
³ ;¬ (y) ¡ # ¤

³ ;¬ (y)r#³ ;¬ (y)) ¢ ryi dy: (4.9)

The right-hand side is well de­ ned, and gives formula (4.6) for @¤ =@³ i. Because of
the algebraic and geometric simplicity of ¤ ( ³ ), equation (4.8) is, in fact, a necessary
and su¯ cient condition of existence and uniqueness of @’ ³ =@³ i given by (4.7).

More precisely, if we introduce the change of variable

¥ ³
i;¬ =

µ
@’ ³

@³ i

¶

¬

1

’ ³ ;¬
;

we see that ¥ ³
i is the unique solution of the following system,

¡ div(D ³ (y)r( ¥ ³
i (y) + yi1l)) + Q³ ( ¥ ³

i (y) + yi1l) =
@¤

@³ i
( ³ )#³ ¢ (# ¤

³ )T;

y ! ¥ ³
i (y) Y -periodic;

9
=

; (4.10)

where D ³ is given by

D ³ ;¬ (y) = #³ ;¬ (y)#¤
³ ;¬ (y)A ¬ (y) 8 ¬ 2 1; : : : ; K; (4.11)

which corresponds to formula (3.12), and Q ³ is given by

Q ³ (u) = J ³ (y) ¢ ru + ~Q ³ (y)u: (4.12)

Upon de­ ning a second-order tensor J ³ with lines J ³ ;¬ ,

J ³ ;¬ (y) = A ¬ (y)(#³ ;¬ (y)ry# ¤
³ ;¬ (y) ¡ #¤

³ ;¬ (y)ry# ³ ;¬ (y)); (4.13)

and ~Q ³ , the Y -periodic K £ K matrix de­ ned by its entries

~Q ³ ;¬ ;­ (y) = ( § ¬ ;­ (y) ¡ ¤ ( ³ ))#³ ;­ (y)# ¤
³ ;¬ (y) if ¬ 6= ­ ;

~Q ³ ;¬ ;¬ (y) = ¡
KX

­ = 1
­ 6= ¬

~Q ³ ;¬ ;­ (y):

9
>>>=

>>>;
(4.14)

Formula (4.12) corresponds to (3.15), with ¼ = IK . Thus lemma 3.8 gives the
existence and uniqueness of ¥ ³

i 2 H1
# (Y )K=(R £ 1l), provided that (4.9) is satis­ ed.

Consequently, the formal di¬erentiation performed in (4.7) was licit.
In a similar manner, we obtain that @’ ¤

³ =@³ j exists and is given by

µ
@’ ¤

³

@³ i

¶

¬

= ’ ¤
³ ;¬ ¥ ³ ; ¤

i;¬ ;
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Homogenization of a neutron di® usion problem with drift 583

where ¥ ³ ; ¤
i is a solution of the following system:

¡ div(D ³ (y)r( ¥ ³ ; ¤
i (y) ¡ yi1l)) + Q ¤

³ ( ¥ ³ ; ¤
i (y) ¡ yi1l) =

@¤

@³ i
( ³ ) ¿ ³ ( ¿ ¤

³ )T;

y ! ¥ ³ ; ¤
i (y) Y -periodic:

9
=

; (4.15)

Let us now di¬erentiate (4.8) with respect to ³ j , the jth component of vector ³ ,

@2 ¤

@ ³ i@³ j
( ³ ) =

¿
@A

@³ i@³ j
( ³ )’ ³ ; ’ ¤

³

À
+

¿
@A

@³ i
( ³ )

@’ ³

@³ j
; ’ ¤

³

À
+

¿
@A

@³ i
( ³ )’ ³ ;

@’ ¤
³

@³ j

À
: (4.16)

Since every term of the right-hand side of (4.16) is well de­ ned, we have obtained
a formula for @2 ¤ =@³ i@³ j . After some algebraic manipulations similar to that done
in [1, propositions 5.6, 5.7], we obtain that it can be written also under the following
equivalent forms,

@2 ¤

@ ³ i@³ j
= ¡ ( ·D ³ ;i;j + ·D ¤

³ ;i;j) = ¡ 2 ·D ³ ;i;j = ¡ 2 ·D ¤
³ ;i;j ;

where the matrix ·D ³ is de­ ned by its entries with the help of the corrector functions
( ¥ ³

i )16i6N ,

·D ³ ;i;j =

KX

¬ = 1

Z

Y

D ³ ;¬ (y)r(yi + ¥ ³
i;¬ (y)) ¢ r(yj + ¥ ³

j;¬ (y)) dy

¡ 1

2

KX

¬ ;­ = 1

Z

Y

~Q ³ ;¬ ;­ (y)( ¥ ³
i;¬ (y) ¡ ¥ ³

i;­ (y)) ¢ ( ¥ ³
j;¬ (y) ¡ ¥ ³

j;­ (y)) dy

(4.17)

and the matrix ·D ¤
³ is de­ ned similarly, with the help of the corrector functions

( ¥ ³ ; ¤
i )16i6N ,

·D ¤
³ ;i;j =

KX

¬ = 1

Z

Y

D ³ ;¬ (y)r(yi ¡ ¥ ³ ; ¤
i;¬ (y)) ¢ r(yj ¡ ¥ ³ ; ¤

j;¬ (y)) dy

¡ 1

2

KX

¬ ;­ = 1

Z

Y

~Q ³ ;¬ ;­ (y)( ¥ ³ ; ¤
i;¬ (y) ¡ ¥ ³ ; ¤

i;­ (y)) ¢ ( ¥ ³ ; ¤
j;¬ (y) ¡ ¥ ³ ; ¤

j;­ (y)) dy:

(4.18)

To conclude the proof, let us now show that ·D ³ is positive de­ nite,

NX

i;j = 1

·D ³ ;i;j ¹ i ¹ j =

KX

¬ = 1

NX

i;j = 1

Z

Y

D ³ ;¬ (y)r(yi + ¥ ³
i;¬ (y)) ¢ r(yj + ¥ ³

j;¬ (y)) ± i ± j dy

¡ 1

2

KX

¬ ;­ = 1

NX

i;j = 1

Z

Y

~Q ³ ;¬ ;­ (y)( ¥ ³
i;¬ (y) ¡ ¥ ³

i;­ (y))

¢ ( ¥ ³
j;¬ (y) ¡ ¥ ³

j;­ (y)) ± i ± j dy
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>
KX

¬ = 1

NX

i;j = 1

Z

Y

D ³ ;¬ (y)r(yi + ¥ ³
i;¬ (y)) ¢ r(yj + ¥ ³

j;¬ (y)) ± i ± j dy

¡ 1

2

KX

¬ ;­ = 1

Z

Y

~Q ¬ ;­ (y)

µ NX

i = 1

( ¥ ³
i;¬ ¡ ¥ ³

i;­ ) ¹ i

¶2

dy:

Since ~Q ¬ ;­ 6 0 for all ¬ 6= ­ , the second term if positive. Thus

NX

i;j = 1

·D ³ ;i;j ¹ i ¹ j >
KX

¬ = 1

min
w 2 H1

#(y)

Z

Y

’ ³ ;¬ ’ ¤
³ ;¬ A ¬ (y)(rw(y) + ± ) ¢ (rw(y) + ± ) dy

> Cj ¹ j2
KX

¬ = 1

µZ

Y

1

’ ³ ;¬ (y)’ ¤
³ ;¬ (y)

dy

¶¡1

; (4.19)

where C > 0 is the coercivity constant of A introduced in (2.2). This concludes the
proof of the strict concavity of ¤ for all ³ in RN , if we de­ ne

C( ³ ) = C

µZ

Y

1

’ ³ ;¬ (y)’ ¤
³ ;¬ (y)

dy

¶¡1

:

Let us now show that for any U » RN , if minU ¶ ( ³ ) 6= ¡ 1, then minU C( ³ ) > 0.
Suppose we can choose 1 > c > 0 such that ¡ c < minU ¤ ( ³ ). By de­ nition, for
any ³ 2 U , we have

¡ div(A ¬ (y)r#³ ;¬ ) + § ¬ ¬ (y)# ³ ;¬ = ¤ ( ³ )# ³ ;¬ ¡
KX

­ = 2

§ ¬ ­ # ³ ;­ ;

and since § ¬ ;­ 6 0 for ¬ 6= ­ , this implies that, for any ¬ and ³ 2 U ,

¡ div(A ¬ (y)r# ³ ;¬ ) + (c + § ¬ ;¬ (y))# ³ ;¬ > 0:

Since # ³ ;¬ 2 W 1;2
loc (RN) and # ³ ;¬ > 0, this implies, by a weak Harnack inequality

(see [10, p. 184]), that
min

Y
# ³ ;¬ > mk#³ ;¬ kL2(2Y ); (4.20)

where m > 0 depends on c, A and § , but is independent of ³ and ¬ . The same
argument applies for # ¤

³ ;¬ , for all ¬ . Consequently,

KX

¬ = 1

inf
Y

(#³ ;¬ #¤
³ ;¬ ) > m2

KX

¬ = 1

k# ³ ;¬ kL2(2Y )k#¤
³ ;¬ kL2(2Y )

> m2
KX

¬ = 1

Z

2Y

#³ ;¬ # ¤
³ ;¬

= 2m2h’ ³ ; ’ ¤
³ i

= 2m2;

and therefore minU C( ³ ) > 2KCm2 > 0.
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Step 2 (General case). The results of lemma 4.1 can be partly extended to the
general case when ¼ 6² IK , as is shown by the following lemma.

Lemma 4.2. Let ³ 2 U be ¯xed, and let ¶ ( ³ ) be the ¯rst eigenvalue of system (1.4).
We have the following relation:

@¶

@ ³ i
( ³ ) =

KX

¬ = 1

Z

Y

A ¬ (y)(Á ³ ;¬ (y)rÁ ¤
³ ;¬ (y) ¡ Á ¤

³ ;¬ (y)rÁ ³ ;¬ (y)) ¢ ryi dy: (4.21)

Proof. The proof of this result is very similar to that of lemma 4.1. Formula (4.21)
is an explicit formulation of the identity (4.8), with the normalization

h ¼ Á ³ ; Á ¤
³ i = 1; (4.22)

which was introduced in remark 2.3.

Lemma 4.3. Let ³ 0 2 U be ¯xed. There exist U 0, an open connected subset of U
such that ·u0 » U , and ¶ ( ³ ) < ¶ ( ³ 0) in U n ·u0.

Proof. For any ³ 2 U , if we factorize the positive normalized eigensolution Á ³ of the
eigenvalue problem (1.4) by the cell eigenvector Á ³ 0 of the eigenvalue problem (1.3)
for ³ = ³ 0 in the following way,

Á ³ ;¬ = Á ³ 0;¬ ¿ ³ ;¬ ;

then ¿ ³ is a positive eigenvector of the following eigenvalue problem,

¡ div(D0r ¿ ³ ) + Q0( ¿ ³ ) = · ( ³ )B0 ¿ ³ in Y;

¿ ³ exp( ¡ ( ³ ¡ ³ 0) ¢ y) Y -periodic;

)

(4.23)

where · ( ³ ) = ¶ ( ³ ) ¡ ¶ ( ³ 0), D0 = D ³ 0 given by (3.12), Q0 = Q ³ 0 given by (3.15)
and B0 = B ³ 0 given by (3.13). Under this form, this ­ rst positive direct and adjoint
eigenvectors ¿ ³ and ¿ ¤

³ are constant and equal to 1l = (1; : : : ; 1) for ³ = ³ 0, and
· ( ³ 0) = 0. Replacing B0 by IK , we obtain the following eigenvalue problem:

¡ div(D0r’ ³ ) + Q0(’ ³ ) = M ( ³ )’ ³ in Y;

’ ³ exp( ¡ ³ ¢ y) Y -periodic:

)

(4.24)

As before, M( ³ ) is a C 1 function from RN into R. Proposition 2.7 shows that if
M ( ³ ) > 0, then · ( ³ ) > 0. Conversely, if · ( ³ ) > 0, then ¡ div(D0r ¿ ³ ) + Q0( ¿ ³ ) > 0
and thus ¿ is a positive supersolution of (4.24). Theorem 2.6 then applies and
M ( ³ ) > 0. We have obtained that · ¡1(R ¤

+ ) is also U 0 = M¡1(R ¤
+ ). By a similar

argument, U = ¶ ¡1(R ¤
+ ), thus U 0 » U , since · ( ³ ) = ¶ ( ³ ) ¡ ¶ ( ³ 0) and ¶ ( ³ 0) > 0.

Consequently, if we can prove that U 0 is a connected open subset of RN , then,
for all ³ 2 U n ·u0, · ( ³ ) < 0 and the lemma is proved.

In a similar manner as in the proof of lemma 4.1, we obtain that

@2M

@³ i@³ j
( ³ ) = ¡ 2 ·D0

³ ;i;j ;
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where ·D0
³ ;i;j is de­ ned by its entries with the help of the functions (T ³

i )16i6N ,

·D0
³ ;i;j =

KX

¬ = 1

Z

Y

D0
³ ;¬ (y)r(yi + T ³

i;¬ (y)) ¢ r(yj + T ³
j;¬ (y)) dy

¡ 1

2

KX

¬ ;­ = 1

Z

Y

~Q0
³ ;¬ ;­ (y)(T ³

i;¬ (y) ¡ T ³
i;­ (y)) ¢ (T ³

j;¬ (y) ¡ T ³
j;­ (y)) dy:

(4.25)

Here, the new di¬usion matrices D0
³ are given by

D0
³ ;¬ ;i;j (y) = ¿ ³ ;¬ (y) ¿ ¤

³ ;¬ (y)D0;¬ ;i;j(y); 1 6 ¬ 6 K; 1 6 i; j 6 N; (4.26)

the Y -periodic K £ K matrix ~Q0
³ is de­ ned by its entries

~Q0
³ ;¬ ;­ (y) = ~Q0;¬ ;­ (y) ¿ ³ ;­ (y) ¿ ¤

³ ;¬ (y) if ¬ 6= ­ ;

~Q0
³ ;¬ ;¬ (y) = ¡

KX

­ = 1
­ 6= ¬

~Q0
³ ;¬ ;­ (y);

9
>>>=

>>>;
(4.27)

and the auxiliary function T ³
i is a solution of the following system,

¡ div(D0
³ (y)r(T ³

i (y) ¡ yi1l)) + J 0
³ ¢ r(T ³

i (y) ¡ yi1l) + ~Q0
³ T ³

i (y)

=

PK
¬ = 1

R
Y

J ³ ;¬ (y) ¢ ei dy
PK

¬ = 1

R
Y

¿ ³ ;¬ (y) ¿ ¤
³ ;¬ (y) dy

¿ ³ ( ¿ ¤
³ )T;

y ! T ³
i (y) Y -periodic;

9
>>>>>=

>>>>>;

(4.28)

where the second-order tensor J 0
³ , with lines J 0

³ ;¬ , is de­ ned by

J 0
³ ;¬ (y) = D0;¬ (y)( ¿ ³ ;¬ (y)ry ¿ ¤

³ ;¬ (y) ¡ ¿ ¤
³ ;¬ (y)ry ¿ ³ ;¬ (y)) + J0;¬ ¿ ³ ;¬ ¿ ¤

³ ;¬ : (4.29)

Since the eigensolutions (Á ³ 0 ; Á ¤
³ 0

) of the periodic cell problems (1.4) and (2.8) are
continuous and strictly positive, the uniform coercivity of A in (2.2) induces that
of D0. Thus, as in the proof of lemma 4.1, we obtain from (4.25) that

8 ± 2 RN ; ¡
NX

i;j = 1

@2M

@³ i@³ j
( ³ ) ± i ± j > C

NX

i = 1

j ± ij2

and limj³ j! 1 M ( ³ ) = ¡ 1. As a consequence, U 0 = M ¡1(R ¤
+ ) is a bounded con-

nected open subset of RN .

Proof of theorem 2.8. By lemma 4.3, the continuous application ¶ ! ¶ ( ³ ) does not
admit a minimum in U . Furthermore, for any ³ 0 2 U , the set

f ³ 2 U such that ¶ ( ³ ) > ¶ ( ³ 0)g

is connected, thus there exists only one extremum value of ¶ ( ³ ), which is reached
on a closed connected subset of U . It is simple to prove by a contradiction argument
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that such a subset must be reduced to a point, ³ 1 . Using identity (4.21), it satis­ es

KX

¬ = 1

Z

Y

A ¬ (y)(Á ³ 1 ;¬ (y)rÁ ¤
³ 1 ;¬ (y) ¡ Á ¤

³ 1 ;¬ (y)rÁ ³ 1 ;¬ (y)) = 0:

Remark 4.4. In lemma 4.2, at the di¬erence of lemma 4.1, no mention is made of
the fact that ³ ! ¶ ( ³ ) is concave. This may not be true in the general case (see
formula (5.3)), although we have not been able to provide a counter example. We
therefore had to use the concavity of the auxiliary eigenvalue M ( ³ ) to show the one
bump shape of the graph of ¶ ( ³ ) on U .

5. Approximate computational formulae

The limiting aspect of the above results is that the drift factor ³ 1 is not given
by an explicit equation, but may only be obtained through the maximization of
the one bump function ³ ! ¶ ( ³ ), which usually implies an iterative procedure.
Besides, the boundary conditions of the eigenvalue problem (1.4) de­ ning ¶ ( ³ ) are ³
dependent, and although it can be reformulated as an eigenvalue problem on a ­ xed
domain with ³ dependent coe¯ cients, this tends to complicate the computation.
Therefore, when numerical values for the homogenized coe¯ cients are computed,
it is natural to evaluate ­ rst if the drift-free formulae (3.2) and (3.3) can be used.
Then, whether the drift phenomenon must be taken into account or not is revealed
by the calculation of the compatibility condition (3.1), that is, when

J =

KX

¬ = 1

Z

Y

A ¬ (y)(Á ¬ rÁ ¤
¬ ¡ Á ¤

¬ rÁ ¬ ) dy 6= 0; (5.1)

where (Á ¬ )16 ¬ 6K (respectively, (Á ¤
¬ )16 ¬ 6K) are the components of the ­ rst eigen-

vector Á of (1.3) (respectively, Á ¤ of (2.7)). In this section, we show that the drift
phenomenon is controlled by the modulus of J given by (5.1). More precisely, for
small values of J , we give asymptotic formulae for ³ 1 , Á 1 and D 1 , which can be
obtained with the same amount of computation as in the drift-free case ( ³ 1 = 0).

Recall that the eigenfunctions (Á; Á ¤ ) of the periodic cell problem are given by
systems (1.3) and (2.7). Recall also that the eigenvectors are normalized in the
following way:

KX

¬ = 1

Z

Y

Á ¬ (y) ¢ Á ¬ (y) dy = 1 and

KX

¬ ;­ = 1

Z

Y

¼ ¬ ;­ (y)Á­ (y) ¢ Á ¤
¬ (y) dy = 1:

Then it is proved in lemma 4.2 that the gradient of ¶ ( ³ ) at ³ = 0 is given by

@¶

@³ i
(0) = Ji =

KX

¬ = 1

Z

Y

A ¬ (y)(Á ¬ (y)rÁ ¤
¬ (y) ¡ Á ¤

¬ (y)rÁ ¬ (y)) ¢ ryi dy: (5.2)
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588 Y. Capdeboscq

After some algebra, a formula comparable to that obtained for the Hessian matrix
of ¤ ( ³ ) in (4.17) can be derived. It writes as follows,

¡ 1

2

@2 ¶

@ ³ i@³ j
(0) = ·Di;j

=

KX

¬ = 1

Z

Y

Á ¬ (y)Á ¤
¬ (y)A ¬ (y)r(yi + ¹ i;¬ (y)) ¢ r(yj + ¹ j;¬ (y)) dy

+

KX

¬ ;­ = 1

1

2

Z

Y

Á­ (y)Á ¤
¬ (y)( · 1 ¼ ¬ ;­ (y) ¡ § ¬ ;­ (y))

£ ( ¹ i;¬ (y) ¡ ¹ i;­ (y)) ¢ ( ¹ j;¬ (y) ¡ ¹ j;­ (y)) dy

+

KX

¬ ;­ = 1

Ji

Z

Y

¼ ¬ ;­ (y)Á­ Á ¤
¬ ( ¹ j;­ (y) ¡ ¹ j;¬ )

+

KX

¬ ;­ = 1

Jj

Z

Y

¼ ¬ ;­ (y)Á­ Á ¤
¬ ( ¹ i;­ (y) ¡ ¹ i;¬ ); (5.3)

where the auxiliary functions ( ¹ i)16i6N are uniquely de­ ned up to a constant mul-
tiple of 1l = (1; : : : ; 1) 2 RK by system (3.20), for ³ = 0. For this very value of ³ ,
after the following change of variable,

± i;¬ = ¹ i;¬ Á ¬ ; 1 6 ¬ 6 K; (5.4)

system (3.20) becomes system (3.4) with a di¬erent source term,

Zi;¬ =
1

Á ¬ (y)
div(A ¬ (y)Á2

¬ ryi) + Ji

KX

­ = 1

¼ ¬ ;­ (y)Á­ (y); 1 6 ¬ 6 K: (5.5)

For all 1 6 i 6 N , system (3.4) is the cell eigenvalue problem (1.3), with the
additional source term Zi. We can check that a solution exists since the Fredholm
alternative holds, that is, Zi is orthogonal to Á ¤ ,

KX

¬ = 1

Z

Y

Zi;¬ (y) ¢ Á ¤
¬ (y) = ¡

Z

Y

A ¬ Á2
¬ ryi ¢ r

µ
Á ¤

¬

Á ¬

¶
dy

+ Ji

KX

¬ ;­ = 1

Z

Y

¼ ¬ ;­ (y)Á­ (y) ¢ Á ¤
¬ (y) dy

= ¡ Ji + Ji £ 1 = 0

Therefore, with only a small change in (3.4), i.e. adding the extra source term Zi, we
obtain, with the same computational scheme as in the drift-free case, a second-order
expansion of ¶ ( ³ ) near ³ = 0, which is

¶ ( ³ ) = · 1 + J ¢ ³ ¡ ·D³ ¢ ³ + O( ³ 3); (5.6)
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Homogenization of a neutron di® usion problem with drift 589

where each term J and ·D are computed for ³ = 0. Note that we also have a
­ rst-order development of the eigenvector Á ³ in ³ = 0, which is

Á ³ ;¬ = Á ¬

µ
1 +

NX

i = 1

³ i ¢ ¹ i;¬

¶
+ O( ³ 2): (5.7)

The major inconvenience of the above expansions (5.6) and (5.7) is that they are
expressed in terms of ³ , i.e. suppose that ³ is small and we do not know what the
value of ³ 1 is. We shall now show that if J is small, similar expansions be can
obtained in terms of J given (5.1), which only depend on the periodic direct and
adjoint eigenvectors Á and Á ¤ .

Proposition 5.1. Suppose that J given by (5.1) is small. Then the maximum
eigenvalue ¶ 1 is given by

¶ 1 = · 1 + 1
2 ( ·DS)¡1J ¢ J + O(jJ j3); (5.8)

where · 1 is the ¯rst eigenvalue of the periodic cell problem (1.3). Furthermore, the
drift factor ³ 1 is given by

³ 1 = 1
2
( ·DS)¡1J + O(jJ j2); (5.9)

where the positive-de¯nite matrix ·DS is given by its entries

( ·DS)i;j =

KX

¬ = 1

Z

Y

Á ¬ (y)Á ¤
¬ (y)A ¬ (y)r(yi + ¹ i;¬ (y)) ¢ r(yj + ¹ j;¬ (y)) dy

+

KX

¬ ;­ = 1

1

2

Z

Y

Á­ (y)Á ¤
¬ (y)( · 1 ¼ ¬ ;­ (y) ¡ § ¬ ;­ (y))

£ ( ¹ i;¬ (y) ¡ ¹ i;­ (y)) ¢ ( ¹ j;¬ (y) ¡ ¹ j;­ (y)) dy (5.10)

and functions ( ¹ i;¬ )16i6N;16 ¬ 6K are given, after the change of variable ± i;¬ =
¹ i;¬ Á ¬ , by

¡ div(A(y)r± i) + § (y) ± i = · 1 ¼ (y) ± i + Zi in Y;

y ! ± i(y) Y -periodic;

)

(5.11)

where Zi is given by (5.5). Finally, the homogenized matrix is given by

·D 1 = ·DS + O(jJ j):

Remark 5.2. In proposition 5.1, everything ( · 1 , J , ·DS) is computed for ³ = 0.
This result can be compared with the one obtained by Larsen and Williams [17] for
a one-dimensional example for the neutron transport equation.

It can be observed that ·DS and the homogenized matrix ·D for the drift-free
case (3.3) are very much alike. In fact, they would be equal if J = 0. Note also
that ·DS would be the homogenized matrix if the computation had been made at
³ = ³ 1 instead of ³ = 0.
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There exists an exact formula for ³ 1 in one dimension for the following eigenvalue
problem with drift (see [7]),

¡ div

µ
a

µ
x

°

¶
ru °

¶
+

b

°
u ° (x) = ¶ ° u ° (x) in ]m; n[;

u ° (m) = u ° (n) = 0;

where a is a 1-periodic positive function and b is a constant. In such a case, the
formula is simply

³ 1 =
b

2
R 1

0
a(y) dy

:

Let us ­ rst show that the drift factor ³ 1 is controlled by the modulus of J .

Lemma 5.3. There exists a constant C > 0, depending only on the coercivity con-
stant of A given by (2.2) and of the bounds of the direct and adjoint periodic eigen-
vectors Á de¯ned in (1.3) and Á ¤ de¯ned in (2.7), such that

j ³ 1 j 6 jJ j
C

: (5.12)

Proof. From lemmas 4.1 and 4.3, we know that the set

f³ 2 U such that ¶ ( ³ ) > · 1 g

can be written M ¡1(R + ), where M is in C 1 (RN ; R), satis­ es (@M=@³ i)(0) = Ji,
M (0) = 0 and

8 ± 2 RN ; ¡
NX

i;j = 1

@2M

@³ i@³ j
( ³ ) ± i ± j > C

NX

i = 1

j± ij2 for all ³ 2 RN ;

where C depends on the smallest of the coercivity constants of the di¬usion opera-
tors (A ¬ ;i;jÁ ¬ Á ¤

¬ )16i;j6N , on § and · 1 , but does not depend on ³ . The conclusion
follows.

Proof of proposition 5.1. If we decompose each component of Á 1 and Á ¤
1 in an

exponential times periodic form, that is,

Á 1 = exp ( ³ 1 ¢ y)’ 1 (y); Á ¤
1 = exp ( ¡ ³ 1 ¢ y)’ ¤

1 (y);

we obtain that (2.12), which characterizes ³ 1 , transforms into

¡ 2

KX

¬ = 1

Z

Y

’ 1 ;¬ (y)’ ¤
1 ;¬ (y)A ¬ (y) ³ 1 ¢ ei

+

KX

¬ = 1

Z

Y

A ¬ (y)(’ 1 ;¬ (y)r’ ¤
1 ;¬ (y) ¡ ’ ¤

1 ;¬ (y)r’ 1 ;¬ (y)) ¢ ei = 0: (5.13)

If we de­ ne the constant matrix ~A 1 ;i;j by its entries

~A 1 ;i;j =

KX

¬ = 1

Z

Y

’ 1 ;¬ (y)’ ¤
1 ;¬ (y)A ¬ ;i;j(y);
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and the constant vector J 1 by its components

J #
1 ;i =

KX

¬ = 1

Z

Y

A ¬ (y)(’ 1 ;¬ (y)r’ ¤
1 ;¬ (y) ¡ ’ ¤

1 ;¬ (y)r’ 1 ;¬ (y)) ¢ ei;

we obtain that identity (5.13) writes as follows:

2 ~A 1 ;i;j ³ 1 ¡ J #
1 = 0: (5.14)

A ­ rst-order development of each term of formula (5.14) in ³ 1 gives

2 ·DS ³ 1 = J + O(j ³ 1 j2 + jJ jj ³ 1 j): (5.15)

and since we have obtained in lemma 5.3 that ³ 1 is controlled by J , equation (5.15)
is also

2 ·DS ³ 1 = J + O(jJ j2):

Formula (4.19) shows that ·DS is positive de­ nite, thus we have obtained (5.9). On
the other hand, the formula of the Hessian matrix ·D (5.3) in ³ = 0 shows that it
writes as follows:

·D = ·DS + J « X + X « J:

Therefore, formula (5.6) can be simpli­ ed as follows:

¶ ( ³ ) = · 1 + J ¢ ³ ¡ ·DS ³ ¢ ³ + O(jJ jj ³ j2): (5.16)

Using (5.9) and (5.16), we obtain formula (5.8). Finally, notice that

·D 1 = ¡ 1

2

@2 ¶

@ ³ i@³ j
( ³ 1 )

= ¡ 1

2

@2 ¶

@ ³ i@³ j
(0) + O(j ³ 1 j)

= ·DS + O(jJ j + j³ 1 j)
= ·DS + O(jJ j):

We shall now use the approximation obtained for ³ 1 to derive a ­ rst-order
approximate formula for the homogenized di¬usion operator. In the following, we
shall note ³ a the approximation of ³ 1 , i.e.

³ a = 1
2 ( ·DS)¡1J: (5.17)

A striking property of the application ³ ! ¶ ( ³ ) is that its Hessian matrix

@2 ¶

@ ³ i@³ j
( ³ 1 )

is equal to ¡ 2 ·D 1 , the homogenized matrix. Since ³ ! ¶ ( ³ ) is smooth, the computa-
tion of (@2 ¶ =@³ i@³ j)( ³ a) will provide a ­ rst-order approximation of the homogenized
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matrix ·D 1 . Let (Áa; Á ¤
a ; ¶ a) be the ­ rst eigen-triplet de­ ned by (1.4) and (2.8) at

the point ³ = ³ a, i.e.

¡ div(A(y)rÁa) + § (y)Áa = ¶ a ¼ (y)Áa;

y ! Áa(y)e¡ ³ a¢y Y -periodic

)

(5.18)

and
¡ div(A(y)rÁ ¤

a) + § T(y)Á ¤
a = ¶ a ¼ T(y)Á ¤

a ;

y ! Á ¤
a(y)e³ a¢y Y -periodic;

)

(5.19)

normalized in the following way:

KX

¬ = 1

Z

Y

Áa;¬ (y) ¢ Áa;¬ (y) dy = 1 and

KX

¬ ;­ = 1

Z

Y

¼ ¬ ;­ (y)Áa;­ (y) ¢ Á ¤
a;¬ (y) dy = 1:

A formula similar to (5.3) can be derived, and we obtain

¡ 1

2

@2 ¶

@ ³ i@³ j
( ³ a) =

KX

¬ = 1

Z

Y

Áa;¬ (y)Á ¤
a;¬ (y)A ¬ (y)r(yi + ¹ a

i;¬ (y)) ¢ r(yj + ¹ a
j;¬ (y)) dy

+

KX

¬ ;­ = 1

1

2

Z

Y

Áa;­ (y)Á ¤
a;¬ (y)( ¶ a ¼ ¬ ;­ (y) ¡ § ¬ ;­ (y))

£ ( ¹ a
i;¬ (y) ¡ ¹ a

i;­ (y)) ¢ ( ¹ a
j;¬ (y) ¡ ¹ a

j;­ (y)) dy

+

KX

¬ ;­ = 1

Ja
i

Z

Y

¼ ¬ ;­ (y)Áa;­ Á ¤
a;¬ ( ¹ a

j;­ (y) ¡ ¹ a
j;¬ )

+

KX

¬ ;­ = 1

Ja
j

Z

Y

¼ ¬ ;­ (y)Áa;­ Á ¤
a;¬ ( ¹ a

i;­ (y) ¡ ¹ a
i;¬ ); (5.20)

where, for all ( ¹ a
i )16i6N , the functions are uniquely de­ ned up to a constant mul-

tiple of 1l = (1; : : : ; 1) 2 RK by

± a
i;¬ = ¹ a

i;¬ Áa
¬ ; 1 6 ¬ 6 K; (5.21)

and ± a
i;¬ is solution of

¡ div(A(y)r ± a
i ) + § (y) ± a

i = ¶ a ¼ (y) ± i
a + Za

i ;

y ! Áa(y)e¡ ³ a¢y Y -periodic;

)

(5.22)

with

Zi;¬ =
1

Áa;¬ (y)
div(A ¬ (y)Á2

a;¬ ryi) + Ji;a

KX

­ = 1

¼ ¬ ;­ (y)Áa;­ (y); 1 6 ¬ 6 K: (5.23)
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