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Abstract: The term “spectral clustering” is sometimes used to refer to the clustering of mass 
spectrometry data. However, it also classically refers to a family of popular clustering algorithms. To 
avoid confusion, a more specific term could advantageously be coined. 
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Introduction: In proteomics literature, “spectral clustering” refers to performing a cluster analysis on 
a dataset resulting from mass spectrometry (MS) acquisitions, with the objective to answer a wide 
variety of analytical questions (which have recently been surveyed by Perez‐Riverol et al.). 1 However, 
this term also names a widespread family of algorithms for cluster analysis. This ambiguity deteriorates 
the keyword indexing quality of any work focusing on cluster analysis of MS spectra, and thus 
complicates the inevitable state-of-the-art review of new research in computational proteomics.2 We 
believe there are advantages to adjusting the naming convention. Therefore, we propose to refer to 
the cluster analysis of MS data as “spectrum clustering” (its original name, see below); or to avoid 
spelling similarities and improve indexing, as “mass spectrum clustering”. 

Cluster analysis refers to a wide family of unsupervised statistical learning and multivariate analysis 
techniques. Roughly speaking, its goal is to aggregate similar observations into clusters, so that the 
resulting clusters are as dissimilar as possible. Cluster analysis has numerous applications in a variety 
of scientific domains, including omics biology. Thus, its use on large-scale proteomics data is bound to 
develop.1 

To the best of the authors’ knowledge, the idea of applying cluster analysis to MS based proteomics 
data3,4,5,6 goes back to the mid-2000s. Interestingly, the first proposal (in 2004)3 referred to such 
clustering task as “spectrum clustering”, before the term “spectral clustering” was coined in 2005 by 
Tabb et al.4 The latter term was then used from time to time (for instance Bonanza algorithm6 in 2008, 
or PRIDE Cluster7 in 2013), before witnessing a recent regain of interest,8,1 notably through a scholarly 
discussion on the subject relayed by Journal of Proteome Research.9,8 

The term “spectral clustering” also designates a specific family of clustering algorithms, with 
theoretical foundations that are nearly twenty years old.10,11 Its name roots in algebra vocabulary, 
where the set of eigenvalues of a matrix is commonly referred to as its “spectrum”. From an analytical 
chemistry viewpoint, this naming convention is surprising, while remaining compliant with the general 
meaning of “spectrum”, i.e. a decomposition into elementary constituents (light spectrum, mass 
spectrum, etc.): Conceptually, eigenvalues amount to the atomic elements of a matrix.  

Spectral clustering first developed in the machine learning community, and for several years, it has 
been almost exclusively applied to computer vision problems. This largely explains why, (i) the term 
was independently coined to refer to the cluster analysis of mass spectra; (ii) no cluster analysis of 
spectra reported in the proteomics literature has been conducted with it so far (on the contrary, other 
cluster analysis techniques, e.g. hierarchical clustering, are regularly applied to MS-based proteomics 
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data).7,12. However, since its original development, spectral clustering techniques have stepped out of 
computer vision applications, and have been demonstrated to be extremely powerful on various 
application domains, so that their popularity is now unparalleled. To date, Shi and Malik’s seminal 
article10 has gathered more than 15000 citations according to Google Scholar, and other articles 
explicitly referring to the term “spectral clustering” in their title gather as many of them (see Table 1). 

Table 1: List of the five first articles proposed by Google Scholar when searching « Spectral Clustering », accompanied with 
the number of citations of these articles (on October 23, 2018). 

Authors & year Reference # citations 

Ng, Jordan & Weiss (2002) 13 6967 

Von Luxburg (2007) 14 6087 

Zelnik-Manor & Perona (2005) 15 1793 

Dhillon, Guan & Kulis (2004) 16 999 

Bengio et al. (2004) 17 1050 

 

Briefly, the principle of spectral clustering is the following: First, the dataset is endowed with a graph 
structure. Then, one performs a dimensionality reduction guided by the eigenvalues of a specific 
matrix, referred to as the graph Laplacian (in the algorithm name, “spectral” thus refers to the graph 
Laplacian eigenvalues). Lastly, k-means clustering is performed via a Lloyd-type algorithm.18 
Concretely, the graph Laplacian encodes the connectivity levels between the vertices of the data graph 
(a kind of “diffusion capability” for each data item towards its neighborhood). Therefore, working on 
this matrix makes sense, as good clusters supposedly correspond to sets of highly connected vertices 
with few inter-cluster connections. This explains why an accurate clustering is expectable, even for 
datasets with a complex structure that cannot be captured by ball-shape clusters (as with classical k-
means). For instance, Figure 1 represents a famous toy dataset with two intermingled spiraling clusters 
(classically referred to as Swiss-rolls), on which spectral clustering achieves good performance. 
Nowadays, applying spectral clustering algorithms to data of various types is rather straightforward 
thanks to very detailed and pedagogical tutorials14 as well as efficient toolboxes (e.g. Kernlab R 
package).19 

 

Figure 1: A typical toy dataset with a complex non-linear structure (two intermingled Swiss-rolls) accurately clustered thanks 

to the default spectral clustering algorithm available in Kernlab.19 
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Finally, one nowadays uses “spectral clustering” to name two different notions: First, it has been 
regularly used since 2000 to refer to a family of clustering algorithms. Second, it has been sometimes 
used since 2005 to refer to cluster analysis of spectral data. Among the large number of co-existing 
scientific domains, it is common to have the same names used to refer to different concepts. However, 
as the computational aspects of proteomics grow up, and as big data tools become pervasive in the 
processing of MS data, some confusion may appear. This is likely for the following reason: Spectral 
clustering popularity mainly comes from the underlying data embedding into a graph structure, which 
makes it particularly efficient for network-based data (ranging from social network20 to interaction 
networks in biology).21, 22, 23 As this type of data becomes customary in interactomics studies,24 spectral 
clustering techniques are likely to become essential tools for proteomics data analysis. As a result, the 
proteomics community has much to gain in avoiding vocabulary confusion. 

In the past, similar vocabulary confusions due to proteomics getting closer to data science were already 
witnessed. Notably, the concept of False Discovery Rate25 was confused with what are respectively 
called in the biostatistics literature, the False Positive Rate and the False Discovery Proportion, as 
opportunely pointed by Käll et al26 (for the former) and Serang & Käll27 (for the latter). These two 
confusions did not help MS experts to get involved with the increasing use of statistics in proteomics. 
To avoid similar misunderstanding, it would make sense to return to the original naming convention3 
(i.e. “spectrum clustering”) or to coin a more precise one, specific enough to be well visible and well 
indexed, such as “mass spectrum clustering”. 
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