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Abstract

We prove existence of a solution to the implicit MAC scheme for the compressible Navier-Stokes
equations. We derive error estimates for this scheme on two and three dimensional Cartesian grids.
Error estimates are obtained by using the discrete version of the relative energy method introduced on
the continuous level in [15]. A systematic use of the theoretical "continuous" analysis of the equations
in combination with the numerical tools is crucial for the result. This error estimate does not uses
stability hypotheses on the solution of the numerical scheme.
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1 Introduction

The aim of this paper is to derive error estimates for approximate solutions of the compressible barotropic
Navier-Stokes equations obtained by the Marker-And-Cell scheme (MAC scheme in short). These equa-
tions are posed on the time-space domain QT = (0, T )×Ω, where Ω is a bounded domain of Rd, d = 2, 3,
adapted to the MAC scheme (see Section 3), and T > 0, and read:

∂t%+ div(%u) = 0, (1.1a)
∂t(%u) + div(%u⊗ u) +∇p(%) = µ∆u+ (µ+ λ)∇ divu, (1.1b)

supplemented with the initial conditions

%(0,x) = %0(x), %u(0,x) = %0u0, (1.2)

where %0 and u0 are given functions from Ω to R∗+ and Rd respectively, and boundary conditions

u|(0,T )×∂Ω = 0. (1.3)

In the above equations, the unknown functions are the scalar density field %(t,x) ≥ 0 and vector velocity
field u = (u1, . . . , ud)(t,x), where t ∈ (0, T ) denotes the time and x ∈ Ω is the space variable. The
viscosity coefficients µ and λ, assumed to be constant, are such that

µ > 0, λ+ µ ≥ 0. (1.4)
∗This work was supported by the MODTERCOM project within the APEX programme of the Provence-Alpes-Côte
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Notice that hypothesis (1.4) covers the natural physical condtions

µ > 0, λ+
2

3
µ ≥ 0.

In the compressible barotropic Navier-Stokes equations, the pressure is a given function of the density.
Here we assume that the pressure satisfies

p ∈ C([0,∞)), p ∈ C2(0,∞), p(0) = 0, p′(%) > 0 for all % > 0, (1.5a)

lim
%→∞

p′(%)

%γ−1
= p∞ > 0, inf

%∈(0,1)

p′(%)

%
= p0 > 0 (1.5b)

where γ > 1. We notice that assumptions (1.5) are compatible with the isentropic pressure law p(%) = %γ

provided 1 < γ ≤ 2.
The main underlying idea of this paper is to derive the error estimates for approximate solutions of

problem (1.1)–(1.5) obtained by time and space discretization by using the discrete version of the relative
energy method introduced for equations (1.1a), (1.1b) on the continuous level in [15,18,19].

The theoretical analysis of system (1.1–1.3) is quite recent (see e.g. [40] for the existence and unique-
ness of strong solutions on a short time interval, [37], [17], [13] [38] for the existence of weak solutions on
a large time interval, [15], [18], [19] for the stability theory and weak strong uniqueness). In contrast with
the incompressible Navier-Stokes equations (where the above results can be achieved by classical tools
and are quite robust with respect to various perturbations), especially the last two results mentioned
above, cannot be obtained by standard arguments. Instead, they essentially rely on several recent tools
of analysis (as e.g. compensated compactness or renormalization techniques for the transport equation)
tailored to the particular structure of the system. In this analysis the minor deviation in the structure
may discredit the result.

We are confronted with the similar difficulties on the level of the convergence analysis of the numerical
schemes disretizing system (1.1–1.3). Indeed, if the structure of the discretization does not reproduce
faithfully enough the structure of equations on the continuous level, the convergence proofs or error
estimates are likely to fail. Strangely enough, there does not seem to be an apparent correlation between
the empirical computational efficiency of a numerical scheme and availability of a proof of convergence
or an error estimate. There are apparently computationally effcient discretizations without available
convergence proofs and inefficient (slowly convergent schemes) with available convergence proofs.

The investigation of convergence properties of discrete solutions to numerical schemes for system (1.1–
1.3) has a short history. The academic scheme (based on finite vomume/finite element discretization on
primal tetrahedral meshes) suggested in [36] became a precursor of such studies: 1) Convergence of
discrete solutions of this scheme to weak solutions has been proved in [36] for large values of γ (γ > 3).
2) Convergence to measure-valued solutions for small values of γ (1 < γ ≤ 2) has been shown in [16].
3) Finally, error estimates with respect to a strong solution has been obtained in [24]. In spite of its
good theoretical properties the discretization method [36] (and its finite-difference counterpart [31]) is ill
conditioned and inefficient in the practical numerical simulations.

The staggered schemes (based on finite volume/finite element or finite volume/finite-difference dis-
cretization with the velocity defined on a dual mesh - see e.g. [7], [12], [20], [21], [30] for the Crouzeix-
Raviart type velocity discretization on tetrahedral meshes (CR), [39], [30] for the Ranacher-Turek type
velocity discretization on quadrilateral or hexagonal meshes (RT), and [25], [26], [30] with the velocity
defined on a dual mesh in the context of final differences on "box" meshes (so called Marker And Cell
(MAC) discretization) - provide clearly much better experimental computational efficiency and speed.
Although the rigorous mathematical formulation of the staggered schemes (and notably of the MAC
scheme) is at first glance lengthy and more involved than the formulation of similar disretizations using
only primal mesh, their experimental speed of convergence is worth the effort and investment. Among
them, the MAC scheme seems to be more efficient than CR and RT for several reasons: 1) The velocity
discretization requires less variables, 2) The discretization of convective terms appears in numerical ex-
periments to be more stable compared to RT and CR, 3) It is particularly efficient for the simulations
of flows having dominated direction. Its only disadvantage in many industrial applications is its ’box’
mesh which does not allow to approximate effitiently general domains. In many situations, however, its
advantages prevail the drawback of the quadrilateral mesh, and it is therefore at the basis of several
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semi-industrial or industrial codes for computing compressible flows. We quote e.g. the code CALIF3D
of the French Institute of Nuclear Security (IRSN), see [3], to name at least one example. The MAC
scheme is also largely used by the scientific community for verifying physical experiments whenever they
can be performed in the geometry on cubes (as e.g. direct simulations of high Reynolds number flows,
testing of large scale models, simulations of complex flows as e.g. two-phase flows or combustion).

In spite of their computational efficiency, the staggered schemes for the fully nonlinear system (1.1)–
(1.3) so far resist to any attempts of any type of convergence proofs. This paper is intended to fill this gap
at least for the issue of the unconditional error estimates for a large class of staggered schemes interesting
from the point of view of mathematical simulations.

The discrete relative energy method was suggested in [24] in the context of the academic finite-
volume/finite element scheme proposed in [36] on primal tetrahedral mesh. The method provides un-
conditional estimate of error between any numerical solution of the scheme [36] and a classical solution
of equations (1.1)–(1.5), without any additional assumption on the numerical solution. This is highly
wanted result, first of its type in the mathematical literature. The natural question arises whether a
similar method can lead to similar unconditional error estimates for the less academic and more practical
numerical schemes, notably the staggered schemes.

The main goal of this paper is to get unconditional error estimates for the MAC scheme implicit in
time (although its ’box mesh’ composed of parallelepipeds can be seen quite restrictive from the point
of view of applications). It is to be noticed here that the same techniques - but less involved - can be
applied to other staggered schemes that remove the disadvantage of the ’box mesh’. This is the case of
e.g. the lowest degree Crouzeix-Raviart finite element discretization of velocity on simplical meshes or
the Ranacher-Turek finite elements. We explain great lines of this issue and formulate the final result in
Appendix B letting the details of proofs to the interested reader. It is worth to mention that the proofs
for these schemes are more simple at many places. At this point, the consultation of paper [30] - where
the authors develop an uniform formalism for a broad class including all staggered schemes mentioned
above - would be of big help.

In spite of the fact that we stuck to the [24] methodology, the proofs remain still difficult. Not
speaking on technicalities linked to the approximations, interpolations and projections to the relevant
function spaces related to the MAC discretization, the most involved part is the treatment of transport
terms in the continuity and momentum equations which requires derivation of quite sophisticated formulas
involving primal and dual fluxes, see Lemma 3.6. In this part, our approach is reminiscent to the recent
work [30] devoted to the staggered space approximations to the Euler equations.

Since the very beginning of the introduction of the Marker-and-Cell (MAC) scheme [29], it is claimed
that this discretization is suitable for both incompressible and compressible flow problems (see [27, 28]
for the seminal papers, [2,5,6,32,33,35,41–43,45,46] for subsequent developments and [47] for a review).
The use of the MAC scheme in the incompressible case is now standard, and the proof of convergence
for the MAC scheme in primitive variables has been recently been completed [23].

The paper is organized as follows. After recalling the fundamental setting of the problem and the
relative energy inequality in the continuous case in Section 2, we proceed in Section 3 to the discretization:
we introduce the discrete meshes and functional spaces and the definition of the numerical scheme, and
state a known existence result, along with the main result of the paper, that is the error estimate, which
is stated in Theorem 3.2. The remaining sections are devoted to the proof of Theorem 3.2:

• In Section 4 we derive estimates provided by the scheme.

• In Section 5, we derive the discrete intrinsic version of the relative energy inequality for the solutions
of the numerical scheme (see Theorem 5.1). We then transform this inequality to a more convenient
form, see Lemma 5.1.

• Finally, in Section 6, we investigate the form of the discrete relative energy inequality with the test
functions being strong solutions to the original problem. This investigation is formulated in Lemma
6.1 and finally leads to a Gronwall type estimate formulated in Lemma 7.1. The latter yields the
error estimates and finishes the proof of the main result.

The Theorem 3.2 remains valid for other finite volume schemes with staggered space discretization
as e.g. non conforming Rannacher-Turek finite elements or the lowest degree Crouzeix-Raviart finite
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elements on simplical meshes. These results are formulated without proofs, that are similar and simpler
than those for the MAC scheme, in Appendix B, Theorem B.1.

2 The continuous problem

The aim of this section is to recall some fundamental notions and results for the continuous problem.
We begin by the definition of weak solutions to problem (1.1)– (1.5). Let us introduce the Helmholtz’s
function defined by

H(%) = %

∫ %

1

p(t)

t2
dt, % ≥ 0. (2.1)

Note that H ∈ C(R+), H(1) = 0 and that H is a solution on R?+ of the ordinary differential equation

%H′−H = p (2.2)

with the constant of integration fixed such that H(1) = 0. Note also that

H′′(%) =
p′(%)

%
. (2.3)

Definition 2.1 (Weak solutions). Let %0 : Ω → (0,+∞) and u0 : Ω → Rd with finite energy E0 =∫
Ω(1

2%0|u0|2 +H(%0)) dx and finite mass 0 < M0 =
∫

Ω %0 dx. We shall say that the pair (%,u) is a weak
solution to the problem (1.1)–(1.5) emanating from the initial data (%0,u0) if:

1. % ∈ L∞(0, T ;Lγ(Ω)), % ≥ 0 a.e. in (0, T )× Ω, u ∈ L2(0, T ;H1
0 (Ω)d) and %|u|2 ∈ L∞(0, T ;L1(Ω)).

2. The continuity equation (1.1a) is satisfied in the following weak sense∫ T

0

∫
Ω

(
%∂tϕ+ %u · ∇ϕ

)
dx dt = −

∫
Ω
%0ϕ(0,x) dx, (2.4)

for any ϕ ∈ C∞c ([0, T ]× Ω) such that ϕ(T, ·) = 0.

3. The momentum equation (1.1b) is satisfied in the weak sense,∫ T

0

∫
Ω

(
%u · ∂tψ + %u⊗ u : ∇ψ + p(%) divψ

)
dx dt

−
∫ T

0

∫
Ω

(
µ∇u : ∇ψ dx dt +(µ+ λ)divudivψ

)
dxdt = −

∫
Ω
%0u0 ·ψ(0,x) dx, (2.5)

for any ψ ∈ C∞c ([0, T ]× Ω)d such that ψ(T, ·) = 0.

4. The following energy inequality is satisfied a.e in (0, T )∫
Ω

(1

2
%|u|2 + H(%)

)
(τ) dx+

∫ τ

0

∫
Ω

(
µ|∇u|2 + (µ+ λ)|divu|2

)
dx dt ≤E0 . (2.6)

Note that the existence of weak solutions emanating from the finite energy initial data is well-known
on bounded Lipschitz domains under assumptions (1.4) and (1.5) provided γ > d/(d− 1), see Lions [37]
for "large" values of γ, Feireisl and coauthors [17] for γ > d/(d − 1). More details about this problem
are avaible in monographs [37], [13], [38].

Remark 1. The density % satisfies the conservation of mass that is∫
Ω
%(t) dx = M0 a.e in (0, T ). (2.7)
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Let us now introduce the notion of relative energy. We first introduce the function

E : [0,∞)× (0,∞)→ R,
(%, r) 7→ E(%|r) = H(%)−H′(r)(%− r)−H(r),

(2.8)

where H is defined by (2.1). Since p satisfies the thermodynamic stability condition that is

p′ > 0 on R?+,

the function H is strictly convex on R?+ and we have

E(%|r) ≥ 0 and E(%|r) = 0 ⇔ % = r.

More precisely, E satisfies the following algebraic inequality whose straightforward proof is left to the
reader:

Lemma 2.1. Let 0 < a < b <∞. Then there exists a number c = c(γ, p∞, a, b,min[a,b] p,min[a/2,2b] p
′) >

0 such that for all % ∈ [0,∞) and r ∈ [a, b]

E(%|r) ≥ c(a, b)
(
%γ1R+\[a/2,2b](%) + 1R+\[a/2,2b](%) + (%− r)21[a/2,2b](%)

)
≥ c(a, b, γ)

(
|%− r|γ1R+\[a/2,2b](%) + (%− r)21[a/2,2b](%)

)
. (2.9)

In order to measure a “distance” between a weak solution (%,u) of the compressible Navier-Stokes
system and any other state (r,U) of the fluid , we introduce the relative energy functional, defined by

E(%,u
∣∣∣r,U) =

∫
Ω

(1

2
%|u−U |2 + E(% | r)

)
dx. (2.10)

It was proved recently in [15] that, provided assumption (1.5) holds, any weak solution satisfies the
following so-called relative energy inequality

E(%,u
∣∣∣r,U)(τ)− E(%,u

∣∣∣r,U)(0)

+

∫ τ

0

∫
Ω

(
µ|∇(u−U)|2 + (µ+ λ)| div(u−U)|2

)
dx dt

≤
∫ τ

0

∫
Ω

(
µ∇U : ∇(U − u) + (µ+ λ) divU div(U − u)

)
dxdt

+

∫ τ

0

∫
Ω
%∂tU · (U − u) dx dt +

∫ τ

0

∫
Ω
%u · ∇U · (U − u) dxdt

+

∫ τ

0

∫
Ω

r − %
r

p′(r)∂tr dxdt−
∫ τ

0

∫
Ω

%

r
p′(r)∇r · udx dt

−
∫ τ

0

∫
Ω
p(%) divU dx dt . (2.11)

for a.a. τ ∈ (0, T ), and for any pair of test functions

r ∈ C1([0, T ]× Ω), r > 0, U ∈ C1([0, T ]× Ω)3, U |∂Ω = 0.

Moreover if (r,U) is a sufficiently strong solution to problem (1.1)–(1.5) emanating from initial data
(r0,U0), the right member becomes quadratic in difference (%− r,u−U) and inequality (2.11) reduces

E(%,u
∣∣∣r,U)(τ) +

∫ τ

0

∫
Ω

(
µ|∇(u−U)|2 + (µ+ λ)|div(u−U)|2

)
dx dt

≤ E(%0,u0

∣∣∣r(0),U(0)) +

∫ τ

0
R(%,u

∣∣∣r,U) dt (2.12)
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where

R(%,u
∣∣∣r,U) =

∫
Ω

(%− r)(∂tU +U · ∇U) · (U − u) dx+

∫
Ω
%(u−U) · ∇U · (U − u) dx

+

∫
Ω

∇p(r)
r

(r − %) · (u−U) dx−
∫

Ω
(p(%)− p′(r)(%− r)− p(r)) divU dx. (2.13)

In order to obtain a stability result of strong solutions in the class of weak solutions, the goal is to find
an estimate of the left hand side of from below by (2.12) by

c

∫ τ

0
‖u−U‖2W 1,2(Ω)3 dx− c′

∫ τ

0
E(%,u

∣∣∣r,U)(t) dt +E(%,u
∣∣∣r,U)(τ) (2.14)

and thanks to lemma 2.1 the right hand side from above by

E(%0,u0

∣∣∣r(0),U(0)) + δ

∫ τ

0
‖u−U‖2W 1,2(Ω)3 dx+ c′(δ)

∫ τ

0
a(t)E(%,u

∣∣∣r,U)(t) dt (2.15)

with any δ > 0, where c > 0 is independent of δ, c′ ≥ 0, c′ = c′(δ) > 0 and a ∈ L1(0, T ). This process
leads to the estimate

E(%,u
∣∣∣r,U)(τ) ≤ E(%0,u0

∣∣∣r(0),U(0)) + c

∫ τ

0
a(t)E(%,u

∣∣∣r,U)(t) dt . (2.16)

It remains to conclude by using Gronwall Lemma. This implies the stability of strong solutions in the
class of weak solutions. The exact statement is formulated in the following proposition, see [15].

Proposition 2.1 (Estimate on the relative energy). Let Ω be a bounded Lipschitz domain. Assume that
the viscosity coefficients satisfy assumptions (1.4) and that the pressure p satisfy

p ∈ C([0,∞)), p ∈ C2(0,∞), p(0) = 0, p′(%) > 0 for all % > 0, lim
%→∞

p′(%)

%γ−1
= p∞ > 0,

where γ > 6
5 . Let (%,u) be a weak solution to problem (1.1)–(1.5) emanating from initial data (%0 > 0,u0),

with finite energy E0 and finite mass M0 =
∫

Ω %0dx > 0. Let (r,U) that belongs to the class

0 < r ≤ r ≤ r, r ∈ L∞((0, T )× Ω), (2.17a)

U ∈ L2(0, T ;H1
0 (Ω)3), (2.17b)

∇r,∇2U ∈ L2(0, T ;Lq(Ω)), q > max(3,
6γ

5γ − 6
), (2.17c)

be a strong solution of the same equations with initial data (r(0),U(0)) = (r0,U0). Then there exists

c = c(T,Ω,M0,E0, r, r, γ, ‖ divU‖L1(0,T ;L∞(Ω)), ‖(∇r,∇2U)‖L2(0,T ;Lq(Ω)12)) > 0

such that for almost all t ∈ (0, T ),

E(%,u
∣∣∣r,U)(t) ≤ cE(%0,u0

∣∣∣r0,U0). (2.18)

The goal of the present paper is to obtain estimate of type (2.18) for (%,u) being a numerical solution
of Problem (1.1)-(1.5) obtained by the MAC discretization.

3 The numerical scheme

3.1 Space discretization

We assume that the closure of the domain Ω is a union of closed rectangles (d = 2) or closed orthogonal
parallelepipeds (d = 3) with mutually disjoint interiors, and, without loss of generality, we assume that
the edges (or faces) of these rectangles (or parallelepipeds) are orthogonal to the canonical basis vectors,
denoted by (e(1), . . . , e(d)),
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Definition 3.1 (MAC grid). A discretization of Ω with MAC grid, denoted by D, is given by D = (M,E),
where:

- The density and pressure (or primal) grid denoted by M, consists of a union of possibly non uniform
(closed) rectangles (d=2) or (closed) parallelpipeds (d = 3), the edges (or faces) of these rectangles
(or parallelepipeds) are orthogonal to the canonical basis vectors; a generic cell of this grid is denoted
by K ( a closed set), and its mass center xK . It is a conforming grid, meaning that

Ω = ∪K∈MK, where int(K) ∩ int(L) = ∅ whenever (K,L) ∈M2, K 6= L, (3.1)

and if K ∩ L 6= ∅ then K ∩ L is a common face or edge or vertex of K and L. A generic face
(or edge in the two-dimensional case) of such a cell is denoted by σ ∈E(K) (a closed set), and its
mass center xσ, where E(K) denotes the set of all faces of K. We denote by nσ,K the unit normal
vector to σ outward K. The set of all faces of the mesh is denoted by E; we have E = Eint ∪Eext,
where Eint (resp. Eext) are the edges of E that lie in the interior (resp. on the boundary) of the
domain. The set of faces that are orthogonal to the ith unit vector e(i) of the canonical basis of Rd

is denoted by E(i), for i = 1, . . . , d. We then have E(i) = E
(i)
int ∪E

(i)
ext, where E

(i)
int (resp. E(i)

ext) are the
edges of E(i) that lie in the interior (resp. on the boundary) of the domain. Finally, for i = 1, ..., d

and K ∈M, we denote E(i)(K) = E(K) ∩E(i) and E
(i)
int(K) = E(K) ∩E(i)

int.

- For each σ ∈E, we write that σ = K|L if σ = ∂K∩∂L and we write that σ =
−−→
K|L if, furthermore,

σ ∈ E(i) and (xL − xK) · e(i) > 0 for some i ∈ [|1, d|] ≡ {1, . . . , d}. A primal cell K will be denoted
K = [

−→
σσ′] if σ, σ′ ∈E(i) ∩E(K) for some i = 1, . . . , d are such that (xσ′ −xσ) · e(i) > 0. For a face

σ ∈E, the distance dσ is defined by:

dσ =

{
d(xK ,xL) if σ = K|L ∈Eint,

d(xK , xσ) if σ ∈Eext ∩E(K)
(3.2)

where d(·, ·) denotes the Euclidean distance in Rd.
- A dual cell Dσ associated to a face σ ∈E is defined as follows:

∗ if σ = K|L ∈ Eint then Dσ = Dσ,K ∪ Dσ,L, where Dσ,K- a closed set (resp. Dσ,L -a closed
set) is the half-part of K (resp. L) adjacent to σ (see Fig. 1 for the two-dimensional case) ;
∗ if σ ∈Eext is adjacent to the cell K, then Dσ = Dσ,K .

The dual grid {Dσ}σ∈E(i) of Ω (sometimes called the i-th velocity component grid) verifies for each
fixed i ∈ {1, . . . , d}

Ω = ∪σ∈E(i)Dσ, int(Dσ) ∩ int(Dσ′) = ∅, σ, σ′ ∈E(i), σ 6= σ′. (3.3)

- A dual face separating two neighboring dual cells Dσ and Dσ′ is denoted by ε = σ|σ′ or ε = Dσ|Dσ′

(a closed set) or ε =
−−→
σ|σ′ when specifying its orientation: more precisely we write that ε =

−−→
σ|σ′

if (xσ′ − xσ) · e(j) > 0 for some j ∈ [|1, d|]. The set of all faces of Dσ is denoted Ẽ(Dσ);
it is decomposed to the set of external faces Ẽext(Dσ) = {ε ∈ Ẽ(Dσ)|ε ⊂ ∂Ω} and the set of
internal faces Ẽint(Dσ) = {ε ∈ Ẽ(Dσ)|intd−1ε ⊂ Ω}, where intd−1 denote the interior in the
topology of Rd−1. The set of all dual faces of the dual grid {Dσ}σ∈E(i) is decomposed into the
internal and boundary edges: Ẽ(i) = Ẽ

(i)
int ∪ Ẽ

(i)
ext, where Ẽ

(i)
int = {ε = σ|σ′ |σ, σ′ ∈ E(i)} and

Ẽ
(i)
ext = {ε = ∂Dσ ∩ ∂Ω |σ ∈ E(i), ∂Dσ ∩ ∂Ω 6= ∅}. We denote by nε,Dσ the unit normal vector

to ε ∈ Dσ outward Dσ.

We denote for further convenience nε and nσ a normal unit vector to face ε and σ, respectively.
We write ε ⊥ σ resp. σ⊥σ

′ iff nε · nσ = 0 resp. nσ · nσ′ = 0. Similarly we write ε ⊥ e(j)

resp. σ ⊥ e(j) iff nε and e(j) resp. nσ and e(j) are parallel. We also denote by ab the segment
{a + t(b − a)|t ∈ [0, 1]}, where (a,b) ∈ R2d, and by xε resp. xσ∩ε the mass centers of the face ε
resp. of the set σ ∩ ε (provided it is not empty).

- In order to define bi-dual grid, we introduce the set Ẽ
(i,j)

= {ε ∈ Ẽ
(i) | ε ⊥ e(j)} of dual faces of

the i-th component velocity grid that are orthogonal to e(j). A bi-dual cell Dε associated to a face
ε ∈ Ẽ is defined as follows:
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∗ If ε =
−−→
σ|σ′ ∈ Ẽ

(i,j) ∩ Ẽ(i)
int then Dε = ε×xσxσ′ (see Figure 2). (We notice that, if σ, σ′ ∈E(i)

with K =
−−→
[σσ′] ∈M and ε = σ|σ′ then Dε = K.)

∗ If ε ∈ Ẽ
(i,j) ∩ Ẽ(i)

ext with ε ∈ Ẽ(Dσ) and i 6= j then Dε = ε× xσxσ∩ε.

In the list above we did not consider the sitution ε ∈ Ẽ
(i,i) ∩ Ẽ

(i)
ext with ε ∈ Ẽ(Dσ). In this case

ε = σ ⊂ ∂Ω, and we set for completeness Dε = ∅.
It is to be noticed that, for each fixed couple (i, j) ∈ {1, . . . , d}2

∪ε∈Ẽ(i,j) Dε = Ω, int(Dε) ∩ int(Dε′) = ∅, ε 6= ε′, ε, ε′ ∈ Ẽ(i,j). (3.4)

To any dual face ε ∈ Ẽ
(i)
, we associate a distance dε

dε =


d(xσ,xσ′) if ε ∈ Ẽ

(i,j) ∩ Ẽ(i)
int,

d(xσ,xσ∩ε) if ε ∈ Ẽ
(i,j) ∩ Ẽ(i)

ext with ε ∈ Ẽ(Dσ) and i 6= j,
dσ if ε ∈ Ẽ

(i,i) ∩ Ẽ(i)
ext with ε ∈ Ẽ(Dσ).

(3.5)

(We notice that the last line in the above definition is irrelevant and pure convention, since in that
case Dε = ∅.)

- We also define the size of the mesh by

hM = max{hK ,K ∈M} (3.6)

where hK stands for the diameter of K. Moreover if K = [
−→
σσ′] where σ, σ′ ∈E(i) ∩E(K) for some

i = 1, . . . , d we will denote

h
(i)
K =

|K|
|σ|

=
|K|
|σ′|

. (3.7)

In the above |A| denotes the Rd− resp. Rd−1− dimensional Lebsgue measure of A ⊂ Rd resp.
A ⊂ Rd−1.

We measure the regularity of the mesh through the positive real number ηM defined by

ηM = max{ |σ|
|σ′|

, σ ∈E(i), σ′ ∈E(j), (i, j) ∈ {1, ..., d}2, i 6= j}. (3.8)

Finally, we denote by hσ the diameter of the face σ ∈E.

- Some geometric notions introduced in this definition are exposed in the figures 1 and 2:

Definition 3.2 (Discrete spaces). Let D = (M,E) be a MAC grid in the sense of Definition 3.1. The
discrete density and pressure space LM is defined as the set of piecewise constant functions over each
of the grid cells K of M, and the discrete i − th velocity component space H(i)

E as the set of piecewise
constant functions over each of the grid cells Dσ , σ ∈ E(i). As in the continuous case, the Dirichlet
boundary conditions (1.3) are (partly) incorporated in the definition of the velocity spaces, and, to this
purpose, we introduce H(i)

E,0 ⊂ H
(i)
E , i = 1, . . . , d, defined as follows:

H
(i)
E,0 =

{
v ∈ H(i)

E , v(x) = 0 ∀x ∈ Dσ, σ ∈ Ẽ
(i)
ext, i = 1, . . . , d

}
.

We then set HE,0 =
∏d
i=1H

(i)
E,0. Since we are dealing with piecewise constant functions, it is useful to

introduce the characteristic functions XK ,K ∈ M and XDσ , σ ∈ E of the density (or pressure) and
velocity cells, defined by

XK(x) =

{
1 if x ∈ K,
0 if x 6∈ K,

XDσ(x) =

{
1 if x ∈ Dσ,

0 if x 6∈ Dσ.

We can then write a function v ∈ HE,0 as v = (v1, . . . , vd) with vi =
∑
σ∈E(i)

int

vσXDσ , i ∈ [|1, d|] and a

function q ∈ LM as q =
∑
K∈M

qKXK .
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Dσ

K

L

σ = K|L σ′′×

×

×

xσ′

xσ xσ′′

ε2 ε3

σ′

ε1 = σ|σ′

∂Ω

dε3dε2

dε1

Figure 1: Notations for control volumes and dual cells

K L

σ
=
K
|L

Dσ

Dε

σ′

ε = σ|σ′

M N

Figure 2: Notations for bi-dual cells

3.2 Time discretization

Let us now turn to the time discretization of Problem 1.1. We consider a partition 0 = t0 < t1 < · · · <
tN = T of the time interval (0, T ), and, for the sake of simplicity, a constant time step δt = tn − tn−1;
hence tn = nδt for n ∈ {0, · · · , N}. We denote respectively by {unσ, σ ∈ E

(i)
int , i ∈ {1, · · · , d}, n ∈

{0, · · · , N}}, and {%nK ,K ∈ M, n ∈ {1, · · · , N}) the sets of discrete i-th component of velocity and
density unknowns. For σ ∈ E

(i)
int , i ∈ {1, · · · , d} the value unσ is an expected approximation of the mean

value over (tn−1, tn)×Dσ of the i-th component of the velocity of a weak solution, while for K ∈M the
value %nK is an expected approximation of the mean value over (tn−1, tn) ×K of the density of a weak
solution. To the discrete unknowns, we associate piecewise constant functions on time intervals and on
primal or dual meshes, which are expected approximation of weak solutions, For the velocities, these
constant functions are of the form:

ui(t,x) =
N∑
n=1

∑
σ∈E(i)

int

unσXDσ(x)X(tn−1,tn)(t),

where X(tn−1,tn) is the characteristic function of the interval (tn−1, tn). We denote by Xi,E,δt the set of
such piecewise constant functions on time intervals and dual cells, and we set XE,δt =

∏d
i=1Xi,E,δt. For

the density, the constant function is of the form:

%(t,x) = %nK for x ∈ K and t ∈ (tn−1, tn),

and we denote by YM,δt the space of such piecewise constant functions.
For a given u ∈XE,δt associated to the set of discrete velocity unknowns {unσ, σ ∈E

(i)
int , i ∈ {1, · · · , d}, n ∈

{1, · · · , N}}, and for n ∈ {1, · · · , N}, we denote by uni ∈ H
(i)
E,0 the piecewise constant function defined

9



by uni (x) = unσ for x ∈ Dσ, σ ∈ E
(i)
int , and set un = (un1 , . . . , u

n
d )t ∈ HE,0. We sometimes write uni,σ

instead of unσ in order to avoid all confusion. Notice that uni,σ may be non zero for σ ∈ E
(i)
int while it

is zero whenever σ ∈ E
(i)
ext. In the same way, given % ∈ YM,δt associated to the discrete density un-

knowns {%nK ,K ∈M, n ∈ {1, · · · , N}} we denote by %n ∈ LM the piecewise constant function defined by
%n(x) = %nK for x ∈ K, K ∈M.

Finally, the discrete initial condition (%0,u0) ∈ LM×HE,0 is such that %0 > 0 and the discrete initial
total mass and energy are respectively defined by

M0,M =

∫
Ω
%0 dx, E0,M =

∫
Ω

1

2
%0|u0|2 dx+

∫
Ω
H(%0) dx. (3.9)

3.3 The numerical scheme

We consider an implicit-in-time scheme, which reads in its fully discrete form, for 1 ≤ n ≤ N and
1 ≤ i ≤ d :

1

δt
(%n − %n−1) + divup

M (%nun) = 0, (3.10a)

1

δt
(%̂n

(i)
uni − %̂n−1

(i)
un−1
i ) + div

(i)
E (%nununi )− µ∆

(i)
E uni

− (µ+ λ)ði divM u
n + ðip(%n) = 0, (3.10b)

where the terms introduced for each discrete equation are defined hereafter.

3.3.1 Mass balance equation

Equation (3.10a) is a finite volume discretization of the mass balance (1.1a) over the primal mesh. The
discrete "upwind" divergence is defined by

divup
M : LM ×HE,0 −→ LM

(%,u) 7−→ divup
M (%u) =

∑
K∈M

1

|K|
∑

σ∈E(K)

Fσ,K(%,u) XK ,
(3.11)

where Fσ,K(%,u) stands for the mass flux across σ outward K, which, because of the Dirichlet boundary
conditions, vanishes on external faces and is given on the internal faces by:

∀σ = K|L ∈Eint, Fσ,K(%,u) = |σ| %up
σ uσ,K , (3.12)

where uσ,K is an approximation of the normal velocity to the face σ outward K, defined by:

uσ,K = uσ e
(i) · nσ,K for σ ∈E(i) ∩E(K). (3.13)

Thanks to the boundary conditions, uσ,K vanishes for any external face σ. The density at the internal
face σ = K|L is obtained by an upwind technique:

%up
σ =

∣∣∣∣∣ %K if uσ,K ≥ 0,

%L otherwise.
(3.14)

Note that any solution (%n,un) ∈ LM × HE,0 to (3.10a) satisfy %nK > 0, ∀K ∈ M provided %n−1
K >

0, ∀K ∈ M and in particular p(%n) makes sense. The positivity of the density %n in (3.10a) is not
enforced in the scheme but results from the above upwind choice. Indeed, for a given velocity field, the
discrete mass balance (3.10a) is a linear system for %n the matrix of which is an invertible matrix with a
non negative inverse [20, Lemma C.3].

Note also that, with this definition, we have the usual finite volume property of local conservativity
of the flux through a primal face σ = K|L i.e.

Fσ,K(%,u) = −Fσ,L(%,u). (3.15)

10



Consequently, summing (3.10a) over K ∈ M immediately yields the total conservation of mass, which
reads:

∀n = 1, ...N,

∫
Ω
%n dx =

∫
Ω
%0 dx. (3.16)

This is a discrete version of (2.7).

3.3.2 The momentum equation

We now turn to the discrete momentum balances (3.10b), which are obtained by discretizing the momen-
tum balance equation (1.1b) on the dual cells associated to the faces of the mesh.

The discrete convective operator - The discrete divergence of the convective term %u ⊗ u is
defined by

divup
E : LM ×HE,0 −→ HE,0

(%,u) 7−→ divup
E (%u⊗ u) = (div

(1)
E (%uu1), ...,div

(d)
E (%uud)),

(3.17)

where for any 1 ≤ i ≤ d, the ith component of the above operator reads:

div
(i)
E : LM ×HE,0 −→ H

(i)
E,0

(%,u) 7−→ div
(i)
E (%uui) =

∑
σ∈E(i)

int

1

|Dσ|
∑

ε∈Ẽ(Dσ)

Fε,σ(%,u) uε XDσ ,
(3.18)

where the quantity Fε,σ = Fε,σ(%,u) stands for a mass flux through the dual faces of the mesh and uε
stands for an approximation of ith component of the velocity over ε. These quantities are defined in
(3.19), (3.20), (3.25).

Let σ ∈E
(i)
int (without loss of generality). The dual flux Fε,σ(%,u) is defined as follows

- First case – The vector e(i) is normal to ε, so ε is included in a primal cell K, and we denote by
σ′ the second face of K which, in addition to σ, is normal to e(i). We thus have ε = Dσ|Dσ′ (see
Figure 3.3.2). Then the mass flux through ε is given by:

Fε,σ(%,u) =
1

2

[
Fσ,K(%,u) nε,Dσ · nσ,K + Fσ′,K(%,u) nε,Dσ · nσ′,K

]
. (3.19)

where nε,Dσ stands for the unit normal vector to ε outward Dσ.

- Second case – The vector e(i) is tangent to ε, and ε is the union of the halves of two primal faces
τ and τ ′ such that τ ∈ E(K) and τ ′ ∈ E(L) (see Figure 3.3.2). The mass flux through ε is then
given by:

Fε,σ(%,u) =
1

2

[
Fτ,K(%,u) + Fτ ′,L(%,u)

]
. (3.20)

K L

σ
=
K
|L

Dσ

ε

ε
⊂
K

τ τ ′

Figure 3: Notations for the dual fluxes of the first component of the velocity.

We notice that the sum over ε ∈ Ẽ(Dσ) in formula (3.18) can be replaced by the sum over ε ∈ Ẽint(Dσ).
Note that, with this definition, we have the usual finite volume property of local conservativity of the

flux through a dual face ε = Dσ|Dσ′ i.e.

Fε,σ(%,u) = −Fε,σ′(%,u), (3.21)

and vanish through a dual face included in the boundary of Ω.
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In what follows we shall often use the abbreviated notation

Fσ,K(%n,un) = Fnσ,K , Fε,σ(%n,un) = Fnε,σ. (3.22)

The density on a dual cell is given by:

for σ ∈Eint, σ = K|L |Dσ| %Dσ
= |Dσ,K | %K + |Dσ,L| %L,

for σ ∈Eext, σ ∈E(K), %Dσ
= %K .

(3.23)

and we denote
for 1 ≤ i ≤ d, %̂(i) =

∑
σ∈E(i)

%DσXDσ .

These definitions of the dual mass fluxes and the dual densities ensures that a finite volume discretiza-
tion of the mass balance equation over the diamond cells holds:

∀1 ≤ i ≤ d, ∀σ ∈E
(i)
int ,

1

δt
(%nDσ − %

n−1
Dσ

) +
1

|Dσ|
∑

ε∈Ẽ(Dσ)

Fnε,σ = 0. (3.24)

This is a necessary condition to be able to derive a discrete kinetic energy balance (see Theorem 4.1).

Since the flux across a dual face lying on the boundary is zero, the values uε are only needed at the
internal dual faces, and we make the centered choice for their discretization, i.e., for ε = Dσ|Dσ′ ∈ Ẽ

(i)
int,

uε ≡ ui,ε =
uσ + uσ′

2
≡
ui,σ + ui,σ′

2
. (3.25)

Discrete divergence and gradient - The discrete divergence operator divM is defined by:

divM : HE −→ LM

u 7−→ divM u =
∑
K∈M

1

|K|
∑

σ∈E(K)

|σ|uσ,K XK ,
(3.26)

where uσ,K is defined in (3.13).
The discrete divergence of u = (u1, . . . , ud) ∈ HE,0 may also be written as

divM u =
d∑
i=1

∑
K∈M

(ðiui)KXK , (3.27)

where the discrete derivative (ðiui)K of ui on K is defined by

(ðiui)K =
|σ|
|K|

(uσ′ − uσ) with K = [
−→
σσ′], σ, σ′ ∈E(i). (3.28)

The gradient in the discrete momentum balance equation is defined as follows:

∇E : LM −→ HE,0

p 7−→∇Ep

∇Ep(x) = (ð1p(x), . . . ,ðdp(x))t,

(3.29)

where ðip ∈ H(i)
E,0 is the discrete derivative of p in the i-th direction, defined by:

ðip(x) =
|σ|
|Dσ|

(pL − pK) ∀x ∈ Dσ, for σ =
−−→
K|L ∈E

(i)
int , i = 1, . . . , d. (3.30)

Note that in fact, the discrete gradient of a function of LM must be defined on the internal faces, and
does not need to be defined on the external faces; we set it here in HE,0 (that is zero on the external
faces) for the sake of simplicity.

The gradient in the discrete momentum balance equation is built as the dual operator of the discrete
divergence which means (see [23]):
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Lemma 3.1 (Discrete div −∇ duality). Let q ∈ LM and v ∈ HE,0 then we have:∫
Ω
q divMv dx+

∫
Ω
∇Eq · v dx = 0. (3.31)

Discrete Laplace operator - For i = 1 . . . , d, we classically define the discrete Laplace operator of
the discrete i-th velocity component by:

−∆
(i)
E : H

(i)
E,0 −→ H

(i)
E,0

ui 7−→ −∆
(i)
E ui

−∆
(i)
E ui(x) =

1

|Dσ|
∑

ε∈Ẽ(Dσ)

φε,σ(ui), ∀x ∈ Dσ, for σ ∈E
(i)
int , (3.32)

where Ẽ(Dσ) denotes the set of faces of Dσ, and

φε,σ(ui) =


|ε|
dε

(uσ − uσ′) if ε = σ|σ′ ∈ Ẽ
(i)
int ,

|ε|
dε
uσ if ε ∈ Ẽ

(i)
ext ∩ Ẽ(Dσ)

(3.33)

where dε is defined by (3.5). Note that we have the usual finite volume property of local conservativity
of the flux through an interface ε = σ |σ′:

φε,σ(ui) = −φε,σ′(ui), ∀ε = σ|σ′ ∈ Ẽ
(i)
int . (3.34)

Then the discrete Laplace operator of the full velocity vector is defined by

−∆E : HE,0 −→ HE,0

u 7→ −∆Eu = (−∆
(1)
E u1, . . . ,−∆

(d)
E ud)

t.
(3.35)

Let us now recall the definition of the discrete H1
0 inner product [11]; it is obtained by multiplying

the discrete Laplace operator scalarly by a test function v ∈ HE,0 and integrating over the computational
domain. A simple reordering of the sums (which may be seen as a discrete integration by parts) yields,
thanks to the conservativity of the diffusion flux (3.34):

∀(u,v) ∈ HE,0
2,

∫
Ω
−∆Eu · v dx = [u,v]1,E,0 =

d∑
i=1

[ui, vi]1,E(i),0,

with [ui, vi]1,E(i),0 =
∑
ε∈Ẽ(i)

int
ε=σ|σ′

|ε|
dε

(uσ − uσ′) (vσ − vσ′) +
∑
ε∈Ẽ(i)

ext

ε∈Ẽ(Dσ)

|ε|
dε

uσ vσ
(3.36)

The bilinear forms

∣∣∣∣∣ H
(i)
E,0 ×H

(i)
E,0 → R

(u, v) 7→ [ui, vi]1,E(i),0

and

∣∣∣∣∣ HE,0 ×HE,0 → R
(u,v) 7→ [u,v]1,E,0

are inner products on H(i)
E,0 and

HE,0 respectively, which induce the following discrete H1
0 norms:

‖ui‖21,E(i),0
= [ui, ui]1,E(i),0 =

∑
ε∈Ẽ(i)

int

ε=
−−→
σ|σ′

|ε|
dε

(uσ − uσ′)2 +
∑
ε∈Ẽ(i)

ext

ε∈Ẽ(Dσ)

|ε|
dε

u2
σ for i = 1, ..., d, (3.37a)

‖u‖21,E,0 = [u,u]1,E,0 =

d∑
i=1

‖ui‖21,E(i),0
. (3.37b)

Since we are working on Cartesian grids, this inner product may be formulated as the L2 inner product
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Dε

uσ uσ′ε

(ð1u1)Dε =
uσ′ − uσ

dε

Dε

uσ

uσ′

ε

(ð2u1)Dε =
uσ′ − uσ

dε

Dε uσ

ε

(ð2u1)Dε =
−uσ
dε

Dε

uσ

ε

(ð2u1)Dε =
uσ
dε

Figure 4: Notations for the definition of the partial space derivatives of the first component of the velocity,
in two space dimensions.

of discrete gradients. Indeed, consider the following discrete gradient of each velocity component ui.

∇E(i)ui = (ð1ui, . . . ,ðdui) with ðjui =
∑
ε∈Ẽ(i)

ε⊥e(j)

(ðjui)Dε XDε , (3.38)

where the elements Dε of the bi-dual grid are defined in (3.4) (see also Figure 2) and

(ðjui)Dε =


uσ′ − uσ

dε
with ε =

−−→
σ|σ′,

−uσ
dε
e(j) · nε,Dσ with ε ∈ Ẽ

(i)
ext ∩ Ẽ(Dσ),

(3.39)

where nε,Dσ stands for the unit normal vector to ε outwardDσ, see Figure 4. This definition is compatible
with the definition of the discrete derivative (ðiui)K given by (3.28), since, if ε ⊂ K then Dε = K. Note
that the second line in (3.39) is zero provide i = j, or provided σ ∈ E

(i)
ext, ε ⊥ e(j) with i 6= j. With this

definition, it is easily seen that∫
Ω
∇E(i)u · ∇E(i)v dx = [u, v]1,E(i),0, ∀u, v ∈ H

(i)
E,0, ∀i = 1, . . . , d. (3.40)

where [u, v]1,E(i),0 is the discrete H1
0 inner product defined by (3.36). We may then define

∇Eu = (∇E(1)u1, . . . ,∇E(d)ud),

so that ∫
Ω
∇Eu : ∇Ev dx = [u,v]1,E,0.

We will need discrete Sobolev inequalites for the discrete approximations. The following lemma is
proved in [11].
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Lemma 3.2 (Discrete Sobolev inequalities). Let Ω be a bounded domain of Rd, d = 2 or d = 3, adapted to
the MAC-scheme (that is any finite union of rectangles in 2D or rectangular in 3D), and let D = (M,E)
be a MAC grid of Ω. Let q < +∞ if d = 2 and q = 6 if d = 3.Then there exists c = c(q, |Ω|, ηM)
depending on ηM in a nondecreasing way such that, for all u ∈ HE,0,

‖u‖Lq(Ω) ≤ c‖u‖1,E,0.

3.4 Projection operators

In this section we introduce several projection operators. We first define the mean-value interpolator over
LM:

PM : L1
loc(Ω) −→ LM

ϕ 7→ ϕM := PMϕ =
∑
K∈M

ϕK XK , (3.41)

with
ϕK =

1

|K|

∫
K
ϕ(x)dx, ∀K ∈M. (3.42)

This operator satisfies for any 1 ≤ p ≤ ∞ and for any r ∈ Lp(Ω),

‖PM r‖Lp(Ω) ≤ ‖r‖Lp(Ω). (3.43)

We also define over H(i)
E,0 the following interpolation operator P(i)

E :

P
(i)
E : H1

0 (Ω) −→ H
(i)
E,0

ϕ 7→ P
(i)
E ϕ =

∑
σ∈E(i)

int

ϕσ XDσ
, (3.44)

with
ϕσ =

1

|σ|

∫
σ
ϕ(x)dγ(x), ∀σ ∈E

(i)
int, (3.45)

where d γ(x) is the d− 1-Lebesgue measure on σ and we denote

PE = (P
(1)
E , ...,P

(d)
E ) ∈L(H1

0 (Ω)d,HE,0), vE := PEv (3.46)

its vector valued extension. This operator preserves the divergence in the following sense (see [22]):

∀v ∈ H1
0 (Ω)d,∀q ∈ LM,

∫
Ω
q divM PEv dx =

∫
Ω
q div v dx. (3.47)

This operator satisfies for any 1 ≤ p ≤ ∞ and for any U ∈W 1,p
0 (Ω)d,

‖PEU‖Lp(Ω)d ≤ c‖∇U‖Lp(Ω)d×d . (3.48)

where the constant c depends on d and p and on |Ω|.
In the following Lemma we recall some classical mean value inequalities. These inequalities are used

to obtain estimates involving the projector operators PM and PE previously defined.

Lemma 3.3. [Mean value inequalities]

1. Let D =
∏d
i=1(ai, bi) be a bounded open square of Rd, d ≥ 1. Let σ ⊂ ∂D be a face of D. Let

1 ≤ p ≤ ∞. There exists c only depending on d and p such that ∀v ∈W 1,p(D),

||v − vσ||Lp(D) ≤ c diam(D)‖∇v‖Lp(D)d , (3.49)

||v − vD||Lp(D) ≤ c diam(D)‖∇v‖Lp(D)d , (3.50)
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where vD = 1
|D|
∫
D v dx and vσ = 1

|σ|
∫
σ v d γ(x) (d γ(x) is the d − 1-Lebesgue measure on σ).

Moreover if v ∈ C2(D) then

|vD − v(xD)| ≤ ‖∇2v‖L∞(D)d×d diam(D)2, (3.51)

where xD stands for the center of mass of D and

|v(
x+ y

2
)− 1

2
(v(x) + v(y))| ≤ 1

8
‖∇2v‖L∞(Ω)d×d |x− y|2,∀x,y ∈ D. (3.52)

2. Let D = (M,E) be a MAC grid of the computational domain Ω, let 1 ≤ p ≤ ∞. Then there exsits
c only depending on p and on d such that for any (r,U) ∈W 1,p(Ω)×W 1,p

0 (Ω)d,

||r −PM r||Lp(Ω) ≤ chM‖∇v‖Lp(Ω)d , (3.53)

||U −PEU ||Lp(Ω)d ≤ chM‖∇U‖Lp(Ω)d×d , (3.54)

3. There exists c only depending on d and p and |Ω| and on ηM in a nondecreasing way such that for
any U ∈W 1,p

0 (Ω)d,
‖∇E PEU‖Lp(Ω)d×d ≤ c‖∇U‖Lp(Ω)d×d , (3.55)

Moreover if U ∈ C2(Ω)d,

‖ðjPEUi − ∂jUi‖L∞(Ω) ≤ chM‖∇2Ui‖L∞(Ω)d×d . (3.56)

Proof. Let us prove (3.50). Let us define the reference square D̂ = (0, 1)d and let ϕ = (ϕi)1≤i≤d defined
by

ϕi(xi) = (1− xi)ai + xibi.

One has for any v ∈W 1,p(D)

‖v‖Lp(D) = |D|
1
p ‖v ◦ϕ‖Lp(D̂) ‖∂iv‖Lp(D) =

|D|
1
p

bi − ai
‖∂i(v ◦ϕ)‖Lp(D̂). (3.57)

Since W 1,p(D̂) is compactly embedded in Lp(D̂) there exists c only depending on d and p such that for
any v ∈W 1,p(D̂)

‖v − vD̂‖Lp(D̂) ≤ c‖∇v‖Lp(D̂).

If p = +∞ one has

‖v − vD‖L∞(D) = ‖v − v ◦ϕD̂‖L∞(D) = ‖v ◦ϕ− v ◦ϕD̂‖L∞(D̂) ≤ c‖∇(v ◦ϕ)‖L∞(D̂).

Using (3.57) we infer that

‖∇(v ◦ϕ)‖L∞(D̂) ≤ cdiam(D)‖(∇v) ◦ϕ‖L∞(D̂) ≤ c diam(D)‖∇v‖L∞(D)

which gives (3.50). If 1 ≤ p <∞ one has for any v ∈W 1,p(D)

‖v−vD‖pLp(D) =

∫
D
|v−vD|p dx =

∫
D
|v−v◦ϕD̂|

p dx = |D|
∫
D̂
|v◦ϕ−v◦ϕD̂|

p dx ≤ c|D|‖∇(v◦ϕ)‖p
Lp(D̂)

.

Using (3.57) we infer that

‖∇(v ◦ϕ)‖p
Lp(D̂)

≤ c diam(D)p‖(∇v) ◦ϕ‖p
Lp(D̂)

≤ cdiam(D)p
1

|D|
‖∇v‖pLp(D)

which also gives (3.50). The proof of (3.49) is similar. Let us prove (3.51). We have

vD − v(xD) =
1

2|D|

∫
D

(∇2v(c(x))(x− xD)) · (x− xD) dx.

16



where c(x) ∈ D wich gives

|vD − v(xD)| ≤ ‖∇2v‖L∞(D)d×d
1

|D|

∫
D
|x− xD|2 dx.

Consequently
|vD − v(xD)| ≤ ‖∇2v‖L∞(D)d×d diam(D)2. (3.58)

Let us prove (3.52). A Taylor expansion of the function t→ v(tx+ (1− t)y) gives

v(x) = v(
x+ y

2
) +∇v(

x+ y

2
) · x− y

2
+

1

8
(∇2v(ξ)(x− y)) · (x− y).

v(y) = v(
x+ y

2
) +∇v(

x+ y

2
) · y − x

2
+

1

8
(∇2v(ξ̃)(x− y)) · (x− y).

where ξ, ξ̃ ∈ [x,y]. The expected result follows from the summation of the two previous identities. The
proof of (3.53) and (3.54) are trivial consequences of (3.49) and (3.50). The proof of (3.55) can be found
in [22]. Let us prove (3.56). By virtue of (3.4) one has

‖ðjPEUi − ∂jUi‖L∞(Ω) ≤ max
ε∈Ẽ(i,j)

‖ðjPEUi − ∂jUi‖L∞(Dε).

Moreover by virtue of (3.51) and (3.52) we can write for ε =
−−→
σ|σ′ ∈ Ẽ

(i)
int, ε ⊥ e(j), x ∈ Dε,

ðj(P
(i)
E Ui)Dε −

∂

∂xj
Ui(x) =

1

dε
((P

(i)
E Ui)σ′ − (P

(i)
E Ui)σ)− ∂

∂xj
Ui(x)

=
1

dε
(Ui(xσ′)− Ui(xσ))− ∂

∂xj
Ui(x) +Rε

=
∂

∂xj
Uni (xσ,σ′)−

∂

∂xj
Ui(x) +Rnε ,

where xσ,σ′ ∈ [xσ,xσ′ ], and where the remainder Rnε satisfies

|Rε| ≤ chM

with c > 0 dependent on ηM and on ‖∇2U‖L∞(Ω)d×d . Note that the case ε ∈ Ẽ
(i)
ext can be treated in the

same way. Consequently we have inequality

‖ðjPEUi − ∂jUi‖L∞(Dε) ≤ chM, ∀(i, j) ∈ {1, 2, 3}
2, ∀ε ∈ Ẽ

(i)
int, ε ⊥ e(j),

where the constant c depends on ‖∇2U‖L∞(Ω) and we obtain the expected result.

In the following defintion, we introduce two velocity interpolators.

Definition 3.3 (Velocity interpolators). 1. For a given MAC grid D = (M,E), we define, for i, j =
1, ..., d, the full grid velocity reconstruction operator with respect to (i, j) by

R
(i,j)
E : H

(i)
E,0 → H

(j)
E,0

v 7→R
(i,j)
E v =

∑
σ∈E(j)

int

(R
(i,j)
E v)σXDσ , (3.59)

where

(R
(i,j)
E v)σ = vσ if σ ∈E

(i)
int , (R

(i,j)
E v)σ =

1

card(Nσ)

∑
σ′∈Nσ

vσ′ otherwise, (3.60)

where, for any σ ∈Eint \E(i)
int , Nσ = {σ′ ∈E(i), Dσ ∩ σ′ 6= ∅}. (3.61)

We refer the reader to Figures 5 and 6 for the geometrical illustration of this notion.
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2. For any i = 1, ...d, we also define a projector from H
(i)
E into LM by

R
(i)
M : H

(i)
E → LM

v 7→R
(i)
M v =

∑
K∈M

(R
(i)
M v)KXK , (3.62)

where
(R

(i)
M v)K =

1

2

∑
σ∈E(i)(K)

vσ. (3.63)

We then define

RM : HE → LdM

v = (v1, ...vd) 7→RMv = (R
(1)
M v1, ...,R

(d)
M vd). (3.64)

K

L

σ = K|L

σ1 σ2

σ3 σ4

Figure 5: Set Nσ = {σ1, σ2, σ3, σ4} with σ ∈E
(j)
int (K), j 6= i in two dimensions (i = 1, j = 2)

K L

σ
=
K
|LDσtK

DσtL

DσbK
DσbL

Figure 6: Full grid velocity interpolate.

These operators satisfy the following stability estimate (see [23]).

Lemma 3.4. There exists c > 0, depending only on d, p and on ηM in a nondecreasing way such that for
any i, j = 1, ..., d and for any v ∈ H(i)

E,0,

‖R(i,j)
E v‖Lp(Ω) ≤ c‖v‖Lp(Ω), 1 ≤ p <∞, (3.65)

‖R(i)
M v‖Lp(Ω) ≤ chM‖ðiv‖Lp(Ω), 1 ≤ p ≤ ∞.

Moreover, the following lemma holds:

Lemma 3.5. There exists c > 0, depending only on d, p and on ηM in a nondecreasing way such that for
any i, j = 1, ..., d and for any v ∈ H(i)

E,0,

‖R(i,j)
E v − v‖Lp(Ω) ≤ chM‖∇E(i)v‖Lp(Ω), 1 ≤ p <∞, (3.66)

and
‖R(i)

M v − v‖Lp(Ω) ≤ chM‖ðiv‖Lp(Ω), 1 ≤ p ≤ ∞. (3.67)
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Proof. Let us prove (3.67). From the definition of R(i)
M (see (3.62)) we have for 1 ≤ p <∞

‖R(i)
M v − v‖pLp(Ω) =

∑
K∈M

‖R(i)
M v − v‖pLp(K) =

∑
K=[
−→
σσ′]

σ,σ′∈E(i)

(
‖R(i)

M v − v‖pLp(Dσ,K) + ‖R(i)
M v − v‖pLp(Dσ′,K)

)

≤ 1

2p
hpM

∑
K∈M

‖ðiv‖pLp(K) ≤ ch
p
M‖ðiv‖

p
Lp(Ω)

which gives the expected result. For p = +∞ we have

‖R(i)
M v−v‖L∞(Ω) ≤ max

K∈M
‖R(i)

M v−v‖L∞(K) = max
K=[
−→
σσ′]

σ,σ′∈E(i)

(
‖R(i)

M v−v‖L∞(Dσ,K) +‖R(i)
M v−v‖L∞(Dσ′,K)

)

≤ 1

2
hM

∑
K∈M

‖ðiv‖L∞(K) ≤ chM‖ðiv‖L∞(Ω).

This completes the proof of estimate (3.67).
Let us now prove (3.66). For the sake of simplicity we assume that d = 2, i = 1 and j = 2. Other

cases are similar. First we write

R
(i,j)
E v − v = R

(i,j)
E v −R

(i)
M v + R

(i)
M v − v

The second term in the right hand side of the previous equality is estimated uisng (3.67). Now using the
decomposition of Dσ established in Figure 7 we can write

‖R(i,j)
E v −R

(i)
M v‖pLp(Ω) =

∑
σ∈E(j)

‖R(i,j)
E v −R

(i)
M v‖pLp(Dσ)

=
∑

σ=K|L∈E(j)
int

‖R(i,j)
E v −R

(i)
M v‖pLp(Dσ,K) + ‖R(i,j)

E v −R
(i)
M v‖pLp(Dσ,L)

+
∑

σ∈E(j)
ext

‖R(i,j)
E v −R

(i)
M v‖pLp(Dσ)

≤
∑

σ=K|L∈E(j)
int

|Dσ,K ||(R(i,j)
E v)σ − (R

(i)
M v)K |p + |Dσ,L||(R(i,j)

E v)σ − (R
(i)
M v)L|p

+
∑

σ∈E(j)
ext ∩E(K)

|Dσ||(R(i)
M v)K |p

≤ chpM
∑
σ∈E(j)

int
σ=K|L

(‖ðjv‖pLp(D
σl

) + ‖ðjv‖pLp(Dσr )) + chpM

∑
ε∈Ẽ(i)

ext∩Ẽ
(i,j)

|Dε||(ðjui)Dε |p

≤ chpM‖ðjv‖
p
Lp(Ω).

This finishes the proof of Lemma 3.5.

The following algebraic identity is used to transform the terms involving dual fluxes into terms
involving primal fluxes, compare with [30, Chapter 3]. It is crucial for the transformation of the discrete
convective terms in the proof of the error estimates for the staggered schemes in general, and, in particular,
for the MAC scheme.

Lemma 3.6. Let % ∈ LM and u ∈ HE,0. Let i ∈ {1, . . . , d} and let ϕ =
∑

σ∈E(i)
int

ϕσχDσ ∈ H
(i)
E,0 be a

discrete scalar function. Let the primal fluxes be given by (3.12) and let the dual fluxes Fε,σ be given by
(3.19) or (3.20) (depending on the direction of nε with respect to e(i)). Then we have:

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)

Fε,σuεϕσ =
∑
K∈M

(R
(i)
M ϕ)K

d∑
j=1

∑
σ∈E(j)

int (K)

Fσ,K(R
(i,j)
E ui)σ +Ri(ui, ϕ)
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K

L

σ = K|L

Dσl

Dσr

σ1 σ2

σ3 σ4

xlσ xrσ

Figure 7: Decomposition of Dσ

where

Ri(ui, ϕ) =
∑
K∈M

∑
σ∈E(i)

int (K)

(ϕσ − (R
(i)
M ϕ)K)Fσ,K(uσ − (R

(i)
M ui)K)

+
∑
K∈M

∑
σ∈E(i)

int (K)

(ϕσ − (R
(i)
M ϕ)K)

d∑
j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

(ui,σ + ui,σ′

2
− (R

(i)
M ui)K

)
.

In the last sum we have denoted

Nτ,σ = {σ′ ∈E(i) | intd−1τ ∩ intd−1(Dσ|Dσ′) 6= ∅},

where σ ∈E
(i)
int(K), τ ∈E

(j)
int (K), j 6= i, intd−1 means interior in the topology of Rd−1.

K L

σ
=
K
|L

σ
′

Dσ

D′σ

ε

ε K
⊂
K

τ

Figure 8: Set Nτ,σ = {σ′} with τ ∈E
(j)
int (K), σ ∈E(i)(K), j 6= i in two dimensions (i = 1, j = 2)

Proof. We split the sum at the left hand side of the identity in Lemma 3.6 to two sums, first one over
faces ε parallel to faces σ and second one over faces ε orthogonal to sigma:

∑
σ∈E(i)

int

ϕσ

 ∑
ε∈Ẽ(Dσ)

Fε,σui,ε

 =
∑
σ∈E(i)

int

ϕσ

 ∑
ε∈Ẽint(Dσ)

Fε,σui,ε



=
∑
K∈M

∑
σ∈E(i)

int (K)

ϕσ

[ ∑
ε∈Ẽint(Dσ),ε∈K

Fε,σ ui,ε +

d∑
j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
ε∈Ñτ,σ

Fτ,K
2

ui,ε

]
,

where we have used definition (3.20) of Fε,σ and denoted for fixed σ ∈E
(i)
int(K) and τ ∈Eint(K)\E(i)

int(K),

Ñτ,σ = {ε ∈ Ẽ(Dσ) | ε ⊥ σ, ∅ 6= ε ∩K ⊂ τ}.

For further calculation we notice that (see Figure 9)

Nτ = ∪σ∈E(i)(K)Nτ,σ ∪E(i)(K), Ñτ,σ = {Dσ|Dσ′ |σ′ ∈Nτ,σ}, (3.68)
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K L

σ
=
K
|L

Dσ

ε K
⊂
K

ε
τ

Figure 9: Set Ñτ,σ = {ε} with τ ∈E
(j)
int (K), σ ∈E(i)(K), j 6= i in two dimnsions (i = 1, j = 2)

where Nτ,σ is defined in Lemma 3.6.
Realizing that the set {ε ∈ Ẽ(Dσ)|ε ∈ K} contains exactly one face denoted εK (see Figure 8), we

rewrite the above expression using definitions (3.25), (3.68) as follows

∑
σ∈E(i)

int

ϕσ

 ∑
ε∈Ẽ(Dσ)

Fε,σui,ε

 =
∑
K∈M

∑
σ∈E(i)

int (K)

ϕσ

[
FεK ,σ ui,εK +

d∑
j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

ui,σ + ui,σ′

2

]

=
∑
K∈M

∑
σ∈E(i)

int (K)

ϕσ

[
FεK ,σ ui,εK + Fσ,Kui,σ +

d∑
j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

ui,σ + ui,σ′

2

]

=
∑
K∈M

∑
σ∈E(i)

int (K)

(R
(i)
M (ϕ))K

[
Fσ,K ui,σ +

d∑
j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

ui,σ + ui,σ′

2

]

+
∑
K∈M

∑
σ∈E(i)

int (K)

[
ϕσ − (R

(i)
M (ϕ))K

][
Fεk,σui,εK + Fσ,Kui,σ +

d∑
j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

ui,σ + ui,σ′

2

]
.

In the above we have used the conservation (3.15) of primal fluxes (which gives in particular the identity∑
K∈M

∑
σ∈E(i)

int (K)
ϕσFσ,Kui,σ = 0) to pass from the first to the second expression, and the conservation

(3.21) of dual fluxes (in particular
∑

K∈M
∑

σ∈E(i)
int (K)

(R
(i)
M (ϕ))KFεK ,σui,εK = 0). Consequently,

∑
K∈M

∑
σ∈E(i)

int

ϕσ

 ∑
ε∈Ẽ(Dσ)

Fε,σui,ε

 =
∑
K∈M

(R
(i)
M (ϕ))KI

K
i +

∑
K∈M

JKi , (3.69)

where

IKi :=
∑

σ∈E(i)
int (K)

Fσ,K ui,σ +
d∑

j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ∈E(i)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

ui,σ + ui,σ′

2

and

JKi :=
∑

σ∈E(i)
int (K)

[
ϕσ − (R

(i)
M (ϕ))K

][
Fεk,σui,εK + Fσ,Kui,σ +

d∑
j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

ui,σ + ui,σ′

2

]
.

Employing (3.68) together with (3.60) (see also Figures 5 and 8) we easily find that

IKi =
d∑
j=1

∑
σ∈E(j)

int (K)

Fσ,K(R
(i,j)
E (ui))σ. (3.70)

In order to transform JKi , we first remark with help of (3.19) the identity

Fσ,K + FεK ,σ +

d∑
j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

=
1

2

∑
σ∈Eint(K)

Fσ,K ; (3.71)
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consequently,

∑
σ∈E(i)

int (K)

(ϕσ − (R
(i)
M ϕ)K)

Fσ,K + FεK ,σ +
d∑

j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

 =

 ∑
σ∈Eint(K)

Fσ,K

 ∑
σ∈E(i)(K)

ϕσ
2

− (R
(i)
M ϕ)K

 = 0,

where, we have used (3.63). Next we write

JKi =
∑

σ∈E(i)
int (K)

[
ϕσ − (R

(i)
M (ϕ))K

][
Fσ,K

(
ui,σ − (R

(i)
M (ui))K

)
+ FεK ,σ

(
ui,εK − (R

(i)
M (ui))K

)

+
d∑

j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

(ui,σ + ui,σ′

2
− (R

(i)
M (ui))K

)]

+
∑

σ∈E(i)
int (K)

[
ϕσ − (R

(i)
M (ϕ))K

][
Fεk,σ + Fσ,K +

d∑
j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

]
(R

(i)
M (ui))K ,

where
ui,εK − (R

(i)
M (ui))K = 0

(due to (3.63) and (3.25)) and

∑
σ∈E(i)

int (K)

[
ϕσ − (R

(i)
M (ϕ))K

][
Fεk,σ + Fσ,K +

d∑
j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

]
(R

(i)
M (ui))K = 0

due to (3.71). Consequently,

Ri(ui, ϕ) =
∑
K∈M

JKi =
∑
K∈M

∑
σ∈E(i)

int (K)

(ϕσ − (R
(i)
M ϕ)K)Fσ,K(uσ − (R

(i)
M ui)K)

+
∑
K∈M

∑
σ∈E(i)

int (K)

(ϕσ − (R
(i)
M ϕ)K)

d∑
j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fτ,K
2

(ui,σ + ui,σ′

2
− (R

(i)
M (ui))K

)
(3.72)

Putting together formulas (3.69), (3.70) and (3.72) concludes the proof of Lemma 3.6.

3.5 Main result: error estimates

Now, we are ready to state the main result of this paper. For the sake of clarity, we shall state the
theorem and perform the proofs only in the most interesting three dimensional case. The modifications
to be done for the two dimensional case, which is in fact more simple, are mostly due to the different
Sobolev embedings and are left to the interested reader.

Let us introduce the following functional space:

F =
{

(r,U) ∈ C1([0, T ]×Ω)4, 0 < r = inf
(t,x)∈QT

r(t, x),∇2U ∈ C([0, T ]×Ω)3, ∂2
t r ∈ L1(0, T ;Lγ

′
(Ω)),

∂t∇r ∈ L2(0, T ;L6γ/(5γ−6)(Ω)3), (∂2
tU , ∂t∇U) ∈ L2(0, T ;L6/5(Ω)12)

}
, (3.73)

endowed with the following norm

‖(r,U)‖F = ‖(r,U)‖C1([0,T ]×Ω)4 + ‖∇2U‖C([0,T ]×Ω)3 + ‖∂2
t r‖L1(0,T ;Lγ′ (Ω)) + ‖∂t∇r‖L2(0,T ;L6γ/(5γ−6)(Ω)3)

+ ‖∂2
tU‖L2(0,T ;L6/5(Ω)12) + ‖∂t∇U‖L2(0,T ;L6/5(Ω)12). (3.74)
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Let (r,U) ∈ F such that U = 0 on ∂Ω. Let us consider a MAC grid D = (M,E) of size hM and
regularity ηM of the computational domain Ω , a partition 0 = t0 < t1 < ... < tN = T of the time interval
[0, T ], which, for the sake of simplicity, we suppose uniform (where δt stands for the constant time step)
and (%,u) ∈ YM,δt×XE,δt a solution of the discrete problem (3.10). Inspired by (2.10), we introduce the
discrete relative energy functional

E(%n,un
∣∣∣rnM,Un

E ) =

∫
Ω

(1

2
%n|un −Un

E |2 + E(%n|rnM)
)

dx (3.75)

=
3∑
i=1

∑
σ∈E(i)

int

1

2
|Dσ|%nDσ |u

n
σ − Unσ |2 +

∑
K∈M

|K|E(%nK |rnK),

where
rn = r(tn, ·), Un = U(tn, ·), rnM = PM(rn), Un

E = PE(Un), (3.76)

where PM and PE are respectively defined in (3.41) and (3.46). Finally as in Proposition 2.1 we denote

0 < r = min
(0,T )×Ω

r, r = max
(0,T )×Ω

r, [∂tr]
n = ∂tr(t

n, ·). (3.77)

Let us now state that the discrete problem (3.10) admits at least one solution. This existence result
follows from standard arguments of the topological degree theory (see [8] for the theory, [10] for the first
application to a nonlinear scheme). We refer to Appendix A for its proof. The theorem reads:

Theorem 3.1. Let (%0,u0) ∈ LM ×HE,0 such that %0 > 0 (that is %0
K > 0 for any K ∈ M). There

exists a solution (u, %) ∈ HE,0 × LM of Problem (3.10). Moreover any solution is such that % > 0 a.e in
Ω (meaning that %nK > 0 for any n = 1, ..., N and for any K ∈M).

The following Theorem is the main result of the paper. It can be seen as a discrete version of inequality
(2.18).

Theorem 3.2 (Error estimate). Let Ω ⊂ R3 be a domain which is a union of orthogonal closed par-
allelepipeds with mutually disjoint interiors, and, without loss of generality, such that the faces of these
parallelepipeds are orthogonal to the canonical basis vectors. Assume that the viscosity coefficients satisfy
assumptions (1.4) and that the pressure p satisfy (1.5) where γ > 3

2 . Let D = (M,E) be a MAC grid of Ω
(see Definition 3.1 in Section 3), with step size hM (see (3.6)) and regularity ηM where ηM is defined in
(3.8). Let us consider a partition 0 = t0 < t1 < ... < tN = T of the time interval [0, T ], which, for the sake
of simplicity, we suppose uniform, where δt stands for the constant time step. Let (%,u) ∈ YM,δt ×XE,δt

be a solution of the discrete problem (3.10) emanating from (%0,u0) ∈ LM ×HE,0 such that %0 > 0 (the
existence of which granted by Theorem 3.1), and (r,U) ∈ F be a (strong) solution of problem (1.1). Then
there exists a constant c > 0 only depending on T, |Ω|, p0, p∞, µ, λ, γ, r,min[r,r] p,min[r/2,2r] p

′, ‖p‖C2([r,r]),
‖(r,U)‖F, on E0,M in a nondecreasing way and on ηM in a nondecreasing way such that

max
0≤n≤N

E(%n,un
∣∣∣rnM,Un

E ) ≤ c
(
E(%0,u0

∣∣∣r0
M,U

0
E) + hAM +

√
δt
)
, (3.78)

where
A = min(

2γ − 3

γ
,
1

2
). (3.79)

Remark 2.

1. As mentioned previously, Theorem 3.2 holds also in dimension 2 under the assumption that γ > 1.
The value of A in the error estimate (3.78) is{

A < min(2γ−2
γ , 1

2) if γ ∈ (1, 4
3 ],

A = 1
2 if γ > 4

3 .
(3.80)
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2. Suppose that the discrete initial data (%0,u0) coincides with the projection (PM r0,PEu0) of the
initial data determining the strong solution. Then formula (3.78) (combined with Lemma 2.1 and
with the fact that E0,M is bounded uniformly with respect to the mesh) provides, in terms of classical
Lebesgue spaces, the following bounds:

‖%n − rn‖2L2({r/2≤%n≤2r}) + ‖un −Un‖2L2({r/2≤%n≤2r}) ≤ c
(
hAM +

√
δt
)

for the "essential part" of the solution (where the numerical density remains bounded from above
and from below outside zero), and

|{%n ≤ r/2}|+ |{%n ≥ 2r}|+ ‖%n‖γLγ(Ω∩{%n≥2r}) + ‖%n|un −Un|2‖L1({%n≥2r}) ≤ c
(
hAM +

√
δt
)

for the "residual part" of the solution, where the numerical density can be "close" to zero or infinity.
(In the above formula, for B ⊂ Ω, |B| denotes the Lebesgue measure of B.) In particular, we obtain

‖%− r‖2L2({r/2≤%≤2r}) + ‖u−U‖2L2({r/2≤%≤2r}) ≤ c
(
hAM +

√
δt
)
.

Moreover, in the particular case of p(%) = %2 (that however represents a non physical situation)
E(%|r) = (%− r)2 and the error estimate (3.78) gives

‖%n − rn‖2L∞(0,T ;L2(Ω)) + ‖%n|un −Un|2‖L∞(0,T ;L1(Ω)) ≤ c
(√

hM +
√
δt
)

3. If we assume that the discrete density % is bounded from above uniformly with respect to (hM, δt),
the growth condition at infinity in (1.5) becomes irrelevant. In this case, following step by step proof
of Theorem 3.2 we obtain error estimate (3.78) with A = 1

2 for any γ ≥ 1. Compare with [14], where
the similar problem is treated for a Finite volume/Finite element method. This is qualitatively better
result than any other conditional error estimate in the mathematical literature dealing with finite
volume or mixed finite volume/finite element methods for compressible fluids (see [4], [10], [34],
[44], [48]), where the authors need to assume other bounds for the numerical solution, in addition
to the upper bound for the density.

4. Theorem 3.2 can be viewed as a discrete version of Proposition 2.1. It is to be noticed that the
assumptions on the constitutive law for pressure guaranteeing the error estimates for the scheme
(3.10) are somewhat stronger (γ ≥ 3/2) than the assumptions needed for the stability in the contin-
uous case (γ > 6

5). In particular, the asymptotic behaviour of the pressure for small densities is
not needed in the continuous case. The threshold value γ = 3/2 is however in accordance with the
existence theory of weak solutions. The assumptions on the regularity of the strong solution to be
compared with the discrete solution in the scheme are slightly stronger than those needed to establish
the stability estimates in the continuous case.

5. The assumption on the asymptotic behaviour of the pressure for small densities in (1.5) can be
relaxed for γ ≥ 2, see [24]. In particular Theorem 3.2 also holds for the isentropic pressure law
p(%) = %γ where γ ≥ 2.

The rest of the paper is devoted to the proof of Theorem 3.2. We employ the methodology inspired
by that one suggested in [15] in the continuous case. It can be summarized as follows:

1. We establish the energy identity for discrete solutions of the numerical scheme - see Theorem 4.1,
formula (4.1). This corresponds to the energy inequality (2.6) in the continuous case.

2. Knowing (4.1) we establish the discrete relative energy inequality for the discrete solution of the
numerical scheme with test functions taken in the discrete spaces introduced in Definition 3.2 - see
formula (5.1) in Theorem 5.1. This is a numerical counterpart of relative energy inequality (2.11)
in the continuous case.
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3. Now, we take first in the discrete relative energy inequality as test functions the projections (rM,UE)
of a smooth couple (r,U) and transform conveniently each term at its right hand side, see formula
(5.14) in Lemma 5.1. Then we take in the discrete relative energy inequality as test functions
the projections (rM,UE) of a strong solution (r,U) to the problem (1.1–1.3), in order to derive a
consistency error for the strong solution, see equality (6.1) in Lemma 6.1. We must do it in such
a way that the leading expressions in all terms at the right hand side of formulas (5.1) and (6.1)
are ’comparable’, provided (r,U) in both inequalities is a regular solution of problem (1.1–1.3).
In contrast with the error estimate [24] for the academic scheme [36], this process for the MAC
scheme (and for the staggered schemes, in general) is more involved and far to be obvious. The
difficulties are caused by the fact that the defects of ’structure’ of MAC discretization with respect
to the structure of the problem on the continuous level are more important than the same defects
of the academic scheme [36]. The most difficult terms in this process are the convective terms. It
is here, where Lemma 3.6 plays crucial role.

4. Combining Lemma 5.1 and Lemma 6.1 we obtain inequality (7.1). This inequality is a numerical
counterpart of relative energy inequality (2.12) in the continuous case.

5. We estimate conveniently the right hand side of inequality (7.1) in order to get the Gronwall type
estimate, see Lemma 7.1. The latter Lemma implies the result.

4 Mesh independent estimates

4.1 Energy Inequality

Our analysis starts with an energy equality (which can be seen as a discrete differential version of (2.6)),
which is crucial both in the convergence analysis and in the error analysis.

Theorem 4.1 (Energy estimate). Let (%,u) ∈ YM,δt × XE,δt be a solution of (3.10). Then for any
n = 1, ..., N , there exists %n−1,n ∈ LM such that min(%n−1, %n) ≤ %n−1,n ≤ max(%n−1, %n) and %nσ ∈
[min(%nK , %

n
L),max(%nK , %

n
L)], σ = K|L ∈Eint such that

1

δt

∫
Ω
H(%n)−H(%n−1) dx+

1

2δt

∫
Ω
%n|un|2 − %n−1|un−1|2 dx

+ µ||un||21,E,0 + (µ+ λ)||divM u
n||2L2(Ω) +

1

2δt

∫
Ω
%n−1|un − un−1|2 dx

+

∫
Ω

1

2δt
H′′(%n−1,n)(%n − %n−1)2 dx+

1

2

∑
σ∈Eint,σ=K|L

|σ|H′′(%nσ)(%nK − %nL)2|unσ,K | = 0. (4.1)

The notation and all discrete operators employed in formula (4.1) are introduced in Section 3.

Proof. Multiplying (3.10a) by H′(%n) and using a Taylor expansion we obtain the existence of %n−1,n ∈
LM such that min(%n−1, %n) ≤ %n−1,n ≤ max(%n−1, %n) and∫

Ω

H(%n)−H′(%n−1)

δt
dx+

∫
Ω

1

2δt
H′′(%n−1,n)(%n − %n−1)2 dx+

∫
Ω

divup
M (%nun)H′(%n) dx = 0. (4.2)

Using again a Taylor expansion (see for instance [21]) one has∫
Ω

divup
M (%nun)H′(%n) dx =

∫
Ω
p(%n) divM u

n dx+
1

2

∑
σ∈Eint,σ=K|L

|σ|H′′(%nσ)(%nK − %nL)2|unσ,K | (4.3)

where %nσ ∈ [min(%nK , %
n
L),max(%nK , %

n
L)]. Consequently∫

Ω

H(%n)−H(%n−1)

δt
dx+

∫
Ω

1

2δt
H′′(%n−1,n)(%n − %n−1)2 dx

+

∫
Ω
p(%n) divM u

n dx+
1

2

∑
σ∈Eint,σ=K|L

|σ|H′′(%nσ)(%nK − %nL)2|unσ,K | = 0. (4.4)
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Mutliplying (3.10b) by unσ, summing over σ ∈E
(i)
int and i = 1, 2, 3 and using (3.31) we infer that∫

Ω

%nun − %n−1un−1

δt
· un dx+ µ‖un‖21,E,0 + (µ+ λ)‖divM u

n‖2L2(Ω)

+
3∑
i=1

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)

Fnε,σu
n
ε u

n
σ −

∫
Ω
p(%n) divM u

n dx = 0. (4.5)

By virtue of the centered choice for unε (see (3.25)) we have

3∑
i=1

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)

Fnε,σu
n
ε u

n
σ =

3∑
i=1

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)

Fnε,σ
(unσ)2

2
. (4.6)

Multiplying (3.24) by (unσ)2

2 and summing over σ ∈E
(i)
int and i = 1, 2, 3 we infer that

1

2δt

∫
Ω

(%n − %n−1)|un|2 dx+

3∑
i=1

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)

Fnε,σ
(unσ)2

2
= 0 (4.7)

Subtracting (4.7) and (4.5) gives

1

2δt

∫
Ω
%n|un|2 − %n−1|un−1|2 dx+ µ‖un‖21,E,0 + (µ+ λ)‖divM u

n‖2L2(Ω)

+
1

2δt

∫
Ω
%n−1|un − un−1|2 dx−

∫
Ω
p(%n) divM u

n dx = 0. (4.8)

Consequently adding (4.4) to (4.8) together with (4.3) yields (4.1).

Remark 3. Theorem 4.1 shows that this numerical scheme is unconditionally stable, meaning that the
discrete energy inequality holds without any extra assumptions on the discrete solution.

The following estimates are obtained thanks to the identity (4.1) and Lemma 3.2. In particular
the numerical diffusion (4.16) is bounded due to the upwind discretization of convective terms and
assumptions (1.5), as is classical in the framework of the hyperbolic conservation laws, see e.g. [11].

Corollary 4.1. Let (%,u) ∈ YM,δt ×XE,δt be a solution of (3.10). Then we have

1. There exists c > 0 only depending on E0,M in a nondecreasing way (independent of hM and δt)
such that

‖u‖L2(0,T ;HE,0(Ω)) ≤ c, (4.9)

‖u‖L2(0,T ;L6(Ω)3) ≤ c, (4.10)

‖%|u|2‖L∞(0,T ;L1(Ω)) ≤ c, (4.11)

‖%‖L∞(0,T ;Lγ(Ω)) ≤ c, (4.12)

‖%u‖
L2(0,T ;L

6γ
γ+6 (Ω)3)

≤ c. (4.13)

2. If (r,U) ∈ L∞((0, T )× Ω)× L∞((0, T )× Ω)3, then

max
1≤n≤N

E(%n,un
∣∣∣rnM,Un

E ) ≤ c, (4.14)

where c depends on r, ‖U‖L∞((0,T )×Ω)3 ,E0,M in a nondecreasing way and the projections rM and
UE are defined in (3.76).
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3. There exists c only depending on E0,M in a nondecreasing way such that for any m = 1, ..., N

m∑
n=1

3∑
i=1

∑
σ∈E(i)

int

|Dσ|%n−1
Dσ
|unσ − un−1

σ |2 ≤ c. (4.15)

4. The following dissipation estimate due to the upwinding of the density in (3.10a) and (1.5) holds

δt

N∑
n=1

∑
σ=K|L∈Eint

|σ|
(%nK − %nL)2

[max(%nK , %
n
L)](2−γ)+

1{%nσ≥1} |unσ,K |

+ δt

N∑
n=1

∑
σ=K|L∈Eint

|σ|(%nK − %nL)21{%nσ<1} |unσ,K | ≤ c. (4.16)

where c depends on E0,M in a nondecreasing way and where the quantity %nσ is defined in Theorem
4.1. In the above the symbol 1{s≥1} is equal to 1 if s ≥ 1 and 0 if s < 1, while 1{s<1} is equal to 1
if s < 1 and 0 otherwise.

5 Relative energy inequality for the discrete problem

5.1 Exact relative energy inequality for the discrete problem

The goal of this section is to prove the discrete (differential) version of the relative energy inequality
(2.11).

Theorem 5.1 (Exact discrete relative energy). Any solution (%,u) ∈ YM,δt×XE,δt of the discrete problem
(3.10) satisfy

1

δt

(
E(%n,un

∣∣∣rn,Un)−E(%n−1,un−1
∣∣∣rn−1,Un−1)

)
+µ||un−Un||21,E,0 +(µ+λ)||divM(un−Un)||2L2(Ω)

≤
∫

Ω
(rn − %n)

H′(rn)−H′(rn−1)

δt
dx+

∫
Ω

divup
M (%nun)H′(rn−1) dx

+ µ[Un − un,Un]1,E,0 + (µ+ λ)

∫
Ω

divM(Un − un) divMU
n dx

−
∫

Ω
p(%n) divMU

n dx+

∫
Ω
%n−1U

n−1 −Un

δt
·
(
un−1 − 1

2
(Un−1 +Un)

)
dx

+
3∑
i=1

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)

Fnε,σU
n
σ

(
unε − Unε

)
(5.1)

for any 0 < r ∈ YM,δt, U ∈XE,δt.
The notation and all discrete operators employed in formula (5.1) are introduced in Section 3.

We notice, comparing the terms in the “discrete” formula (5.1) with the terms in the “continuous”
formula (2.11), that Theorem 5.1 represents a discrete counterpart of the “continuous” relative energy
inequality (2.11). The rest of this section is devoted to its proof. To this end, we shall follow the proof
of the “continuous” relative energy inequality (see [15] and [19]) and adapt it to the discrete case.

Proof. We proceed in several steps.
Investigation of the momentum equation (3.10b) : Multiplying (3.10b) by Un and integrating

over Ω we obtain∫
Ω

1

δt
(%nun − %n−1un−1) ·Un dx+

3∑
i=1

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)

Fnε,σu
n
εU

n
σ

+ µ[un,Un]1,E,0 + (µ+ λ)

∫
Ω

divM u
n divMU

n dx−
∫

Ω
pn divMU

n dx = 0
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We observe that

(%nun − %n−1un−1) ·Un = %nun · Un − %n−1un−1 ·Un−1 + %n−1un−1 · (Un−1 −Un).

Consequently

− 1

δt

∫
Ω
%nun ·Un−%n−1un−1 ·Un−1 dx =

1

δt

∫
Ω
%n−1un−1 ·(Un−1−Un) dx+

3∑
i=1

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)

Fnε,σu
n
εU

n
σ

+ µ[un,Un]1,E,0 + (µ+ λ)

∫
Ω

divM u
n divMU

n dx−
∫

Ω
pn divMU

n dx. (5.2)

Investigation of the dual continuity equation (3.24) : Multiplying (3.24) by 1
2 |U

n
σ |2 we obtain

1

2δt

∫
Ω

(%n − %n−1)|Un|2 dx+
1

2

3∑
i=1

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)

Fnε,σ|Unσ |2 = 0. (5.3)

Moreover due to (3.21)
1

2

3∑
i=1

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)

Fnε,σU
n
σU

n
σ′ = 0. (5.4)

We observe that∫
Ω

(%n − %n−1)|Un|2 dx =

∫
Ω
%n|Un|2 − %n−1|Un−1|2 dx+

∫
Ω
%n−1(Un−1 +Un) · (Un−1 −Un) dx.

which gives∫
Ω

1

2δt

(
%n|Un|2 − %n−1|Un−1|2

)
dx = − 1

2δt

∫
Ω
%n−1(Un−1 +Un) · (Un−1 −Un) dx

− 1

2

3∑
i=1

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)

Fnε,σ|Unσ |2. (5.5)

Investigation of the primal continuity equation (3.10a) : Multiplying the continuity equation by
H′(rn−1) and integrating over Ω we obtain

− 1

δt

∫
Ω

(%nH′(rn)−%n−1H′(rn−1)) dx = − 1

δt

∫
Ω
%n(H′(rn)−H′(rn−1)) dx+

∫
Ω

divup
M (%nun)H′(rn−1) dx.

(5.6)
Finally, thanks to the the convexity of the function H, we have

1

δt

∫
Ω

[(
rnH′(rn)−H(rn)

)
−
(
rn−1 H′(rn−1)−H(rn−1)

)]
dx =

1

δt

∫
Ω
rn
(
H′(rn)−H′(rn−1)

)
dx

− 1

δt

∫
Ω

(
H(rn)− (rn − rn−1)H′(rn−1)−H(rn−1)

)
dx

≤ 1

δt

∫
Ω
rn
(
H′(rn)−H′(rn−1)

)
dx. (5.7)

Conclusion : Summing (4.1), (5.2), (5.4), (5.5), (5.6) and (5.7) we obtain (5.1).

5.2 Approximate relative energy inequality for the discrete problem

The exact relative energy inequality as stated in Section 5.1 is a general inequality for the given numerical
scheme, however it does not immediately provide a comparison of the approximate solution with the
strong solution of the compressible Navier-Stokes equations. Its right hand side has to be conveniently
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transformed (modulo the possible appearance of residual terms vanishing as the space and time steps
tend to 0) to provide such comparison tool via a Gronwall type argument.

The goal of this section is to derive a version of the discrete relative energy inequality, still with
arbitrary (sufficiently regular) test functions (r,U), that will be convenient for the comparison of the
discrete solution with the strong solution.

Let us introduce some notations useful for the rest of the paper. Considering a solution (%,u) of
Problem 3.10, and (r,U) ∈ F we define for σ = K|L ∈Eint:

rn,up
σ =

∣∣∣∣∣ r
n
K if unσ,K ≥ 0,

rnL otherwise,
(5.8)

where rnK and uσ,K are respectively defined in (3.42) and (3.13). Note that rn,up
σ is not prescribed for

σ ∈ Eext (it is a consequence of the fact that uσ,K vanishes for σ ∈ E(K) ∩Eext). Similarly to (3.23)
we define

for σ ∈Eint, σ = K|L |Dσ| rnDσ
= |Dσ,K | rnK + |Dσ,L| rnL,

for σ ∈Eext, σ ∈E(K), rnDσ
= rnK .

(5.9)

For i = 1, ..., d and ε = Dσ|Dσ′ ∈ Ẽ
(i)
int we set

Unε =
(P

(i)
E Uni )σ + (P

(i)
E Uni )σ′

2
(5.10)

where P
(i)
E is defined in (3.44).

Starting from now, we shall use the following convention for the constants in estimates. We shall
denote by c a positive number which can take different values even in the same formula. It always
depend tacitly on the geometric and structural coefficients

T, |Ω|, p0, p∞, µ, λ, γ, (5.11)

and if not stated explicitly otherwise, on the characteristics of the strong solution

r,min
[r,r]

p, min
[r/2,2r]

p′, ‖p‖C2([r,r]), ‖(r,U)‖F (5.12)

and on
E0,M in a non decreasing way, ηM in a nondecreasing way. (5.13)

It is always independent of the size of the discretisation δt and hM.

Lemma 5.1 (Approximate discrete relative energy). Let (%,u) ∈ YM,δt × XE,δt be a solution of the
discrete problem (3.10) and (r,U) ∈ F such that U|∂Ω = 0. Then there exists c only depending on
parameters (5.11–5.13) such that for all m = 1, . . . , N :

E(%m,um
∣∣∣rmM,Um

E )− E(%0,u0
∣∣∣r0

M,U
0
E)

+ δt
m∑
n=1

(
µ||un −Un

E ||21,E,0 + (µ+ λ)||divM(un −Un
E )||2L2(Ω)

)
≤ δt

m∑
n=1

(
µ[Un

E − un,Un
E ]1,E,0 + (µ+ λ)

∫
Ω

divM(Un
E − un) divMU

n
E dx

)
+ δt

m∑
n=1

∫
Ω
%n−1

(Un
E −U

n−1
E

δt

)
·
(
Un

E − un
)

+ δt

m∑
n=1

∫
Ω

(rnM − %n)
p′(rnM)

rnM
[∂tr]

n dx

+ δt

m∑
n=1

3∑
i=1

∑
K∈M

3∑
j=1

∑
σ∈E(j)(K)

|σ|%n,up
σ (P

(j)
E Unj )σe

(j) · nσ,K

× (R
(i,j)
E (uni −P

(i)
E Uni ))σ((R

(i)
M (P

(i)
E Uni ))K − (P

(j)
E Uni )σ)

− δt
m∑
n=1

∫
Ω

%n

rnM
p′(rnM)RM(un) · ∇rn dx− δt

m∑
n=1

∫
Ω
p(%n) divUn dx+ Rm

M,δt +Gm
M,δt (5.14)
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for any pair (r,U) belonging to the class (3.73) such that U|∂Ω = 0, where

|Gm
M,δt| ≤

c

δ
δt

m∑
n=1

E(%m,um
∣∣∣rmM,Um

E ) + δ δt

m∑
n=1

‖un −Un
E‖21,E,0, (5.15)

with any δ > 0,
|Rm

M,δt | ≤ c(
√
δt+ hAM), (5.16)

and where A is given by (3.79).
The notation and all discrete operators employed in formula (5.14) are introduced in Section 3.

Proof. The right hand side of the relative energy inequality (5.1), after a summation over n and a
multiplication by δt, is a sum

∑6
i=1 Ti, where

T1 = δt

m∑
n=1

(
µ[Un

E ,U
n
E − un]1,E,0 + (µ+ λ)

∫
Ω

divMU
n
E divM(Un

E − un) dx
)
,

T2 = δt
m∑
n=1

∫
Ω
%n−1U

n
E −U

n−1
E

δt
·
(Un−1

E +Un
E

2
− un−1

)
dx,

T3 = δt
m∑
n=1

3∑
i=1

∑
σ∈E(i)

int

∑
ε∈Ẽ(Dσ)
ε=Dσ |Dσ′

Fnε,σU
n
σ

(
unε − Unε

)

T4 = −δt
m∑
n=1

∫
Ω
p(%n) divUn dx,

T5 = δt
m∑
n=1

∫
Ω

(rnM − %n)
H′(rnM)−H′(rn−1

M )

δt
dx,

T6 = δt

m∑
n=1

∫
Ω

divup
M (%nun)H′(rn−1

M ) dx

The term T1 and T4 will be kept as they are; all the other terms Ti will be transformed to a more
convenient form, as described in the following steps.
Step 1: Term T2. We have T2 = T2,1 +R2,1 with

T2,1 = δt
∑m

n=1

∫
Ω %

n−1
(
Un

E
−Un−1

E

δt

)
·
(
Un−1

E − un−1
)

dx,

R2,1 =
∑m

n=1

∫
Ω

1
2%
n−1|UnE − U

n−1
E |2 dx.

(5.17)

Thanks to the mass conservation (3.16), (4.12) and the Taylor formula applied to the function t→ U(t,x)

between tn−1 and tn we easily get
|R2,1| ≤ cδt (5.18)

where c depends on ||∂tU ||L∞([0,T ]×Ω)3 and on E0,M. Let us now decompose the term T2,1 as

T2,1 = T2,2 +R2,2, with T2,2 = δt

m∑
n=1

∫
Ω
%n−1

(Un
E −U

n−1
E

δt

)
·
(
Un

E − un
)

dx (5.19)

and R2,2 = δt
∑m

n=1R
n
2,2 where

Rn2,2 =

∫
Ω
%n−1

(Un
E −U

n−1
E

δt

)
·
(
Un−1

E −Un
E

)
dx−

∫
Ω
%n−1

(Un
E −U

n−1
E

δt

)
·
(
un−1 − un

)
dx.

By the same token as above, and using estimate (4.15) we may estimate the residual term as follows

|R2,2| ≤ c
√
δt (5.20)
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where c depends on ||∂tU ||L∞((0,T )×Ω)3 and on E0,M.
Step 2: Term T3. Using Lemma 3.6 we can write

T3 = δt

m∑
n=1

3∑
i=1

∑
K∈M

(R
(i)
M P

(i)
E Uni )K

3∑
j=1

∑
σ∈E(j)

int(K)

|σ|%n,up
σ unσ,K(R

(i,j)
E (uni −P

(i)
E Uni ))σ

+ δt

m∑
n=1

3∑
i=1

(Rn3,1,1,i +Rn3,1,2,i) = T3,1 +R3,1 (5.21)

where the reminder Rn3,1,i and R
n
3,2,i are respectively given by

Rn3,1,1,i =
∑
K∈M

∑
σ∈E(i)

int(K)

(
(P

(i)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K

)
Fnσ,K

(
unσ − (P

(i)
E Uni )σ − (R

(i)
M (uni −P

(i)
E Uni ))K

)
,

and
Rn3,1,2,i =

∑
K∈M

∑
σ∈E(i)

int (K)

(
(P

(i)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K

)

×
d∑

j=1,j 6=i

∑
τ∈E(j)

int (K)

∑
σ′∈Nτ,σ

Fnτ,K
2

(uni,σ + uni,σ′ − (P
(i)
E Uni )σ − (P

(i)
E Uni )σ′

2
− (R

(i)
M (uni −P

(i)
E Uni ))K

)
.

From the definition of R(i)
M and P

(i)
E , cf. (3.41), (3.44), we infer that

Rn3,1,1,i =
∑
K∈M

∑
σ∈E(i)

int(K)

1

4

|K|2

|σ|2
(ði(P

(i)
E Uni ))K(ði(ui −P

(i)
E Uni ))KF

n
σ,K

From (3.49) and the definition (3.28) of the discrete derivative, we infer that for any i ∈ {1, 2, 3} and
K ∈M

|(ði(P(i)
E Uni ))K | ≤ c,

where c depends on ηM and on ‖∇U‖L∞((0,T )×Ω)3×3 . Using the Hölder’s inequality we infer that

|Rn3,1,1,i| ≤ c
∑

σ∈E(i)
int,σ=K|L

√
hσ|σ|%nDσ |u

n
σ|‖ði(uni −P

(i)
E (Uni ))‖L2(K∪L)

≤ c
∑

σ∈E(i)
int,σ=K|L

√
hσ|σ||Dσ|−

γ+6
6γ ‖ði(uni −P

(i)
E (Uni ))‖L2(K∪L)‖%nuni ‖

L
6γ
γ+6 (Dσ)

,

where c depends on ‖∇U‖L∞((0,T )×Ω)3×3 and on ηM. We can write for all σ ∈E
(i)
int,

c1h
3
σ ≤ |Dσ| ≤ c2h

3
σ, c3h

2
σ ≤ |σ| ≤ c4h

2
σ

, where c1 and c3 depend on ηM in a nondecreasing way and c2 and c4 depend on ηM in a nondecreasing
way, which gives √

hσ|σ||Dσ|−
γ+6
6γ ≤ chAM,

where c depends on ηM and where A is given by (3.79). Consequently

|Rn3,1,1,i| ≤ chAM
∑

σ∈E(i)
int,σ=K|L

‖ði(uni −P
(i)
E (Uni ))‖L2(K∪L)‖%nuni ‖

L
6γ
γ+6 (Dσ)

.

|Rn3,1,1,i| ≤ chAM
( ∑
σ∈E(i)

int,σ=K|L

‖ði(uni −P
(i)
E (Uni ))‖p

L2(K∪L)

) 1
p
( ∑
σ∈E(i)

int,σ=K|L

‖%nuni ‖
q

L
6γ
γ+6 (Dσ)

)
) 1
q
.
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where 1 < p, q < +∞ and 1
p + 1

q = 1.
If 3

2 ≤ γ ≤ 3, then 6γ
5γ−6 ≥ 2 and we take p = 6γ

5γ−6 , q = 6γ
γ+6 in order to get

|Rn3,1,1,i| ≤ chAM‖ði(uni −P
(i)
E (Uni ))‖L2(Ω)‖%nuni ‖

L
6γ
γ+6 (Ω)

If γ ≥ 3, then 6γ
γ+6 ≥ 2 and we take p = 2, q = 2 in order to obtain

|Rn3,1,1,i| ≤ chAM‖ði(uni −P
(i)
E (Uni ))‖L2(Ω)‖%nuni ‖

L
6γ
γ+6 (Ω)

,

where the constant c depends on ‖∇U‖L∞((0,T )×Ω)3 and on ηM. Finally from the estimates (3.55), (4.9)
and (4.13) we deduce that

δt

N∑
n=1

3∑
i=1

|Rn3,1,1,i| ≤ chAM,

where c depends on ‖∇U‖L∞((0,T )×Ω)3 ,E0,M and on ηM. Let us now estimate the remainder Rn3,1,2,i. Let

K ∈M and let us consider σ ∈E(i)(K). Without loss of generality we assume that σ = K|L ∈E
(i)
int. Let

ε ∈ Ẽ(Dσ) such that ε 6= εK and ε ∩K ⊂ σ′ ∈ E(j) for j 6= i that is ε ∈ Ñσ′,σ . Since the primal fluxes

vanish on external faces we can assume that ε ∈ Ẽ
(i)
int saying ε = σ|σ′′, where σ′′ ∈ Ẽ

(i)
that is σ′′ ∈Nσ′,σ.

Let K̃ ∈M such that σ′ = K|K̃. We define σ′′′ ∈ E(i) such that K̃ = [σ′′′σ′′] and σ′′′′ ∈ E(i) such that
K = [σ′′′′σ]. Finally let L̃ be the primal cell such that σ′′ = K̃|L̃. We summarize the above notations in
the figure 10.

K̃ L̃

σ′

σ′′σ′′′

σ′′′′

Dσ′ Dε

σ

ε = σ|σ′′ε′ = σ′′′′|σ′′′

K L

Figure 10: Decomposition of the dual grid

In accordance with the defintion of unε and Unε we can write

|
Fnσ′,K

2
(unε − Unε − (R

(i)
M (uni −P

(i)
E Uni ))K)|

≤ c|σ′|%nDσ′ |u
n
σ′ |
( |K̃|
|σ′′|
|ði(ui −P

(i)
E Uni )|K̃ + dε′ |ðj(ui −P

(i)
E Uni )|Dε′

)
≤ ch−

1
2

σ′ |σ
′|%nDσ′ |u

n
σ′ |
(
‖ði(uni −P

(i)
E Uni )‖L2(Dσ′ )

+ ‖ðj(uni −P
(i)
E Uni )‖L2(Dσ′ )

)
≤ chAMh−1

M ‖%
nunj ‖

L
6γ
γ+6 (Dσ′ )

(
‖ði(uni −P

(i)
E Uni )‖L2(Dσ′ )

+ ‖ðj(uni −P
(i)
E Uni )‖L2(Dσ′ )

)
We deduce from the previous computation that

|Rn3,1,2,i| ≤ chAM
∑
j 6=i

∑
σ′∈E(j)

‖%nunj ‖
L

6γ
γ+6 (Dσ′ )

(
‖ði(uni −P

(i)
E Uni )‖L2(Dσ′ )

+ ‖ðj(uni −P
(i)
E Uni )‖L2(Dσ′ )

)
,

where the constant c depends on ηM. Finally from the estimates (3.55), (4.9) and (4.13) we deduce, by
the similar argument as for the term R3,1,1,i, that

δt

N∑
n=1

3∑
i=1

|Rn3,1,2,i| ≤ chAM,
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where c depends on ‖∇U‖L∞((0,T )×Ω)3 ,E0,M and on ηM. Consequently we have

δt
N∑
n=1

3∑
i=1

(|Rn3,1,1,i|+ |Rn3,1,2,i|) ≤ chAM. (5.22)

Evidently, for each face σ = K|L ∈Eint, u
n
σ,K + unσ,L = 0 ; whence,

T3,1 = δt
m∑
n=1

3∑
i=1

∑
K∈M

3∑
j=1

∑
σ∈E(j)(K)

|σ|%n,up
σ unσe

(j) · nσ,K

× (R
(i,j)
E (uni −P

(i)
E Uni ))σ((R

(i)
M P

(i)
E Uni )K − (P

(j)
E Uni )σ)

Consequently

T3,1 = δt

m∑
n=1

3∑
i=1

∑
K∈M

3∑
j=1

∑
σ∈E(j)(K)

|σ|%n,up
σ (P

(j)
E Unj )σe

(j) · nσ,K

× (R
(i,j)
E (uni −P

(i)
E Uni ))σ((R

(i)
M P

(i)
E Uni )K − (P

(j)
E Uni )σ) +R3,2, (5.23)

where R3,2 = δt
∑m

n=1

∑3
i=1

∑
K∈M

∑3
j=1

∑
σ∈E(j)(K)∩Eint

Rn3,2,i,K,j,σ,

Rn3,2,i,K,j,σ = |σ|%n,up
σ (unσ − (P

(j)
E Unj )σ)e(j) · nσ,K(R

(i,j)
E (uni −P

(i)
E Uni ))σ((R

(i)
M P

(i)
E Uni )K − (P

(j)
E Uni )σ)

Using (3.49) we infer that for any (i, j) ∈ {1, 2, 3}2,K ∈M, σ ∈E(j)(K) ∩Eint,

|(R(i)
M P

(i)
E Uni )K − (P

(j)
E Uni )σ| ≤ chσ,

where c depends on ‖∇U‖L∞((0,T )×Ω)3×3 and on ηM. Consequently we can estimate the general term of
R3,2 as follows

|Rn3,2,i,K,j,σ| =
∣∣∣|σ|%n,up

σ (unσ−(P
(j)
E Unj )σ)e(j)·nσ,K(R

(i,j)
E (uni −P

(i)
E Uni ))σ((R

(i)
M P

(i)
E Uni )K−(P

(j)
E Uni )σ)

∣∣∣
≤ c|Dσ||%n,up

σ ||(unσ − (P
(j)
E Unj )σ)||(R(i,j)

E (uni −P
(i)
E Uni ))σ|

≤ c|Dσ|(%nK + %nL)|(unσ − (P
(j)
E Unj )σ)||(R(i,j)

E (uni −P
(i)
E Uni ))σ)|

≤ c
∫
Dσ

%n|unj −P
(j)
E (Unj )||R(i,j)

E (uni −P
(i)
E (Uni ))| dx,

where σ = K|L ∈ E(j)(K) ∩Eint. Consequently, using Lemma 3.2, formula (3.65), Hölder’s inequality
and then Young’s inequality, we infer that

|R3,2,1| ≤ cδt
m∑
n=1

3∑
i=1

3∑
j=1

∫
Ω
%n|unj −P

(j)
E (Unj )||R(i,j)

E (uni −P
(i)
E (Uni ))|dx

≤ cδt
m∑
n=1

3∑
i=1

3∑
j=1

‖%n‖1/2
L3/2(Ω)

(
E(%n,un

∣∣∣rnM,Un
E )
)1/2
‖R(i,j)

E (uni −P
(i)
E (Uni ))‖L6(Ω)

≤ δt
m∑
n=1

3∑
i=1

3∑
j=1

‖%n‖1/2
L3/2(Ω)

(
E(%n,un

∣∣∣rnM,Un
E )
)1/2
‖uni −P

(i)
E (Uni )‖1,E(i),0

≤ c

δ
δt

m∑
n=1

E(%n,un
∣∣∣rnM,Un

E ) + δ δt
m∑
n=1

‖un −Un
E‖21,E,0

where c depends on ‖∇U‖L∞((0,T )×Ω),E0,M and on ηM.
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Step 3: Term T5. Using the Taylor formula since p ∈ C2(R?+) we get

H′(rnK)−H′(rn−1
K ) = H′′(rnK)(rnK − rn−1

K )− 1

2
H′′′(rnK)(rnK − rn−1

K )2,

where rnK ∈ [min(rn−1
K , rnK),max(rn−1

K , rnK)]. Consequently T5 = T5,1 +R5,1 with

T5,1 = δt
m∑
n=1

∫
Ω

(rnM − %n)
p′(rnM)

rnM

rnM − r
n−1
M

δt
dx (5.24)

and

R5,1 = δt
m∑
n=1

∑
K∈M

Rn,K5,1 , R
n,K
5,1 =

1

2
|K|H′′′(rnK)

(rnK − r
n−1
K )2

δt
(%nK − rnK).

By the first order Taylor formula applied to function t 7→ r(t, x) on the interval (tn−1, tn), thanks to the
relation (2.3), to the mass conservation (3.16) and (4.12) we have

|R5,1| ≤ c δt (5.25)

where c depends on ‖∂tr‖L∞(QT ) and on E0,M.
Let us now decompose T5,1 as follows: T5,1 = T5,2 +R5,2 with

T5,2 = δt
m∑
n=1

∑
K∈M

∫
K

(rnM − %n)
p′(rnM)

rnM
[∂tr]

ndx, (5.26)

and

R5,2 = δt
m∑
n=1

∫
Ω

(rnM − %n)
p′(rnM)

rnM

(rnM − rn−1
M

δt
− [∂tr]

n
)

dx

Using twice the Taylor formula, the Fubini Theorem and Hölder’s inequality, we can obtain, as in [24],

|R5,2| ≤ cδt, (5.27)

where c depends on r, r, ‖∂2
t r‖L1(0,T ;Lγ′ (Ω)) and on E0,M.

Step 4: Term T6. Using the local conservation of the flux through primal faces, we may write

T6 = T6,1 +R6,1, R6,1 = δt
m∑
n=1

∑
K∈M

∑
σ∈E(K)

Rn,σ,K6,1 , with

T6,1 = δt

m∑
n=1

∑
σ∈E(K)∩Eint

|σ|%nK
(
H′(rn−1

K )−H′(rn−1
σ )

)
unσ,K , and

Rn,σ,K6,1 = |σ|
(
%n,up
σ − %nK

)(
H′(rn−1

K )−H′(rn−1
σ )

)
unσ,K , σ ∈E(K) ∩Eint .

(5.28)

Motivated by (4.16), we find for σ = K|L ∈Eint

|Rn,σ,K6,1 | ≤ c
√
hM|σ|

×
( |%n,up

σ − %nK |
max(%nK , %

n
L)(2−γ)+/2

√
|unσ,K |1%nσ≥1

√
hK(%nK + %nL)(2−γ)+/2

√
|unσ,K |

+ |%n,up
σ − %nK |

√
|unσ,K |1%nσ<1

√
hK

√
|unσ,K |

)
, (5.29)

where c depends on r, ‖∇r‖L∞((0,T )×Ω)3 and where the numbers %nσ are defined in Theorem 4.1. Here we
have used the first order Taylor formula applied to function H′ between endpoints rn−1

K , rn−1
σ . Conse-
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quently the Hölder and Young inequalities give

|R6,1| ≤ c
√
hMδt

m∑
n=1

[( ∑
K∈M

∑
σ=K|L∈E(K)

|σ|
(%n,up
σ − %nK)2

max(%nK , %
n
L)(2−γ)+

|unσ,K |1{%nσ≥1}

)1/2

×
( ∑
K∈M

∑
σ∈E(K)

|σ|hσ(%nK)(2−γ)+ |unσ,K |
)1/2

+
( ∑
K∈M

∑
σ=K|L∈E(K)

|σ|(%n,up
σ − %nK)2 |unσ,K |1{%nσ<1}

)1/2( ∑
K∈M

∑
σ∈E(K)

|σ|hσ |unσ,K |
)1/2]

≤ c
√
hMδt

m∑
n=1

[( ∑
K∈M

∑
σ=K|L∈E(K)

|σ|
(%n,up
σ − %nK)2

max(%nK , %
n
L)(2−γ)+

|unσ,K |1%nσ≥1

+
( ∑
K∈M

|K|(%nK)6(2−γ)+/5
)5/6(∑

σ∈E
|σ|hσ|unσ,K |6

)1/6

+
∑
K∈M

∑
σ=K|L∈E(K)

|σ|(%n,up
σ − %nK)2 |unσ,K |1{%nK<1} + |Ω|5/6

(∑
σ∈E
|σ|hσ|unσ,K |6

)1/6]
≤ c
√
hM

(5.30)

provided γ ≥ 12/11, where c depends on r, r, ‖∇r‖L∞((0,T )×Ω)3 ,E0,M. Here we have used estimate (4.16)
and estimates (4.10), (4.12) of Corollary 4.1.

Let us now decompose the term T6,1 as T6,1 = T6,2 +R6,2 with

T6,2 = δt
m∑
n=1

∑
K∈M

∑
σ∈E(K)∩Eint

|σ|%nKH′′(rn−1
K )(rn−1

K − rn−1
σ )unσ,K , (5.31)

where

R6,2 = δt
m∑
n=1

∑
K∈M

∑
σ∈E(K)∩Eint

Rn,σ,K6,2 ,

and
Rn,σ,K6,2 = |σ|%nK

(
H′(rn−1

K )−H′(rn−1
σ )−H′′(rn−1

K )(rn−1
K − rn−1

σ )
)
unσ,K

Therefore, by virtue of the second order Taylor formula applied to function H′, Hölder’s inequality
and (3.49), (3.50), (4.9), (4.13) in Corollary 4.1, we obtain,

|R6,2| ≤ chM (5.32)

where c depends on r, r, ‖∇r‖L∞((0,T )×Ω)3 ,E0,M and on ηM.

Let us now deal with the term T6,2. First of all, let us remark that
∫
K
∇rn−1 dx =

∑
σ∈E(K)

|σ|(rn−1
σ −

rn−1
K )nσ,K . Therefore we may write

T6,2 = T6,3 +R6,3,

with

T6,3 = −δt
m∑
n=1

∫
Ω
%nH′′(rn−1

M )RM(un) · ∇rn−1 dx, (5.33)

where RM is defined in (3.64) and where the remainder R6,3 is given by

R6,3 = δt
m∑
n=1

∑
K∈M

3∑
j=1

∑
σ∈E(j)(K)

|σ|%nKH′′(rn−1
K )(rn−1

K − rn−1
σ )(unσ − (R

(j)
M unj )K)e(j) · nσ,K .
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By virtue of (3.49) and (3.50)

|R6,3| ≤ chMδt
m∑
n=1

∑
K∈M

3∑
j=1

∑
σ∈E(j)(K)

|Dσ|%nK |(ðjunj )K | ≤ chMδt
m∑
n=1

3∑
j=1

∑
K∈M

|K|%nK .|(ðjunj )K |

By virtue of the Hölder’s inequality, (4.9), (4.12) in Corollary 4.1 we have for γ ≥ 2

|R6,3| ≤ chM.

By virtue of the Hölder’s inequality, (4.9), (4.12) in Corollary 4.1 we have for 3
2 ≤ γ ≤ 2

|R6,3| ≤ ch
5γ−6
2γ

M δt
m∑
n=1

3∑
j=1

∑
K∈M

‖%n‖Lγ(K)‖ðjunj ‖L2(K)

≤ ch
5γ−6
2γ

M δt
m∑
n=1

3∑
j=1

‖ðjunj ‖L2(Ω)

( ∑
K∈M

‖%n‖2Lγ(K)

)1/2

≤ ch
5γ−6
2γ

M δt
m∑
n=1

3∑
j=1

‖ðjunj ‖L2(Ω)‖%n‖Lγ(Ω) ≤ ch
5γ−6
2γ

M .

Consequently
|R6,3| ≤ chAM (5.34)

where c depends on r, r, ‖∇r‖L∞(QT ;R3),E0,M and on ηM and where A is defined in (3.79).

Finally we write T6,3 = T6,4 +R6,4, with

T6,4 = −δt
m∑
n=1

∫
Ω
%n
p′(rnM)

rnM
RM(un) · ∇rn dx,

R6,4 = δt

m∑
n=1

∫
Ω
%n
(
H′′(rnM)∇rn −H′′(rn−1

M )∇rn−1
)
·RM(un) dx,

(5.35)

where by the same token as above the remainder R6,4 satisfies

|R6,4| ≤ c δt. (5.36)

Here the constant c depends on r, r, ‖∇r, ∂tr‖L∞(QT )7 , ‖∂t∇r‖
L2(0,T ;L

6γ
5γ−6 (Ω)3

and on E0,M.

We are now in position to conclude the proof of Lemma 5.1: we obtain the inequality (5.14) by gathering
the principal terms (5.19), (5.23), (5.26), (5.35) and the residual terms estimated in (5.18), (5.20), (5.22),
(5.25), (5.27), (5.30), (5.32), (5.34), (5.36) at the right hand side

∑6
i=1 Ti of the discrete relative energy

inequality (5.1).

6 A consistency error

This section is devoted to the derivation of a discrete identity satisfied by any strong solution. This
identity is stated in Lemma 6.1 below. It will be used in combination with the approximate relative
energy inequality stated in Lemma 5.1 to deduce the convenient form of the relative energy inequality
verified by any function being a strong solution to the compressible Navier-Stokes system. This last step
is performed in the next section.

Lemma 6.1 (Consistency error). Let (%,u) ∈ YM,δt×XE,δt be a solution of the discrete problem (3.10).
Let (r,U) belonging to the class (3.73) be such that U|(0,T )×∂Ω = 0 and satisfies (1.1). Then there exists
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c depending only on parameters (5.11–5.13) such that for any m = 1, . . . , N , the following identity holds:

δt
m∑
n=1

(
µ[Un

E ,u
n −Un

E ]1,E,0 + (µ+ λ)

∫
Ω

divUn divM(un −Un
E ) dx

)
+ δt

m∑
n=1

∫
Ω
rn−1
M

Un
E −U

n−1
E

δt
· (un −Un

E ) dx

+ δt

m∑
n=1

3∑
i=1

∑
K∈M

3∑
j=1

∑
σ∈E(j)(K)

[
|σ|rn,up

σ (P
(j)
E Unj )σe

(j) · nσ,K(R
(i,j)
E (uni −P

(i)
E Uni ))σ

× ((R
(i,j)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K)

]
+ δt

m∑
n=1

∫
Ω
p(rnM) divUn dx+ δt

m∑
n=1

∫
Ω
p′(rnM)RM(un) · ∇rn dx+Km

M,δt = 0, (6.1)

where the remainder Km
M,δt satisfies

|Km
M,δt| ≤ c

(
hM + δt

)
.

Proof. Since (r,U) satisfies (1.1) and belongs to the class (3.73), Equation (1.1b) can be rewritten in the
form

r∂tU + rU · ∇U +∇p(r) = µ∆U + (µ+ λ)∇ divU in (0, T )× Ω. (6.2)

We write equation (6.2) at t = tn, multiply scalarly by un − Un
E , and integrate over Ω. We get, after

summation from n = 1 to m,
∑5

i=1Qi = 0, where

Q1 = δt

m∑
n=1

∫
Ω
rn∂tU

n · (un −Un
E ) dx,

Q2 = δt
m∑
n=1

∫
Ω
rnUn · ∇Un · (un −Un

E ) dx,

Q3 = δt

m∑
n=1

∫
Ω
∇p(rn) · (un −Un

E ) dx

Q4 = −δt
m∑
n=1

∫
Ω
µ∆Un · (un −Un

E ) dx,

Q5 = −δt
m∑
n=1

∫
Ω

(µ+ λ)∇ divUn · (un −Un
E ) dx.

An adaptation of the proof of Lemma 7.1 in [24] gives

Q1 +Q3 = δt
m∑
n=1

∫
Ω
rn−1
M

Un
E −U

n−1
E

δt
(un −Un

E ) dx+ δt
m∑
n=1

∫
Ω
p(rnM) divUn dx

+ δt

m∑
n=1

∫
Ω
p′(rnM)RM(un) · ∇rn dx+R1, (6.3)

where the remainder R1 satisfies
|R1| ≤ c

(
hM + δt

)
.

and where the constant c depends on r, |p|C2([r,r]), ‖∇r‖L∞((0,T )×Ω), ‖∂tU‖L∞((0,T )×Ω), ‖∇U‖L∞((0,T )×Ω)

and on ‖∂2
tU‖L2(0,T ;L

6
5 (Ω))

, ‖∂t∇U‖
L2(0,T ;L

6
5 (Ω))

,E0,M.
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By virtue of the Stoke’s formula we transform the term Q4 as follows, using (3.38), (3.40) and
dε|ε| = |Dε|,

Q4 = −δt
m∑
n=1

∫
Ω
µ∆Un · (un −Un

E ) dx = −δtµ
m∑
n=1

3∑
i=1

3∑
j=1

∑
ε∈Ẽ(i)

ε⊥e(j)

∫
Dε

∂2

∂2
xj

Uni (uni − (P
(i)
E Uni )) dx

= δtµ

m∑
n=1

3∑
i=1

3∑
j=1

∑
ε∈Ẽ(i)

ε⊥e(j)

dε|ε|(ðj(uni − Pp
(i)
E Uni ))Dε

1

|ε|

∫
ε

∂

∂xj
Uni dγ

= δtµ

m∑
n=1

3∑
i=1

3∑
j=1

∑
ε∈Ẽ(i)

ε⊥e(j)

dε|ε|(ðj(uni −P
(i)
E Uni ))Dε(ðj(P

(i)
E Uni ))Dε +RmM,δt

= δt
m∑
n=1

µ[Un
E ,u

n −Un
E ]1,E,0 +R4,

where the remainder R4 is given by

R4 = δtµ
m∑
n=1

3∑
i=1

3∑
j=1

∑
ε∈Ẽ(i)

ε⊥e(j)

dε|ε|(ðj(uni −P
(i)
E Uni ))Dε(

1

|ε|

∫
ε

∂

∂xj
Uni dγ−(ðj(P

(i)
E Uni ))Dε).

Moreover by virtue of (3.51) and (3.52) in Lemma 3.3 we can write for ε =
−−→
σ|σ′ ∈ Ẽ

(i)
int, ε ⊥ e(j),

(ðj P
(i)
E Uni )Dε −

1

|ε|

∫
ε

∂

∂xj
Uni dγ =

1

dε
(Ui(xσ′)− Ui(xσ))− ∂

∂xj
Uni (xε) +Rnε

=
∂

∂xj
Uni (xσ,σ′)−

∂

∂xj
Uni (xε) +Rnε ,

where xσ,σ′∈ xσxσ′ and where the remainder Rnε satisfies

|Rnε | ≤ chM.

Note that the case ε ∈ Ẽ
(i)
ext can be treated in the same way. Consequently we have inequality∣∣∣ 1

|ε|

∫
ε

∂

∂xj
Uni dγ−(ðj P

(i)
E Uni )Dε

∣∣∣ ≤ chM, ∀(i, j) ∈ {1, 2, 3}2, ∀ε ∈ Ẽ(i), ε ⊥ e(j),

where the constant c depends on ‖∇2U‖L∞((0,T )×Ω). Therefore

|R4| ≤ chMδt
m∑
n=1

3∑
i=1

3∑
j=1

∑
ε∈Ẽ(i)

ε⊥e(j)

|Dε||(ðj(uni −P
(i)
E Uni ))Dε | ≤ chMδt

m∑
n=1

‖un −UE‖1,E,0.

Consequently by virtue of (3.55) and (4.9) we have

Q4 = δt

m∑
n=1

µ[Un
E ,u

n −Un
E ]1,E,0 +R4, (6.4)

where the remainder R4 satisfies
|R4| ≤ chM

with c dependent on ‖∇U‖L∞((0,T )×Ω), ‖∇2U‖L∞((0,T )×Ω), ηM and E0,M.
The term Q5 can be treated exactly in the same way as Q4 in order to obtain

Q5 = −δt
m∑
n=1

(µ+ λ)

∫
Ω

divUn divM(un −Un
E ) dx+R5, (6.5)
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where the remainder R5 satisfies
|R5| ≤ chM.

where the constant c depends on ‖∇U‖L∞((0,T )×Ω), ‖∇2U‖L∞((0,T )×Ω), ηM and on E0,M.
Let us deal with the term Q2. We have

Q2 = δt

m∑
n=1

3∑
i=1

∫
Ω
rnUn · ∇Uni (uni −P

(i)
E (Uni )) dx

= δt
m∑
n=1

3∑
i=1

3∑
j=1

∑
K∈M

∫
K
rnK(R

(j)
M P

(j)
E Unj )K∂jU

n
i (R

(i)
M (uni −P

(i)
E (Uni )))K dx+R2,1

where the remainder R2,1 is given by

R2,1 = δt
m∑
n=1

∫
Ω

(rn −PM(rn))Un · ∇Un · (un −PE(Un)) dx

+ δt

m∑
n=1

∫
Ω
PM(rn)(Un −RM PEU

n) · ∇Un · (un −PE(Un)) dx

+ δt
m∑
n=1

∫
Ω
PM(rn)RM PEU

n · ∇Un · (un −PE(Un)−RM(un −PE(Un))) dx.

By virtue of (3.53), (3.54), (3.67) and (4.9) the remainder R2,1 satisfies

|R2,1| ≤ chM,

where the constant c depends on r, ‖∇r‖L∞((0,T )×Ω), ‖U‖L∞((0,T )×Ω)3 , ‖∇U‖L∞((0,T )×Ω) and on E0,M.
Using the Stoke’s formula we infer that

δt

m∑
n=1

3∑
i=1

3∑
j=1

∑
K∈M

∫
K
rnK(R

(j)
M P

(j)
E Unj )K∂jU

n
i (R

(i)
M (uni −P

(i)
E (Uni )))K dx

= δt
m∑
n=1

3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)(K)

[
|σ|rnK(R

(j)
M P

(j)
E Unj )K

× ((P
(j)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K)e(j) · nσ,K(R

(i)
M (uni −P

(i)
E (Uni )))K

]
,

where we have used the identity∫
K
∂jU

n
i dx =

∫
K
∂j(U

n
i − (R

(i)
M P

(i)
E Uni )K) dx.

Finally keeping in mind the definition of the quantity rn,up
σ (see (5.8)) we obtain

δt
m∑
n=1

3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)(K)

[
|σ|rnK(R

(j)
M P

(j)
E Unj )K((P

(j)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K)e(j) · nσ,K

× (R
(i)
M (uni −P

(i)
E (Uni )))K

]
= δt

m∑
n=1

3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)

int(K)

[
|σ|rn,up

σ (P
(j)
E Unj )σ((P

(j)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K)e(j) · nσ,K

× (R
(i)
M (uni −P

(i)
E (Uni )))K

]
+R2,2,

where by virtue of (3.49), (3.50) the remainder R2,2 satisfies

|R2,2| ≤ cδt
m∑
n=1

∫
Ω
‖PEU

n‖‖RM(un −PE(Un))‖ dx,
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where c depends on ‖∇r‖L∞((0,T )×Ω) and on ‖U‖L∞((0,T )×Ω)3 . Consequently by virtue of (3.67) and (4.9)

|R2,2| ≤ chM.

Now we write

δt
m∑
n=1

3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)

int(K)

[
|σ|rn,up

σ (P
(j)
E Unj )σ((P

(j)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K)e(j) · nσ,K

× (R
(i)
M (uni −P

(i)
E (Uni )))K

]
= δt

m∑
n=1

3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)

int(K)

[
|σ|rn,up

σ (P
(j)
E Unj )σe

(j) · nσ,K

× (R
(i,j)
E (uni −P

(i)
E Uni ))σ((P

(j)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K)

]
+R2,3,

where by virtue of (3.49), (3.66), (3.67) and (4.9) the remainder R2,3 satisfies

R2,3 = δt
m∑
n=1

3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)

int(K)

[
|σ|rn,up

σ (P
(j)
E Unj )σe

(j) · nσ,K((P
(j)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K)

× ((R
(i)
M (uni −P

(i)
E (Uni )))K − (R

(i,j)
E (uni −P

(i)
E Uni ))σ)

]
Consequently

|R2,3| ≤ cδt
m∑
n=1

3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)

int(K)

|σ||(P(j)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K |

× |(R(i)
M (uni −P

(i)
E (Uni )))K − (R

(i,j)
E (uni −P

(i)
E Uni ))σ|

From (3.49) we infer that for any (i, j) ∈ {1, 2, 3}2, K ∈M , σ ∈E
(j)
int(K),

|(P(j)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K | ≤ chK ,

which gives

|R2,3| ≤ cδt
m∑
n=1

3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)

int(K)

|σ|hσ|(R(i)
M (uni −P

(i)
E (Uni )))K − (R

(i,j)
E (uni −P

(i)
E Uni ))σ|

≤ chMδt
m∑
n=1

3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)

int(K)

‖ðj(uni −P
(i)
E Uni )‖L1(Dσ).

The latter inequality yields, by virtue of (4.9) and (3.55),

|R2,3| ≤ chM

where c depends on r, ‖U‖L∞((0,T )×Ω)3 , ‖∇r‖L∞((0,T )×Ω), ‖∇U‖L∞((0,T )×Ω),E0,M and on ηM. Conse-
quently

Q2 = δt

m∑
n=1

3∑
i=1

∑
K∈M

3∑
j=1

∑
σ∈E(j)(K)

(
|σ|rn,up

σ (P
(j)
E Unj )σe

(j) · nσ,K(R
(i,j)
E (uni −P

(i)
E Uni ))σ

× ((P
(j)
E Uni )σ − (R

(i)
M P

(i)
E Uni )K)

)
+R2 (6.6)

where the remainder R2 satisfies,
|R2| ≤ chM.

Summing (6.3) and (6.6) we obtain the expected result, that is formula (6.1).
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7 End of the proof of the error estimate Theorem 3.2

In this Section we put together the relative energy inequality (5.14) and the identity (6.1) derived in the
previous section to obtain a discrete version of inequality (2.16). The final inequality resulting from this
manipulation is formulated in the following lemma.

Lemma 7.1. Under assumptions of Theorem 3.2 there exists c depending on parameters (5.11–5.13)
such that for all m = 1, . . . , N, there holds:

E(%m,um
∣∣∣rmM,Um

E ) + δt
µ

2

m∑
n=1

‖un −Un
E‖21,E,0

≤ c
[
hAM +

√
δt+E(%0,u0

∣∣∣r0
M,U

0
E)
]

+ c δt
m∑
n=1

E(%n,un
∣∣∣rnM,Un

E ),

where A is defined in (3.79).

Proof. Gathering the formulae (5.14) and (6.1), one gets

E(%m,um
∣∣∣rmM, UmE )− E(%0,u0

∣∣∣r0
M, U

0
E) + µδt

m∑
n=1

‖un −Un
E‖21,E,0 ≤ P1 + P2 + P3 +Q, (7.1)

where

P1 = δt
m∑
n=1

∫
Ω

(%n−1 − rn−1
M )

Un
E −U

n−1
E

δt
·
(
Un

E − un
)

dx,

P2 = δt
m∑
n=1

3∑
i=1

∑
K∈M

3∑
j=1

∑
σ∈E(j)(K)

(
|σ|(%n,up

σ − rn,up
σ )(P

(j)
E Unj )σe

(j) · nσ,K

× (R
(i,j)
E (P

(i)
E (Uni )− uni ))σ((R

(i)
M P

(i)
E Uni )K − (P

(j)
E Uni )σ)

)
,

P3 = δt
m∑
n=1

∫
Ω

(
p(rnM)− p(%n)

)
divUn dx

+ δt

m∑
n=1

∫
Ω

(rnM − %n
rnM

p′(rnM)RM(un) · ∇rn +
rnM − %nM
rnM

p′(rnM)[∂tr]
n
)

dx,

Q = Rm
M,δt +Gm

M,δt + Km
M,δt,

and where the remainders Rm
M,δt,G

m
M,δt and Km

M,δt are explicited in Lemma 5.1 and Lemma 6.1.
Step 1: Term P1. Writing P1 = δt

∑m
n=1 P

n
1 , an application of the Taylor formula and of Lemma

2.1 gives, since γ ≥ 6
5 :

|Pn
1 | ≤ c

∫
Ω
|%n−1 − rn−1

M ||un −Un
E | dx

≤ c
∫

Ω
(
√
E(%n−1|rn−1

M ) + (E(%n−1|rn−1
M ))5/6)|un −Un

E |dx

≤ c
(∫

Ω
E(%n−1|rn−1

M )3/5 + E(%n−1|rn−1
M ) dx

)5/6
‖ un −Un

E‖L6(Ω,R3)

≤ c

δ

[( ∫
Ω

(E(%n−1|rn−1
M ) dx

)5/3
+

∫
Ω
E(%n−1|rn−1

M )) dx
]

+ δ‖un −Un
E‖2L6(Ω,R3)

≤ c

δ
E(%n−1,un−1

∣∣∣rn−1
M ,Un−1

E ) + δ‖un −Un
E‖21,E,0,

with any δ > 0, where c depends on r, r, ‖∂tU‖L∞((0,T )×Ω)3 . Here we have used Lemma 3.2 to get a
bound on ‖un−Un

E‖2L6(Ω)3 by ‖un−Un
E‖21,E,0, the Jensen inequality and the Young inequality to perform

the before last inequality. Consequently

|P1| ≤
c

δ

(
E(%0, r0

M

∣∣∣u0,U0
E) + δt

m∑
n=1

E(%n,un
∣∣∣rnM,Un

E )
)

+ δ δt

m∑
n=1

‖un −Un
E‖21,E,0. (7.2)
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Step 2: Term P2. We write P2 = δt
∑m

n=1 P
n
2 where Lemma 2.1, the Hölder inequality yield, since

γ ≥ 3
2 ,

|Pn
2 | ≤ c

3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)(K)∩Eint

hK |σ||%n,up
σ − rn,up

σ ||(R(i,j)
E (uni −P

(i)
E (Uni )))σ|

≤ c
[( ∑

K∈M

∑
σ∈E(K)∩Eint

|σ|hσ
(
E(%n,up

σ |rn,up
σ )

)1/2
+

( ∑
K∈M

∑
σ∈E(K)∩Eint

|σ|hσE(%n,up
σ |rn,up

σ )
)2/3]

×
( 3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)

int(K)

hσ|σ||(R(i,j)
E (uni −P

(i)
E (Uni )))σ|6

)1/6

where c depends on ‖U‖L∞((0,T )×Ω)3 , ‖∇U‖L∞((0,T )×Ω)9 and on ηM. Next, we observe that the con-
tribution of the face σ = K|L to the sums

∑
K∈M

∑
σ∈E(K) |σ|hσE(%n,up

σ |rn,up
σ ) is less or equal than

2|σ|hσ(E(%nK |rnK) + E(%nL|rnL)). Moreover using (3.59) and (3.65) we have

( 3∑
i=1

3∑
j=1

∑
K∈M

∑
σ∈E(j)

int(K)

hK |σ||(R(i,j)
E (uni −P

(i)
E (Uni )))σ|6

)1/6
≤ c‖un −Un

E‖L6(Ω)3 ≤ c‖un −Un
E‖1,E,0.

where the constant c depends on ηM in a nondecreasing way.
Consequently, we get by the same reasoning as in the previous step, under assumption γ ≥ 3/2,

|P2| ≤
c

δ
δt

m∑
n=1

E(%n,un
∣∣∣rnM,Un

E ) + δ δt
m∑
n=1

‖un −Un
E‖21,E,0. (7.3)

where c depends on r, r ‖U‖L∞((0,T )×Ω)3 , ‖∇U‖L∞((0,T )×Ω)9 and ηM in a nondecreasing way.
Step 3: Term P3. Since the pair (r,U) satisfies continuity equation (1.1a) in the classical sense, we

have for all n = 1, . . . , N ,
[∂tr]

n +Un · ∇rn = −rn divUn,

where we recall that [∂tr]
n(x) = ∂tr(t

n, x) in accordance with (3.77). Using this identity, we write

P3 = P3,1 + P3,2 + P3,3, P3,i = δt
m∑
n=1

Pn
3,i,

with Pn
3,1 = −

∫
Ω

(
p(%n)− p′(rnM)(%n − rnM)− p(rnM)

)
divUn dx

Pn
3,2 =

∫
Ω

rnM − %n

rnM
p′(rnM)(RM(un)−Un) · ∇rn dx,

and Pn
3,3 =

∫
Ω

rnM − %n

rnM
p′(rnM)(rnM − rn) divUn dx.

From the asympototic behaviour (1.5) for large values of density and Lemma 2.1 we easily deduce that

|P3,1| ≤ cδt
m∑
n=1

E(%n,un
∣∣∣rnM,Un

E ). (7.4)

where c depends on r, r,min[r,r] p,min[r/2,2r] p
′ and ‖∇U‖L∞((0,T )×Ω). From the total mass conservation

(3.16) and (3.50) we deduce
|P3,3| ≤ chM, (7.5)

where c depends on r, r, ‖∇r‖L∞((0,T )×Ω)3 , ‖∇U‖L∞((0,T )×Ω)3 and on E0,M.
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Last but not least, the same reasoning as in Step 2 leads to the estimate

|P3,2| ≤
c

δ

(
hM + δt

m∑
n=1

E(%n,un
∣∣∣rnM,Un

E )
)

+ δ δt

m∑
n=1

‖un −Un
E‖21,E,0. (7.6)

with any δ > 0, where c depends on r, r, ‖∇r‖L∞((0,T )×Ω)3 , ‖∇U‖L∞((0,T )×Ω)3 and on E0,M in a non
increasing way. Gathering the formulae (7.1)-(7.6) with δ sufficiently small (with respect to µ), we
conclude the proof of Lemma 7.1.

Finally, Lemma 7.1 in combination with the bound (4.14) yields

E(%m,um
∣∣∣rmM,Um

E ) ≤ c
(
hAM + δt+ E(%0,u0

∣∣∣r0
M,U

0
E)
)

+ cδt
m−1∑
n=1

E(%n,un
∣∣∣rnM,Un

E )

whence Theorem 3.2 is a direct consequence of the standard discrete version of Gronwall’s lemma. The-
orem 3.2 is thus proved.

A Existence of a discrete solution

This section is devoted to the proof of Theorem 3.1. Indeed, Theorem 3.1 is an easy consequence of
Proposition A.1 below.

Proposition A.1. Consider a MAC grid D = (M,E) of Ω of size hM. Let δt > 0. Let p : R → R
such that p ∈ C1(R?+). Let (%?,u?) ∈ LM ×HE,0 such that %? > 0 a.e in Ω. Then there exists (%,u) ∈
LM ×HE,0 such that % > 0 a.e in Ω which satisfies

1

δt
(%− %?) + divup

M (%u) = 0, (A.1a)

1

δt
(%̂(i)ui − %̂?

(i)
u?i ) + div

(i)
E (%uui)− µ∆

(i)
E ui

− (µ+ λ)ði divM u+ ðip(%) = 0, ∀i = 1, ...d. (A.1b)

Let us state the abstract theorem which will be used hereafter to prove Proposition A.1.

Theorem A.1. Let N and M be two positive integers. Let ε, C1 and C2 three real numbers with
0 < ε < C2, C1 > 0. Let ‖ · ‖ be a norm over RN . One defines V and W as follows:

V = {(x, y) ∈ RN × RM , y > 0},

W = {(x, y) ∈ RN × RM , ‖x‖ < C1 and ε < y < C2},

where, for any real number c, the notation y > c means that each component of y is greater than c. Let
F be a continuous function from V × [0, 1] to RN × RM satisfying:

1. ∀ζ ∈ [0, 1], if v ∈ V is such that F (v, ζ) = 0 then v ∈W ,

2. The equation F (v, 0) = 0 is a linear system on v and has a solution in W .

Then there exists at least a solution v ∈W such that F (v, 1) = 0.

Theorem A.1 is an easy consequence of the topological degree theory (see, for instance [8]). Indeed, F
is a continuous mapping from W̄ × [0, 1] to RN ×RM . The set W is a bounded open subset of RN ×RM .
Hypothesis 1 gives that the degree of the application F (·, ζ) on the set W with point 0 is independent
of ζ, for ζ ∈ [0, 1] (this is due to the fact that F (v, ζ) = 0 has no solution on the boundary of W ).
Hypothesis 2 gives that the degree of the application F (·, 0) on the set W with point 0 is non zero. The
conclusion is that the degree of the application F (·, 1) on the set W with point 0 is non zero and this
gives that there exists v ∈W such that F (v, 1) = 0.
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Proof. The proof Proposition A.1 uses Theorem A.1. First, we remark that an element v of HE,0 can be
identified to its degrees of freedom, namely the set of vσ, σ ∈ E

(i)
int , i ∈ [|1, d|], so that HE,0 is identified

to RN where N is the number of degrees of freedom. Similarly an element q of LM can be identified to
its degrees of freedom, namely the set of qK , K ∈ M, so that LM is identified to RM where M is the
number of degrees of freedom.

Let us define
V = {(u, %) ∈ HE,0 × LM, %K > 0 ∀K ∈M}.

and consider the mapping

F : V × [0, 1] −→ HE,0 × LM

(u, %, ζ) 7→ F (u, %, ζ) = (û, %̂),

where (û, %̂) ∈ HE,0 × LM is such that∫
Ω
û · v dx =

∫
Ω

%u− %?u?

δt
· v dx+ µ[u,v]1,E,0 + (µ+ λ)

∫
Ω

divM udivM v dx

+ ζ

∫
Ω

divE(%u⊗ u) · v dx− ζ
∫

Ω
p(%) divM v dx, ∀v ∈ HE,0, (A.2a)∫

Ω
%̂ q dx =

∫
Ω

%− %?

δt
q dx+ ζ

∫
Ω

divup
M (%u) q dx, ∀q ∈ LM. (A.2b)

Any solution of F (u, %, 1) = 0 is a solution of Problem A.1. Note also that in (A.2a) the fluxes Fε,σ(%,u)
which determine divE(%u⊗ u) are constructed from the fluxes Fσ,K(%,u) which determine divup

M (%u) as
in (3.19) and (3.20).

It is easily checked that F is indeed a one to one mapping, since the values of ûi; i = 1, · · · , d, and
%̂ are readily obtained by setting in this system vi = 1Dσ , vj = 0, j 6= i in (A.2a) and q = 1K in (A.2b).
Moreover, the mapping F is clearly continuous.

Let (u, %) ∈ HE,0 × LM and ζ ∈ [0, 1] such that F (u, %, ζ) = (0, 0) (in particular % > 0). Then for
any (v, q) ∈ HE,0 × LM,∫

Ω

%u− %?u?

δt
· v dx+ ζ

∫
Ω

divE(%u⊗ u) · v dx+ µ[u,v]1,E,0

+ (µ+ λ)

∫
Ω

divM udivM v dx− ζ
∫

Ω
p(%) divM v dx = 0 (A.3a)∫

Ω

%− %?

δt
q dx+ ζ

∫
Ω

divup
M (%u) q dx = 0. (A.3b)

Taking q = 1 as a test function in (A.3b), and using the conservativity of the fluxes we obtain∫
Ω
%dx = ‖%‖L1(Ω) =

∫
Ω
%? dx > 0. (A.4)

This relation provides a bound for % in the L1 norm, and therefore in all norms since the problem is of
finite dimension.

Taking u as a test function in (A.3a) and following the proof of Theorem 4.1 gives

‖u‖1,E,0 < C1 (A.5)

where C1 depends only on the data of the problem. Now a straightforward computation gives

%K ≥
minK∈M |K|minK∈M %?K
|Ω|+ δt

∑
σ∈Eint,σ=K|L |uσ,K |

.

Consequently by virtue of (A.5) there exists ε > 0 such that

%K > ε, ∀K ∈M, (A.6)
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where ε depends only on the data of the problem. Clearly from (A.4) one has also

%K ≤
∫

Ω %
? dx

minK∈M |K|
∀K ∈M.

Then, there exists C2 > 0 such that
%K < C2 ∀K ∈M. (A.7)

This shows that Hypothesis 1 of Theorem A.1 is satisfied with W defined by

W = {(u, %) ∈ HE,0 × LM such that ‖u‖ < C1, ε < % < C2}.

We prove now that Hypothesis 2 is satisfied. Let ζ = 0 the system F (u, %, 0) = 0 reads:∫
Ω

%u− %?u?

δt
· v dx+ µ[u,v]1,E,0 + (µ+ λ)

∫
Ω

divM udivM v dx = 0, ∀v ∈ HE,0, (A.8a)

%K = %?K , ∀K ∈M. (A.8b)

Equation (A.8b) gives ρ and Equation (A.8a) is a linear system on u which has clearly one and only one
solution. This solution (u, ρ) belongs to V (since ρ? > 0). Then, thanks to the previous estimates, one
has (u, ρ) ∈W . This proves that Hypothesis 2 of Theorem A.1 is satisfied. We may apply Theorem A.1
and this concludes the proof of Proposition A.1.

B Error estimates for a class of staggered schemes

In this section we present some alternative numerical schemes for the approximation of problem (1.1)-
(1.5), called staggered schemes. It is intended to provide basic notions for these schemes in order to be
able to state the main result. It is not intend to be self contained.

The space discretization in these schemes is staggered using nonconforming low-order finite element
approximations, namely the Rannacher and Turek element (RT) [39] for quadrilateral or hexahedric
meshes, or the lowest degree Crouzeix-Raviart element (CR) [7] for simplicial meshes. We invite the
reader wishing to read more about the discretizations of compressible flows via the staggered schemes to
consult [21], [12], [20], [26].

By the approach presented in this paper, it is possible to establish for these schemes similar error
estimates as those established in Theorem 3.2 for the MAC scheme. The exact result is stated in Theorem
B.1. This is possible due to the fact that the structure of staggered schemes and the MAC scheme present
many common features as was shown in [30], where the authors have developed a uniform formalism for
all above mentioned staggered schemes. To prove Theorem B.1, it is therefore enough to follow for these
discretizations the same process whose great lines are described after Remark 2, bringing to light the
same leading terms both in the relative energy inequality and in the consistency error estimates. This is
the main idea beyond the proof of Theorem B.1. Its realization, however, remains still laborious.

B.1 Space and time discretization

From now, let Ω ⊂ R3 be a bounded polyhedral domain. Let M be a decomposition of the domain
Ω in non-degenerate quadrilaterals (d = 2) or hexahedra (d = 3) or simplices, both type of cells being
possibly combined in a same mesh. By E(K), we denote the set of the edges (d=2) or faces (d=3) σ of
the element K ∈ M; for short, each edge or face will be called an edge hereafter. The set of all edges
of the mesh is denoted by E; the set of edges included in the boundary of Ω is denoted by Eext and
the set of internal edges (i.e E \Eext) is denoted by Eint. The decomposition M verifies the following
assumption: Ω = ∪K∈MK; if K,L ∈M, then K ∩ L = ∅, K ∩ L is a vertex or K ∩ L is a common edge
of K and L , which is denoted by K|L. For each internal edge of the mesh σ = K|L, nKL stands for the
normal vector of σ, oriented form K to L (so that nKL = −nLK). By |K| and |σ| we denote the (d and
d − 1 dimensional) measure, respectively, of an element K and of an edge σ, and hK and hσ stand for
the diameter of K and σ, respectively. As in the MAC case, we measure the size of the mesh through
the parameter hM defined by

hM = max{hK ,K ∈M}, (B.1)

45



where hK stands for the diameter of K. We measure the regularity of the mesh through the parameter
θM defined by

θM = min{ ξK
hK

, K ∈M}, (B.2)

where ξK stands for the diameter of the largest ball included in K.

Let us briefly describe the Crouzeix-Raviart element for simplicial meshes (see [7] for the seminal
paper and, for instance, [9, p. 83-85], for a synthetic presentation), and the so-called ’rotated bilinear
element’ introduced by Rannacher and Turek for quadrilateral or hexahedric meshes [39]. The reference
element for the Crouzeix-Raviart element is the unit d-simplex and the discrete function space is the
space P1 of affine polynomials. The reference element K̂ for the rotated bilinear element is the unit
d-cube (with edges parallel to the coordinate axes); the discrete function space on K̂ is Q̃1(K̂), where
Q̃1(K̂) is defined as follows

Q̃1(K̂) = span{1, (xi)i=1,...,d, (x
2
i − x2

i+1)i=1,...,d−1}.

For both velocity elements used here, the degrees of freedom are determined by the following set of nodal
functionals:

{mσ,i, σ ∈E(K), i = 1, ...d}, mσ,i(v) =
1

|σ|

∫
σ
vi dx, v = (v1, ..., vd)}. (B.3)

The mapping from the reference element to the actual one is, for the Rannacher-Turek element, the
standard Q1 mapping and, for the Crouzeix-Raviart element, the standard affine mapping. Finally, in
both cases, the continuity of the average value of discrete velocities (i.e., for a discrete velocity field v,
mσ,i(v), 1 ≤ i ≤ d) across each edge of the mesh is required, thus the discrete space WE,0(Ω) is defined
as follows:

WE,0(Ω) = [WE,0(Ω)]d = {v ∈ L2(Ω)d, ∀K ∈M, v|K ∈W (K)d and ∀σ = K|L ∈Eint,

mσ,i(v|K) = mσ,i(v|L),∀σ ∈Eext,mσ,i(v) = 0}

where W (K) is the space of functions on K generated by Q̃1(K̂) through the Q1 mapping from K̂ to
K for the Rannacher-Turek element and the space of affine functions on K for the Crouzeix-Raviart
element.

From the definition (B.3), each velocity degree of freedom can be uniquely associated to an element
edge. More precisely the degrees of freedom for the velocity components are located at the center of
the faces of the mesh. Hence, the velocity degrees of freedom may be indexed by the number of the
component and the associated edge, and the set of velocity degrees of freedom reads:

{uσ, σ ∈E}.

Finally, we need to deal with the Dirichlet boundary condition. Since the velocity unknowns lie on
the boundary (and not inside the cells), these conditions are taken into account in the definition of the
discrete spaces by setting zero to the velocity unknows that lie on the boundary

∀σ ∈Eext, uσ = 0. (B.4)

Since only the continuity of the integral over each edge of the mesh is imposed, the functions ofWE,0(Ω)
are discontinous through each edge; the discretization is thus nonconforming in H1(Ω)d.

We denote by ϕσ the function of WE,0(Ω) such that∫
σ′
ϕσ dγ = |σ′|δσ,σ′ for any σ, σ′ ∈Eint . (B.5)

The degrees of freedom for the density (i.e. the discrete density unknowns) are associated to the cells
of the mesh M, and are denoted by: {

%K , K ∈M
}
.
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We now introduce a dual mesh, which will be used for the finite volume approximation of the time
derivative and the convective terms in the momentum balance equation. In contrast with the MAC
scheme, the dual mesh is the same for all velocity components. When K ∈M is a simplex, a rectangle
or a cuboid, for σ ∈ E(K), we define Dσ,K as the cone with basis σ and with vertex the mass center of
K. We thus obtain a partition of K in m sub-volumes, where m is the number of faces of the mesh, each
sub-volume having the same measure |Dσ,K | = |K|/m. We extend this definition to general quadrangles
and hexahedra, by supposing that we have built a partition still of equal-volume sub-cells, and with the
same connectivities. Note that this is of course always possible, but that such a volume Dσ,K may be no
longer a cone; indeed, if K is far from a parallelogram, it may not be possible to build a cone having σ
as basis, the opposite vertex lying in K and a volume equal to |K|/m. The volume Dσ,K is referred to
as the half-diamond cell associated to K and σ.

For σ ∈Eint, σ = K|L, we now define the diamond cell Dσ associated to σ by Dσ = Dσ,K ∪Dσ,L; for
an external face σ ∈ Eext ∩E(K), Dσ is just the same volume as Dσ,K . We define the space SE(Ω) of
vector valued functions constant on every Dσ, σ ∈ E. We denote by SE,0(Ω) the subspace of functions
from SE(Ω) that are zero on every Dσ, σ ∈Eext. We then introduce the following operator

PE : WE,0(Ω) −→ SE,0(Ω)

u 7−→ PE u =
∑
σ∈Eint

uσ XDσ(x), (B.6)

which is clearly a one to one mapping.

The density on a dual cell is given by:

for σ ∈Eint, σ = K|L |Dσ| %Dσ
= |Dσ,K | %K + |Dσ,L| %L,

for σ ∈Eext, σ ∈E(K), %Dσ
= %K .

(B.7)

and we denote
%̂ =

∑
σ∈E

%DσXDσ(x).

For the the time discretization of problem (1.1)-(1.5), we consider a partition 0 = t0 < t1 < · · · <
tN = T of the time interval (0, T ), and, for the sake of simplicity, a constant time step δt = tn − tn−1;
hence tn = nδt for n ∈ {0, · · · , N}. We denote respectively by {unσ, σ ∈ Eint, n ∈ {0, · · · , N}}, and
{%nK ,K ∈M, n ∈ {1, · · · , N}) the sets of discrete velocity and density unknowns. For σ ∈Eint, the value
unσ is an expected approximation of the mean value over (tn−1, tn)×Dσ of the velocity of a weak solution,
while for K ∈ M the value %nK is an expected approximation of the mean value over (tn−1, tn) × K of
the density of a weak solution. To the discrete unknowns, we associate piecewise constant functions on
time intervals and on primal or dual meshes, which are expected approximation of weak solutions, For
the velocity, this constant function is of the form:

u(t,x) =

N∑
n=1

∑
σ∈Eint

unσXDσ(x)X(tn−1,tn)(t),

where X(tn−1,tn) is the characteristic function of the interval (tn−1, tn). We denote by XE,δt the set of
such piecewise constant functions on time intervals and dual cells. For the density, the constant function
is of the form:

%(t,x) = %nK for x ∈ K and t ∈ (tn−1, tn),

and we denote by YM,δt the space of such piecewise constant functions.
For a given u ∈ XE,δt associated to the set of discrete velocity unknowns {unσ, σ ∈ Eint, n ∈

{1, · · · , N}}, and for n ∈ {1, · · · , N}, we denote by un ∈ SE,0(Ω) the piecewise constant function
defined by un(x) = unσ for x ∈ Dσ, σ ∈ Eint. In a same way, given % ∈ YM,δt associated to the discrete
density unknows {%nK ,K ∈ M, n ∈ {1, · · · , N}} we denote by %n ∈ LM the piecewise constant function
defined by %n(x) = %nK for x ∈ K, K ∈M.
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We consider an implicit-in-time scheme, which reads in its fully discrete form, for 1 ≤ n ≤ N and
1 ≤ i ≤ d :

1

δt
(%n − %n−1) + divup

M (%nun) = 0, (B.8a)

1

δt
(%̂nun − %̂n−1un−1) + divE(%nun ⊗ un)− µ∆Eu

n

− (µ+ λ)∇E divM u
n +∇Ep(%

n) = 0, (B.8b)

where the terms introduced for each discrete equation are defined hereafter.

B.1.1 Mass balance equation

As for the MAC scheme, equation (B.8a) is a finite volume discretization of the mass balance (1.1a) over
the primal mesh. The discrete "upwind" divergence is defined by

divup
M : SM(Ω)× SE,0(Ω) −→ SM(Ω)

(%,u) 7−→ divup
M (%u) =

∑
K∈M

1

|K|
∑

σ∈E(K)

Fσ,K(%,u) XK ,
(B.9)

where Fσ,K(%,u) stands for the mass flux across σ outward K, which, because of the Dirichlet boundary
conditions, vanishes on external faces and is given on the internal faces by:

∀σ = K|L ∈Eint, Fσ,K(%,u) = |σ| %up
σ uσ,K , (B.10)

where uσ,K is an approximation of the normal velocity to the face σ outward K, defined by:

uσ,K = uσ · nσ,K for σ ∈E(K). (B.11)

Thanks to the boundary conditions, uσ,K vanishes for any external face σ. The density at the internal
face σ = K|L is obtained by an upwind technique:

%up
σ =

∣∣∣∣∣ %K if uσ,K ≥ 0,

%L otherwise.
(B.12)

B.1.2 The momentum equation

We now turn to the discrete momentum balances (B.8b), which are obtained by discretizing the momen-
tum balance equation (1.1b) on the dual cells associated to the faces of the mesh.

The discrete convective operator - The discrete divergence of the convective term %u ⊗ u is
defined by

divE : SM(Ω)× SE,0(Ω) −→ SE,0(Ω)

(%,u) 7−→ divE(%u⊗ u) =
∑
σ∈Eint

1

|Dσ|
∑

ε∈Ẽ(Dσ)

Fε,σ(%,u) uε XDσ ,
(B.13)

where for σ ∈ Eint and ε ∈ E(Dσ) the quantity Fε,σ = Fε,σ(%,u) stands for a mass flux through the
dual faces of the mesh and is defined hereafter while uε stands for an approximation of ith component of
the velocity over ε in the case of σ ∈E(i). First of all by virtue of the Dirichlet boundary condition, that
the flux through a dual face included in the boundary is taken equal to zero. For K ∈M and σ ∈E(K),
let ξσK be given by:

ξσK =
|Dσ,K |
|K|

. (B.14)

With the definition of the dual mesh adopted here, the value of the coefficients ξσK is independent of the
cell and the face. For the Rannacher-Turek elements, we have ξσK = 1/(2d) and, for the Crouzeix-Raviart
elements, ξσK = 1/(d+ 1). We suppose first that the flux through the external dual faces, which are also
faces of the primal mesh, is equal to zero.

Then the mass fluxes through the inner dual faces are supposed to satisfy the following properties.
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Definition B.1 (Definition of the dual fluxes from the primal ones). The fluxes through the faces of the
dual mesh are defined so as to satisfy the following three constraints:

(H1) The discrete mass balance over the half-diamond cells is satisfied, in the following sense. For all
primal cell K in M, the set (Fε,σ)ε⊂K of dual fluxes included in K solves the following linear system

Fσ,K +
∑

ε∈Ẽ(Dσ), ε⊂K

Fε,σ = ξσK
∑

σ′∈E(K)

Fσ′,K , σ ∈E(K). (B.15)

(H2) The dual fluxes are conservative, i.e. for any dual face ε = Dσ|D′σ, we have Fε,σ = −Fε,σ′.

(H3) The dual fluxes are bounded with respect to the primal fluxes (Fσ,K)σ∈E(K), in the sense that there
exists a constant real number C such that:

|Fε,σ| ≤ C max {|Fσ,K |, σ ∈E(K)} , K ∈M, σ ∈E(K), ε ∈ Ẽ(Dσ), ε ⊂ K. (B.16)

In fact, definition B.1 is not complete, since the system of equations (B.15) has an infinite number
of solutions, which makes necessary to impose in addition the constraint (B.16); however, assumptions
(H1)-(H3) are sufficient for the subsequent developments of this paper. A detailed process of the dual
fluxes construction can be found in [1, 25].

Since the flux across a dual face lying on the boundary is zero, the values uε are only needed at the
internal dual faces, and we make the centered choice for their discretization, i.e. for ε = Dσ|Dσ′ ∈ Ẽint,

uε =
uσ + uσ′

2
. (B.17)

The discrete divergence and gradient - The discrete divergence divM ∈ L(SE,0(Ω), SM(Ω)) of
the velocity (or more generally of a function SE,0(Ω)) has a natural approximation:

for K ∈M, (divM u)K =
1

|K|
∑

σ∈E(K)

|σ| uσ,K . (B.18)

The term (∇Ep)σ stands for the discrete pressure gradient at the face σ. This gradient operator, which
belongs to L(SM(Ω),SE,0(Ω)) is built as the transpose of the discrete operator for the divergence of the
velocity, i.e. in such a way that the following duality relation with respect to the L2 inner product holds:∑

K∈M
|K| pK (divM u)K +

∑
σ∈Eint

|Dσ| uσ · (∇Ep)σ = 0. (B.19)

This yields to the following expression:

for σ = K|L ∈Eint, (∇Ep)σ =
|σ|
|Dσ|

(pL − pK) nσ,K . (B.20)

Note that, because of the Dirichlet boundary conditions, the discrete gradient is not defined at the
external faces.

Discrete Laplace operator - The discrete Laplace operator ∆E ∈ L(SE,0(Ω),SE,0(Ω)) reads for
u ∈ SE,0(Ω) and σ ∈Eint :

(−∆Eu)σ =

∫
Ω
∇M P−1

E u : ∇Mϕσ dx,

where ϕσ = (ϕσ, ..., ϕσ) ∈WE,0(Ω), where the shape function ϕσ is introduced in (B.5) and where PE

is defined in (B.6). In the above formula and for a function v ∈ WE,0(Ω), the quantity ∇v is equal to
the gradient of the function v almost everywhere in Ω.

Here again let us introduce the discrete relative energy functional

E(%n,un
∣∣∣rnM,Un

E ) =
∑
σ∈Eint

1

2
|Dσ|%nDσ |u

n
σ −Un

σ |2 +
∑
K∈M

|K|E(%nK |rnK) (B.21)

where
rn = r(tn, ·), Un = U(tn, ·), rnK =

1

|K|

∫
K
rn dx, Un

σ =
1

|σ|

∫
σ
Un dγ . (B.22)

Now, we are ready to state the result about the error estimate for these alternative discretizations.
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Theorem B.1 (Error estimate). Let Ω ⊂ R3 be a bounded polyhedral domain. Assume that the viscosity
coefficients satisfy assumptions (1.4) and that the pressure p satisfy (1.5) with γ > 3/2. Let M be a
decomposition of the domain Ω in simplices, with step size hM (see (B.1)) and regularity θM where θM is
defined in (B.2). Let us consider a partition 0 = t0 < t1 < ... < tN = T of the time interval [0, T ], which,
for the sake of simplicity, we suppose uniform where δt stands for the constant time step. Let (%,u) ∈
YM,δt ×XE,δt be a solution of the discrete problem (B.8) emanating from (%0,u0) ∈ SM(Ω) × SE,0(Ω)
such that %0 > 0 and (r,U) ∈ F (see (3.73)) be a (strong) solution of problem (1.1)-(1.5). Then there
exists a constant c > 0 only depending on T,Ω, p0, p∞, µ, γ, α, r,min[r,r] p,min[r/2,2r] p

′, on‖(r,U)‖F, on
E0,M in a nondecreasing way and on θM in a nonincreasing way such that

max
0≤n≤N

E(%n,un
∣∣∣rnM,Un

E ) ≤ c
(
E(%0,u0

∣∣∣r0
M,U

0
E) + hAM +

√
δt
)
, (B.23)

where A is given by

A = min(
2γ − 3

γ
,
1

2
). (B.24)

Remark 4. 1. The discrete problem (B.8) admits a solution. As for the MAC case, the proof is based
on a topological degree argument.

2. Note that the exponent A is the same for all discretizations investigated in this paper.

3. The items listed in Remark 2 remain valid also for discretizations described in this section.
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