
HAL Id: hal-02071772
https://hal.science/hal-02071772

Submitted on 18 Mar 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On Nelson-Type Hamiltonians and Abstract Boundary
Conditions

Jonas Lampart, Julian Schmidt

To cite this version:
Jonas Lampart, Julian Schmidt. On Nelson-Type Hamiltonians and Abstract Boundary Conditions.
Communications in Mathematical Physics, 2019, �10.1007/s00220-019-03294-x�. �hal-02071772�

https://hal.science/hal-02071772
https://hal.archives-ouvertes.fr


On Nelson-type Hamiltonians and
abstract boundary conditions

Jonas Lampart ∗, Julian Schmidt †

March 18, 2019

We construct Hamiltonians for systems of nonrelativistic particles lin-
early coupled to massive scalar bosons using abstract boundary condi-
tions. The construction yields an explicit characterisation of the domain
of self-adjointness in terms of boundary conditions that relate sectors
with different numbers of bosons. We treat both models in which the
Hamiltonian may be defined as a form perturbation of the free opera-
tor, such as Fröhlich’s polaron, and renormalisable models, such as the
massive Nelson model.

1 Introduction

We consider a system of nonrelativistic particles interacting with massive scalar
bosons. For a linear coupling, the interaction between one particle and the bosons is
(formally) given by a(v(x−y))+a∗(v(x−y)), where a, a∗ are the bosonic annihilation
and creation operators, v is the form factor of the interaction and x denotes the
position of the particle, y that of a boson. Figuratively speaking, the particles
act as sources that create and annihilate bosons with wavefunction v centred at
their position x. We will discuss a class of ultraviolet-divergent models for which
v(y) is a singular function (or a distribution). In most examples v(y) is singular
at y = 0 but regular and decaying as |y| → ∞. For example, for the Fröhlich
polaron v(y) ∼ |y|−2, and in the Nelson model v(y) ∼ |y|−5/2 (both in three space-
dimensions). The Hamiltonians for these models can be constructed using quadratic
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forms (for the Fröhlich model) or by a renormalisation procedure (for the Nelson
model). However, these methods do not give detailed and explicit information on
the domain of the operator (e.g. concerning regularity) or the action of the operator
thereon. We will discuss a new method of construction that explicitly describes
the domain in terms of abstract boundary conditions relating sectors with different
numbers of bosons. More precisely, the elements of the domain will, for any given
number n ≥ 1 of bosons, be singular functions with singularities determined by the
function with n−1 bosons. If the only singularity of v is at y = 0, these singularities
are located on the planes in configuration space where the positions of (at least) a
source and a boson coincide. The relation between the form of this singularity
and the function with fewer bosons can be viewed as an inhomogeneous generalised
boundary condition on the set of these planes.
Boundary conditions of this type were proposed as an approach to ultraviolet di-

vergences by Teufel and Tumulka [TT15, TT16]. They were called interior-boundary
conditions, as they concern points in the interior of the configuration space of the
two species of particles. Similar boundary conditions had previously been investi-
gated by Thomas [Tho84] in a specific model where the total number of particles
is at most three. The emphasis of these works is on point interactions, where v is
the δ-distribution and it is particularly natural to consider boundary conditions. A
rigorous analysis of a model for nonrelativistic bosons, with v = δ and sources that
are fixed at points in R3, was subsequently performed by Teufel, Tumulka, and the
authors [LSTT18]. This extended a result of Yafaev [Yaf92], allowing only for the
creation of a single particle. The one-dimensional variant of this model was studied
by Keppeler and Sieber [KS16].
In the present article, we will explain how such an approach can be applied to

models for nonrelativistic particles interacting with bosons, where the ‘sources’ are
themselves dynamical objects. We also demonstrate that the method is sufficiently
flexible to accommodate various interactions v and dispersion relations of the bosons,
such as the relativistic dispersion of the Nelson model. Our class of models also
contains a dynamical version of the model with nonrelativistic bosons and v = δ
of [LSTT18] in two (instead of three) space-dimensions. Our method could also be
applied to models that involve creation and annihilation of fermions, but we will
restrict ourselves to bosons in this article. We obtain an explicit characterisation of
the Hamiltonian and its domain of self-adjointness, which seems to be new for all of
the cases under consideration. We also hope that this explicit characterisation will
facilitate further research on the properties of these models, such as their energy-
momentum spectrum and dynamics, which is an active area of investigation (see
e.g. [AF14, BT17, GHL14, Miy18, MM17] for some recent results, and references
therein).
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1.1 Nonrelativistic particles interacting with scalar bosons

Let us now introduce some notation and discuss in more detail the models we will
consider as well as our main results. We consider a fixed but arbitrary number M
of nonrelativistic particles in d ≤ 3 dimensions interacting with a variable number
of scalar bosons. We do not impose any particular symmetry under permutations
on the first type of particles. The Hilbert space on which we describe our system is
given by

H := L2(RdM )⊗ Γ(L2(Rd)) =
∞⊕
n=0

L2(RdM )⊗ L2
sym(Rdn) =

⊕
n∈N

H (n) ,

where Γ(L2(Rd)) is the bosonic Fock space over L2(Rd) and H (n) the sector of
H with n bosons. In the position representation, we will denote the positions of
the first type of particles by x1, . . . , xM and refer to these as the x-particles from
now on. We will denote the positions of the bosons by y1, . . . and refer to them as
the y-particles. In appropriate units, the formal expression for the linearly coupled
Hamiltonian of this system reads

−
M∑
j=1

∆xj + dΓ(ω(−i∇y)) + g
M∑
j=1

(a∗(v(xj − y)) + a(v(xj − y))) , (1)

where ω : Rd → R+ is the dispersion relation of the bosons, v ∈ S ′(Rd) is the
interaction, and g ∈ R is the coupling constant. When v ∈ L2 and ω(k) ≥ e0 > 0,
then, by the Kato-Rellich theorem, this defines a self-adjoint operator on the domain

D(L) = {ψ ∈H : Lψ ∈H }

of the free operator (understood in the sense of tempered distributions)

L := −
M∑
j=1

∆xj + dΓ(ω(−i∇y)) . (2)

Note that D(L) is contained in the domain of the boson-number operator N = dΓ(1)
if ω(k) ≥ e0 > 0.
Our class of models concerns cases where the operator in Equation (1) above is not

immediately well defined because v /∈ L2(Rd). We will only consider cases with an
ultraviolet problem but no infrared problem, that is ω(k) ≥ e0 > 0 and v̂ ∈ L2

loc. The
problem in this case is that the creation operator a∗(v(x−y)) is not a densely defined
operator on H , so the expression (1) cannot be interpreted as a sum of unbounded
operators on any dense domain. The annihilation operator

∑M
j=1 a(v(xj − y)) is less

problematic, as it is always densely defined, and under our assumptions it is defined
on D(L) (cf. Corollary 3.2 and the following remark). Depending on v and ω, this
problem may be solvable by one of two well-known methods.
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(1) If
∫ |v̂(k)|2
k2+ω(k)dk < ∞, the annihilation operator is continuous from D(L1/2) to

D(N−1/2) and one can interpret the expression (1) as the quadratic form

〈ψ,Lψ〉+
M∑
j=1
〈ψ, a(v(xj − y))ψ〉+ 〈a(v(xj − y))ψ,ψ〉, (3)

on D(L1/2) ⊂ D(N1/2), since a∗ is the formal adjoint of a. When this
form is bounded below, one defines the Hamiltonian H to be the unique
self-adjoint and semibounded operator associated with this form. This solves
the problem of defining H, but yields only limited information, namely that
D(H) ⊂ D(L1/2) and that H is semibounded.

(2) When a(v(x− y)) is not defined on D(L1/2) one can still hope to construct H
using a renormalisation procedure due to Nelson [Nel64]. In this procedure, one
first regularises v, for example by replacing it by vΛ whose Fourier transform is
v̂Λ(k) = v̂(k)χΛ(k), where χΛ is the characteristic function of a ball of radius
Λ. Then vΛ ∈ L2, so the operator HΛ with this interaction is self-adjoint on
D(L) for every Λ ∈ R+ and vΛ converges to v in S ′(Rd) as Λ → ∞. Under
appropriate conditions on v and ω, one can then find (explicit) numbers EΛ,
so that

H∞ = lim
Λ→∞

HΛ + EΛ

exists in the norm resolvent sense and defines a self-adjoint and semibounded
operator. This defines a Hamiltonian for the model up to a constant, since
the numbers EΛ can always be modified by adding a finite constant in this
procedure. However, one retains virtually no information on the domain of
H∞, which led Nelson to pose in [Nel64] the following problem:

It would be interesting to have a direct description of the operator
H∞. Is D(H∞) ∩D(L1/2) = {0}?

The second question was answered, affirmatively, in a recent article by Griese-
mer and Wünsch [GW18]. We will provide a direct description of H∞ and its
domain in terms of abstract boundary conditions. From this description the
answer to the second question will also be apparent.

The models we consider will fall into one of these two classes. They are form
perturbations of L, as under point (1) above, if

∫ |v̂(k)|2
k2+ω(k)dk < ∞ and renormalis-

able in the sense of point (2) otherwise. The precise assumptions will be given in
Condition 1.1 below. The class of v and ω we cover contains the following examples:
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• The Fröhlich model (d = 3, ω = 1, v̂(k) = |k|−1) describes the interaction
of nonrelativistic electrons with phonons in a crystal. As noted above, this
model falls into the class of form perturbations. A recent exposition of the
construction and an investigation of its domain can be found in the article of
Griesemer and Wünsch [GW16].

• The massive Nelson model (d = 3, ω(k) =
√
k2 + 1, v̂(k) = ω(k)−1/2) de-

scribes the interaction of nonrelativistic particles with relativistic, massive,
scalar bosons, whose mass we have chosen to be one. It was defined rigorously
by Nelson [Nel64] and provides the blueprint for the renormalisation procedure
described under point (2) above.

• Nonrelativistic point-particles in two dimensions (d = 2, ω(k) = k2 + 1,
v = δ). In this model, the nonrelativistic (x-) particles interact with non-
relativistic bosons (y-particles) by creation/annihilation at contact. This is
a two-dimensional version of the model of [LSTT18] with dynamical sources.
The renormalisation procedure can be applied to this model by following Nel-
son’s proof line-by-line (see also [GW18]).

1.2 A Hamiltonian with abstract boundary conditions

Our approach to constructing a Hamiltonian for these models starts not from the
quadratic form or a regularisation of the expression (1), but by considering exten-
sions of L to singular functions, adapted to the singularity of v. This is analogous to
the construction of Schrödinger operators with singular (pseudo-) potentials using
the theory of self-adjoint extensions (see e.g. [AGHKH88, BFK+17, MO17, Pos08]).
In those problems, one considers a self-adjoint operator (S,D(S)) (e.g. S = −∆ on
H2(Rd)) and restricts it to the kernel of a singular ‘potential’. This could be the
Sobolev trace on some lower dimensional set, the ‘boundary’, or some other linear
functional on D(S). The restriction of S then defines a closed, symmetric operator
S0, and one searches for self-adjoint extensions of S0, or, equivalently, restrictions of
S∗0 . These extensions incorporate interactions through (generalised) boundary con-
ditions. We remark that, in many examples, such models can also be constructed
using renormalisation techniques (see e.g. [DFT94, DR04, KS95]), giving the same
operators. This is also true for our models, as we will show in Theorem 1.4 below.
Let L0 be the restriction of L to the domain

D(L0) = D(L) ∩ ker

 M∑
j=1

a(v(xj − y))

 . (4)

Then L∗0 is an extension of L whose domain contains, in particular, elements of the
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form

ψ = Gϕ := −g

 M∑
j=1

a(v(xj − y))L−1

∗ ϕ = −gL−1
M∑
j=1

a∗(v(xj − y))ϕ, (5)

for ϕ ∈ H . In this expression, a∗(v(xj − y)) is to be understood as the adjoint of
a(v(xj − y)) : D(L) → H that maps H to D(L)′ = D(L−1), the dual of D(L).
Note also that L is invertible on the sectors with at least one boson since we assume
ω ≥ e0 > 0.
We will define an extension A of

∑M
j=1 a(v(xj − y)) to functions in the range of

G. One can then consider the operator L∗0 + gA on the domain

{ψ ∈H |∃ϕ ∈H : ψ −Gϕ ∈ D(L)} .

Since Gϕ /∈ D(L) for ϕ 6= 0, the function ϕ in this decomposition is unique. The
condition means that the singular part of ψ(n), i.e. the part not in D(L), is deter-
mined by the ‘boundary value’ ϕ(n−1). Note that, since H is the sum over all sectors
H (n), the space on which the operator acts and the space of boundary values are
both equal to H . The operator L∗0 + gA is not symmetric on this domain, but it
has symmetric restrictions obtained by imposing boundary conditions, in the sense
of linear relations between ψ and ϕ.
To find the boundary condition corresponding to the formal Hamiltonian (1),

first observe that the range of G is contained in the kernel of L∗0, because for all
ψ ∈ D(L0)

〈L∗0Gϕ,ψ〉 = 〈ϕ,G∗L0ψ〉 = −g
M∑
j=1
〈ϕ, a(v(xj − y))ψ〉 = 0 . (6)

For any ψ with ψ −Gϕ ∈ D(L) we then have

L∗0ψ = L∗0(ψ −Gϕ) = L(ψ −Gϕ) = Lψ + g
M∑
j=1

a∗(v(xj − y))ϕ. (7)

The final expression is a sum of vectors in D(L)′ that lies in H , because it equals
the left hand side. Imposing the relation ϕ = ψ, i.e. that ψ − Gψ ∈ D(L), then
gives the equality

L∗0ψ + gAψ = Lψ + g
M∑
j=1

a∗(v(xj − y))ψ + gAψ

in D(L)′. This is essentially the formal Hamiltonian (1), but on a domain different
from D(L) chosen in such a way that the singularities of the first two terms cancel
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each other, and with the annihilation operator suitably extended to this domain.
Our main result is that the Hamiltonian H = L∗0 + gA is self-adjoint and bounded
from below on the domain with this boundary condition. For the appropriate choice
of extension A, it equals the Hamiltonian defined as a quadratic form, or by renor-
malisation, respectively.

Our hypothesis on v̂ and ω is that they have upper, respectively lower, bounds by
appropriate powers of |k| or 1 + k2, which is the case in all of the relevant examples.
For simplicity we also set the rest-mass e0 of the y-particles to one.

Condition 1.1. Let v ∈ S ′(Rd), v /∈ L2(Rd) and ω : Rd → R+. We have bounds
|v̂(k)| ≤ |k|−α and ω(k) ≥ (1 + k2)β/2 with parameters 0 ≤ α < d

2 , 0 ≤ β ≤ 2
satisfying additionally one of the following two conditions:

(1) α > d
2 − 1 and thus

∫ |v̂(k)|2
k2+ω(k)dk <∞;

(2)
∫ |v̂(k)|2
k2+ω(k)dk =∞ and

α = 0 and β > 0 if d = 2

α > 1
2 −

β2

8+β2 if d = 3 .

Note that the condition α < d
2 implies v̂ ∈ L2

loc. Later on, we will often state our
results in terms of the parameter

D := d− 2α− 2,

which measures the (non)-integrability of |v̂(k)|2(1 + k2)−1 and thus the singularity
of the interaction. The first case of the condition corresponds to D < 0 and the
second to D ≥ 0.

Definition 1.2. Assume Condition 1.1 holds and d ∈ {1, 2, 3}. We define A with
domain D(A) as the extension of

M∑
j=1

a(v(xj − y)) : D(L)→H

given in

• Equation (13) if
∫ |v̂(k)|2
k2+ω(k)dk <∞, or

• Equations (27) and (32) if
∫ |v̂(k)|2
k2+ω(k)dk =∞.

The integrability condition determines which of the cases in Condition 1.1 applies.
Our main result is:
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Theorem 1.3. Let d ∈ {1, 2, 3} and assume that v and ω satisfy Condition 1.1.
Then the operator H = L∗0 + gA with domain

D(H) = {ψ ∈H |ψ −Gψ ∈ D(L)}

is self-adjoint and bounded from below. Its domain is contained in the domain of the
number operator N and for ψ ∈ D(H) we have the equality

Hψ = Lψ + g
M∑
j=1

a∗(v(xj − y))ψ + gAψ. (8)

in the dual of D(L).

For the Fröhlich model we are in the first case of Condition 1.1 and have α = 1.
For the Nelson model we can choose β = 1, α = 1

2 . For β = 1 the condition on
α is α > 7

18 , which also allows for slightly more singular cases. For our model of
nonrelativistic point-particles in two dimensions the conditions are satisfied with
β = 2 and α = 0. The corresponding model in one dimension, which is an extension
of the one treated in [KS16] with moving sources, is a form perturbation. In fact,
in one dimension we always have

∫ |v̂(k)|2
k2+ω(k)dk < ∞ since we assume a bound with

0 ≤ α < 1
2 . For nonrelativistic bosons in three dimensions with β = 2 our condition

is α > 1
6 . This excludes v = δ, corresponding to a model which is not known to be

renormalisable (in sense of operators explained above). However, our methods can
be adapted to construct a Hamiltonian also in this case. This will be the subject of
an upcoming publication by the first author [Lam18].
Our result provides a self-adjoint operator H whose action is given by (1), if

the separate terms are interpreted as elements of D(L)′ and
∑M
j=1 a(v(xj − y)) is

suitably extended. In the case of form perturbations, the annihilation operator is
automatically well defined on D(H) ⊂ D(L1/2). Our theorem then also implies that
the quadratic form of H is indeed given by the usual expression (3), since in this
case Equation (7) also holds in the sense of quadratic forms on D(L1/2).

For the more singular models the extension of the annihilation operator involves
an operation that can be interpreted as the addition of an ‘infinite constant’, and
it is certainly not unique. These models can also be treated by a renormalisation
technique, see [GW18]. We make a choice of the extension A for which H coincides
with the operator H∞ obtained by renormalisation (see also Remark 3.4). The
following theorem, proved in Section 3.4, implies that H = H∞.

Theorem 1.4. Let the conditions of Theorem 1.3 be satisfied and
∫ |v̂(k)|2
k2+ω(k)dk =∞.

For Λ ∈ R+ let HΛ be the Hamiltonian with the regularised interaction defined by
v̂Λ(k) = v̂(k)χΛ(k), where χΛ is the characteristic function of a ball of radius Λ,
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and let

EΛ = g2M

∫ |v̂Λ(k)|2

k2 + ω(k)dk .

Then HΛ + EΛ converges to H in the strong resolvent sense.

The domain of H is explicit and for any given ψ ∈H it is easy to check whether
it belongs to D(H) or not. In particular, the regularity properties of ψ ∈ D(H) are
easily deduced from the regularity of Gψ. This allows us to answer Nelson’s second
question.

Corollary 1.5. Let the conditions of Theorem 1.3 be satisfied and additionally ω ∈
L∞loc(Rd). Then D(H) ⊂ D(L1/2) if and only if

∫ |v̂(k)|2
k2+ω(k)dk < ∞. Moreover, if∫ |v̂(k)|2

k2+ω(k)dk =∞, then D(H) ∩D(L1/2) = {0}.

This corollary follows from our more precise discussion of the regularity prop-
erties of D(H) in Section 4. Essentially the same result for M = 1 was recently
obtained [GW16, GW18] by different methods.
The structure of the proof of our main result, Theorem 1.3, is essentially the same

for the cases of form perturbations (
∫ |v̂(k)|2
k2+ω(k)dk < ∞) and renormalisable models

(
∫ |v̂(k)|2
k2+ω(k)dk = ∞). However, the technical difficulties are slightly different, and

much greater in the second case. For this reason, we will give the proof of the first
case separately, in Section 2. This may also serve as a less technical presentation of
the general strategy. The proof for the second case will be given in Section 3. In
both cases, the crucial technical ingredients of the proof are bounds on the operator
T = gAG that are sufficiently good regarding both regularity and particle number.
This operator also appears in the theory of point interactions (with v = δ), where it
is known as the Ter-Martyrosyan–Skornyakov operator, see e.g. [CDF+15, DFT94,
MS17, MS18]. We will build on some of the results obtained in this area, as we
explain in Remark 3.9.

2 Form perturbations

In this section we will prove Theorem 1.3 under the assumptions of the first case in
Condition 1.1. That is, we assume that ω(k) ≥ 1, v ∈ S ′(Rd), v /∈ L2(Rd), and that
|v̂(k)| ≤ |k|−α for some d

2 > α > d
2 − 1, respectively d − 2α − 2 = D < 0. We will

use the notation

a(V ) :=
M∑
i=1

a(v(xi − y)). (9)
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Under the assumptions of this section a(V ) is operator-bounded by L, as will be
proved in Lemma 2.1 below.
In the following we will often work in the Fourier representation. We denote

by P = (p1, . . . , pM ), K = (k1, . . . , kn) the conjugate Fourier variables to X =
(x1, . . . xM ), Y = (y1, . . . , yn). The vector Q̂j ∈ Rdν is Q ∈ Rd(ν+1) with the j-th
entry deleted and ei is the inclusion of the i-th summand in Rdµ =

⊕µ
i=1 Rd. We

will denote the Fourier representation of the operator L (on the n-boson sector) as
multiplication by the function

L(P,K) := P 2 +
n∑
j=1

ω(kj) =: P 2 + Ω(K).

Lemma 2.1. If Condition 1.1 holds with D < 0 then

a(V )L−
1
2N−

2+D
4

is a bounded operator on H .

Proof. Since we are not concerned with the dependence of the norm on M it is
sufficient to estimate one term in the sum (9) and then bound the norm of the sum
by the sum of the norms.
In Fourier representation, we have(

Fa(v(x1 − y))L−
1
2N−

2+D
4 ψ

)(n)
(P, K̂n+1)

=
√
n+ 1

∫
Rd

v̂(kn+1)ψ̂(n+1)(P − e1kn+1,K)
L(P − e1kn+1,K)

1
2 (n+ 1)

2+D
4

dkn+1 .

To prove our claim it is sufficient to show that for some constant C > 0 it holds that∣∣∣∣∣
∫
Rd

v̂(kn+1)ψ̂(n+1)(P − e1kn+1,K)
L(P − e1kn+1,K)

1
2

dkn+1

∣∣∣∣∣
2

≤ C(n+ 1)
D
2

∫
Rd

∣∣∣ψ̂(n+1)(P − e1kn+1,K)
∣∣∣2 dkn+1 , (10)

because we may afterwards integrate in P and K̂n+1 and perform a change of vari-
ables P → P − e1kn+1.
Using the Cauchy-Schwarz inequality, and our assumptions on v̂ and ω, we can

bound the integral from above by

∣∣∣∣∣
∫
Rd

v̂(kn+1)ψ̂(n+1)(P − e1kn+1,K)
L(P − e1kn+1,K)

1
2

dkn+1

∣∣∣∣∣
2

≤
∫
Rd

|q|−2α

(p1 − q)2 + n+ 1 dq
∫
Rd

∣∣∣ψ̂(n+1)(P − e1kn+1,K)
∣∣∣2 dkn+1 .
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The integral in q takes its maximal value at p1 = 0, by the Hardy-Littlewood
inequality. Rescaling by (n+ 1)−1/2 then yields the upper bound

(n+ 1)−1+ d−2α
2

∫
Rd

|q′|−2α

q′2 + 1 dq′
∫
Rd

∣∣∣ψ̂(n+1)(P − e1kn+1,K)
∣∣∣2 dkn+1 ,

and this proves the claim.

2.1 The extended domain

Lemma 2.1 has several important consequences. First of all, a(V ) : D(L) → H is
continuous in the graph norm of L. Thus D(L0), defined in (4) as the kernel of a(V )
in D(L), is a closed subspace of D(L) with this norm. Due to our assumption that
v /∈ L2, this subspace is also dense in H .

Lemma 2.2. If Condition 1.1 is satisfied the space D(L0) is dense in H .

Proof. The Hilbert space H is equal to the direct integral H =
∫⊕
RMd Γ(L2(Rd))dX.

We start by proving that for almost every X ∈ RMd the kernel of a(V (X)) =∑M
i=1 a(v(xi − y)) is dense in Γ(L2(Rd)).
The first step is to show that the kernel of the linear functional defined by

V̂ (X, k) =
∑M
i=1 eikxi v̂(k) ∈ L2

loc(Rd) is dense in L2(Rd) if V̂ (X) /∈ L2(Rd). The
set of X where V̂ (X) ∈ L2 has measure zero, see Lemma A.1 in the appendix. Let
v̂Λ(k) = v̂(k)χΛ(k) with the characteristic function χΛ of a ball of radius Λ > 0 and
let V̂Λ be defined like V̂ , with v̂Λ replacing v̂. Let f ∈ H2(Rd) and set

f̂Λ(X, k) := f̂(k)− V̂ (X, k)χΛ(k)∫
|V̂Λ(X, k′)|2dk′

∫
V̂ (X, k′)f̂(k′)dk′.

Now limΛ→∞
∫
|V̂Λ(X, k′)|2dk′ =∞, because V̂ (X, k) /∈ L2(Rd), so f̂Λ(k) converges

to f̂(k) in L2(Rd). On the other hand
∫
V̂ (X, k)f̂Λ(k)dk = 0 so, after taking the

inverse Fourier transform in k, fΛ is in the kernel of V (X).
This implies that coherent states generated by functions in H2(Rd) ∩ ker(V (X))

are dense in Γ(L2(Rd)), see e.g. [LSTT18, Prop.12]. Such states are in the kernel of
a(V (X)) since for the coherent state Φ(f) generated by f we have a(V (X))Φ(f) =
〈V (X), f〉Φ(f). Consequently, the kernel of a(V (X)) is dense in Γ(L2(Rd)) for
almost every X.
To conclude the proof, notice that the approximants fΛ(X) above are in H2(Rd)

and depend smoothly on X. We can thus approximate any Γ(L2(Rd))-valued L2-
function of X by smooth functions taking values in the kernel of a(V (X)). Such
functions are elements of D(L) and this proves the claim.
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We have established that L0, the restriction of L to the kernel of a(V ), is a densely
defined, closed, symmetric operator. As explained in the introduction, we are going
to extend L to a subspace of the domain of L∗0. This space is spanned by functions
of the form ψ +Gϕ with ψ ∈ D(L) and ϕ ∈H , where

Gϕ :=
(
−ga(V )L−1

)∗
ϕ = −gL−1a∗(V )ϕ. (11)

The operator G is bounded on H by Lemma 2.1. It maps H to the kernel of L∗0
by Equation (6). Application of G also improves regularity or decay in the particle
number.

Lemma 2.3. If Condition 1.1 holds with D < 0 the operator G is continuous from
H to D(N−D/4) and from D(N

2+D
4 ) to D(L1/2).

Proof. In view of Equation (11) and the fact that L ≥ N , this is immediate from
Lemma 2.1.

The next lemma is concerned with the map 1−G which is not only bounded but
also invertible.

Lemma 2.4. Assume Condition 1.1 holds with D < 0. Then 1−G is invertible and
there exists a constant C > 0 such that

‖Nψ‖H ≤ C(‖N(1−G)ψ‖H + ‖ψ‖H ) . (12)

Proof. Due to Lemma 2.3 there is a constant C > 0 such that sector-wise

‖G‖2H (n−1)→H (n) ≤ Cn
D
2 .

Using this we estimate the k-th power of G acting on ψ ∈H by

∥∥∥Gkψ∥∥∥2

H
=
∑
n≥1

∥∥∥∥(Gkψ)(n)
∥∥∥∥2

H (n)

≤
∑
n≥k

k∏
`=1
‖G‖2H (n−`)→H (n−`+1)

∥∥∥ψ(n−k)
∥∥∥2

H (n−k)

≤ C ‖ψ‖2H sup
m≥0

k∏
r=1

(r +m)
D
2 ≤ C ‖ψ‖2H (k!)

D
2 .

This implies that the Neumann series
∑
k≥0G

k converges in H , hence 1 − G is
invertible.
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To prove (12), first note that G is a bounded operator from D(N) to itself, because
it maps H (n) to H (n+1). Define for any µ ≥ 0 a modified map by

Gµ := −g
(
a(V )(L+ µ2)−1

)∗
The norm ‖Gµ‖D(N)→D(N) := cµ is decreasing in µ, so for sufficiently large µ we
have cµ < 1. Then (1 −Gµ)−1 is a bounded operator on D(N) with norm at most
(1− cµ)−1. By the resolvent formula we then have

‖Nψ‖ ≤ (1− cµ)−1 (‖N(1−Gµ)ψ‖+ ‖(1−Gµ)ψ‖)

≤ (1− cµ)−1
(
‖N(1−G)ψ‖+

∥∥∥µ2N(L+ µ2)−1Gµψ
∥∥∥+ ‖(1−Gµ)ψ‖

)
.

Since L ≥ N this proves the claim.

2.2 The annihilation operator A

So far we have considered a(V ) as an operator on D(L). In view of Lemma 2.1 we
may also define it sector-wise on D(L1/2) in the case D < 0 of the current section.
By Lemma 2.3 the annihilation operator thus makes sense on Gϕ(n), for any n ∈ N.
Lemma 2.5. Assume that Condition 1.1 holds with D < 0 and let T = ga(V )G.
Then T defines a symmetric operator on the domain D(T ) = D(N1+D/2).
Proof. Using Equation (11) we can write T as

T = −G∗LG = −g2
(
a(V )L−

1
2
) (
a(V )L−

1
2
)∗
.

This defines a continuous operator from D(N1+D/2) to H by Lemma 2.1, and this
operator is clearly symmetric.

On the set D(A) = D(L) ⊕ GD(T ), which contains D(H), we now define the
annihilation operator A by

gA(ψ +Gϕ) := ga(V )(ψ +Gϕ) = ga(V )ψ + Tϕ. (13)
Remark 2.6. The objects we have discussed so far occur naturally in the context of
abstract boundary conditions. Let K denote the restriction of L∗0 to D(A) = D(L)⊕
GD(T ) and denote by B(η+Gϕ) = ϕ a left inverse of G. Then (D(T ), B,−gA) is a
quasi boundary triple for K in the sense of Behrndt et al. [BFK+17]. In particular
we have the identity

〈Kϕ,ψ〉 − 〈ϕ,Kψ〉 = −〈gAϕ,Bψ〉+ 〈Bϕ, gAψ〉.
The family of operators G(z) = −g(L+z)−1a∗(V ) are called the γ-field, and T (z) =
gAG(z) the Weyl-operators associated to this triple.
In specific cases the operators B and A can be expressed as local boundary value

operators on the configurations where at least one x-particle (source) and one y-
particle (boson) meet, see [TT15, LSTT18] and also Remark 3.4 for details.
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2.3 Proof of Theorem 1.3 for D < 0

We will now prove that H = L∗0 + gA is self-adjoint on the domain

D(H) = {ψ ∈H |(1−G)ψ ∈ D(L)} = (1−G)−1D(L)

in the case of form perturbations, D < 0. The domain D(H) is contained in
D(N) because D(L) ⊂ D(N) and the domain of N is preserved by (1 − G)−1,
see Lemma 2.4. We start the proof of self-adjointness by rewriting H in a more
symmetric form. First, we use the fact that L∗0G = 0, by Equation (6), to write for
ψ ∈ D(H)

Hψ = L∗0(1−G)ψ + gAψ

= L(1−G)ψ + ga(V )(1−G)ψ + Tψ . (14)

Here, we have also used the ‘boundary condition’ that (1 − G)ψ ∈ D(L) for ψ ∈
D(H). Since G∗L = −ga(V ) we can further rewrite this as

Hψ = (1−G∗)L(1−G)ψ +G∗L(1−G)ψ + ga(V )(1−G)ψ + Tψ

= (1−G)∗L(1−G)ψ + Tψ . (15)

We will prove that H is self-adjoint by showing that it is a perturbation of the
self-adjoint operator (1−G)∗L(1−G).

Lemma 2.7. The operator H0 := (1 − G)∗L(1 − G) is self-adjoint on D(H) and
positive.

Proof. The operator H0 is clearly positive and symmetric on D(H0) = D(H), so it
suffices to show that D(H∗0 ) ⊂ D(H). If ϕ ∈ D(H∗0 ), ψ ∈ D(H0) = (1−G)−1D(L),
we have

〈ϕ,H0ψ〉 = 〈(1−G)ϕ,L(1−G)ψ〉,

and thus (1−G)ϕ ∈ D(L∗) = D(L). This proves the claim.

To prove self-adjointness of H we now show that T is infinitesimally H0-bounded.
By Lemma 2.5 and Young’s inequality we have, keeping in mind that D < 0,

‖Tψ‖H ≤ C
∥∥∥N1+D/2ψ

∥∥∥
H
≤ C

2
(
(2 +D)ε ‖Nψ‖H −Dε

2+D
D ‖ψ‖H

)
, (16)

for any ε > 0. Now Lemma 2.4 together with L ≥ N yields the inequality

‖Nψ‖H ≤ C(‖N(1−G)ψ‖H + ‖ψ‖H )

≤ C
(∥∥∥(1−G)−1

∥∥∥ ‖(1−G)∗L(1−G)‖+ ‖ψ‖
)
. (17)

This proves an infinitesimal bound on T relative to H0 and thus that H = H0 + T
is self-adjoint on D(H), by the Kato-Rellich theorem.
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3 Renormalisable models

In this section we will deal with models falling into the second case of Condition 1.1.
This means that |v̂(k)| ≤ |k|−α for some α ≥ 0,

∫
|v̂(k)|2 (k2 + ω(k))−1dk = ∞ (so

necessarily 2α ≤ d − 2) and ω(k) ≥ (1 + k2)β/2 for some 0 < β ≤ 2. In dimension
d = 2 this leaves α = 0 as the only case. In d = 3 we assume

1
2 ≥ α >

1
2 −

β2

β2 + 8 .

In terms of D = d− 2α− 2 this means that

0 ≤ D <
2β2

β2 + 8 ≤
β

2 . (18)

Following the structure of Section 2, we start this section by discussing the ex-
tended domain. We then turn to the definition of the annihilation operator A and
finally prove Theorem 1.3 and Theorem 1.4.

3.1 The extended domain

As in Section 2, we consider the extension of L (or the restriction of L∗0) to vectors
of the form ψ + Gϕ with ψ ∈ D(L), ϕ ∈ H and G = −gL−1a∗(V ). We start by
discussing the mapping properties of G, showing in particular that a∗(V ) : H →
D(L)′ and a(V ) : D(L)→H are continuous. In Section 2, where D < 0, we showed
that G maps into the form domain of L. For D ≥ 0 however, G will not map into
the form domain of L but instead into D(Lη) for some η < 2−D

4 ≤ 1
2 . We first prove

a bound on G that will allow us to use the regularity and the decay in the particle
number N in an optimal way later on.

Proposition 3.1. Let Condition 1.1 be satisfied and define the affine transformation
u(s) := β

2 s −
D
2 . Then for any s ≥ 0 such that u(s) < 1 and all 0 ≤ η < 1+u(s)−s

2
there exists a constant C such that for all n ∈ N

‖LηGψ‖H (n+1) ≤ C
(

1 + n
max(0,1−s)

2

)∥∥∥ψ(n)
∥∥∥

H (n)
.

Proof. Note first that, since β ≤ 2, the function u(s)− s is non-increasing and thus
η < 1+u(0)

2 = 2−D
4 . The expression for the Fourier transform of Gψ(n) is given by

Ĝψ(n)(P,K) = −g√
n+ 1

M∑
i=1

n+1∑
j=1

v̂(kj)ψ̂(n)(P + eikj , K̂j)
L(P,K) . (19)
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As we are not interested in the dependence of the constant C onM or g it is sufficient
to estimate the H (n+1)-norm of the expression

γψ̂(n)(P,K) = 1√
n+ 1

n+1∑
j=1

v̂(kj)ψ̂(n)(P + e1kj , K̂j)
L(P,K)1−η . (20)

We first multiply by ω(kj)
s
2 and its inverse, and then use the finite-dimensional

Cauchy-Schwarz inequality to obtain

∣∣∣γψ̂(n)(P,K)
∣∣∣2 ≤ 1

n+ 1

n+1∑
i,j=1

|v̂(kj)|2
∣∣∣ψ̂(n)(P + e1kj , K̂j)

∣∣∣2
L(P,K)2(1−η)ω(kj)s

ω(ki)s . (21)

Let
∣∣∣γ(d)ψ̂(n)

∣∣∣2 denote the sum of terms in this sum with i = j, and
∣∣∣γ(od)ψ̂(n)

∣∣∣2 the
sum of the remaining terms. We have

∣∣∣γ(d)ψ̂(n)
∣∣∣2 = 1

n+ 1

n+1∑
j=1

|v̂(kj)|2
∣∣∣ψ̂(n)(P + e1kj , K̂j)

∣∣∣2
L(P,K)2(1−η) , (22)

∣∣∣γ(od)ψ̂(n)
∣∣∣2 ≤ nmax(0,1−s)

n+ 1

n+1∑
j=1

|v̂(kj)|2
∣∣∣ψ̂(n)(P + e1kj , K̂j)

∣∣∣2
L(P,K)2(1−η)ω(kj)s

Ω(K̂j)s . (23)

In the second line we have used the bound (with the notation
∑
j∈J ω(qj) = Ω(Q))

n∑
i=1

ω(ki)s ≤ nmax(0,1−s)Ω(K)s , (24)

which for s < 1 follows from the Hölder inequality, while for s ≥ 1 it holds by
interpolation between the `1-norm and the `∞-norm.
Note that both sums in (22), (23) are just symmetrisations and every summand

has the same integral. Integrating (22) and performing a change of variables thus
yields

∫ ∣∣∣γ(d)ψ̂(n)(P,K)
∣∣∣2 dPdK =

∫ |v̂(kn+1)|2
∣∣∣ψ̂(n)(P, K̂n+1)

∣∣∣2
L(P − e1kn+1,K)2(1−η) dPdK .

We notice that the square of ψ̂(n) does not depend on kn+1 anymore. Using that
4η < 2 − D = 4 + 2α − d, and the Hardy-Littlewood inequality, the integral over
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kn+1 can be bounded by∫
Rd

|v̂(kn+1)|2

L(P − e1kn+1,K)2(1−η) dkn+1

≤
∫
Rd

|kn+1|−2α

((p1 − kn+1)2 + Ω(K̂n+1) + 1)2(1−η)
dkn+1

≤ C(Ω(K̂n+1) + 1)−2(1−η)−α+ d
2 , (25)

The exponent here is negative, which proves the required bound for
∣∣∣γ(d)ψ(n)

∣∣∣2.
The integration of (23) gives∫ ∣∣∣γ(od)ψ̂(n)(P,K)

∣∣∣2 dPdK

≤ nmax(0,1−s)
∫ |v̂(kn+1)|2 Ω(K̂n+1)s

∣∣∣ψ̂(n)(P, K̂n+1)
∣∣∣2

L(P − e1kn+1,K)2(1−η)ω(kn+1)s
dPdK .

The condition u(s) < 1 implies that βs + 2α < d, so we can bound the integral in
kn+1 by∫

Rd

|kn+1|−2α−βs

((p1 − kn+1)2 + Ω(K̂n+1))2(1−η)
dkn+1 ≤ CΩ(K̂n+1)−2(1−η)− 2α+βs

2 + d
2 .

It follows that∫ ∣∣∣γ(od)ψ̂(n)(P,K)
∣∣∣2 dPdK

≤ Cnmax(0,1−s)
∫

Ω(K̂n+1)2η−1−u(s)+s
∣∣∣ψ̂(n)(P, K̂n+1)

∣∣∣2 dPdK̂n+1 .

The exponent of Ω(K̂n+1) in this integral is negative by hypothesis, and this proves
the claim.

A simple consequence of this proposition is that G maps H into the domain of
some power of L, and thus also of N .

Corollary 3.2. Assume Condition 1.1 holds with D ≥ 0. There exists an η ∈
(0, 1/2) such that G is a continuous operator from H to D(Lη).

Proof. We apply Proposition 3.1, distinguishing two cases. First, if D = 0 and
β = 2, then u(s) = s and we choose, for some 1 > ε > 0, sε = 1 − ε and ηε = 1−ε

2 .
Proposition 3.1 then gives the bound∥∥∥L 1−ε

2 Gψ
∥∥∥

H (n+1)
≤ C(1 + nε/2)

∥∥∥ψ(n)
∥∥∥

H (n)
.
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Dividing by (1 + nε/2) ≤ cLε/2 then shows that G maps H to D(L1/2−ε) for all
0 < ε ≤ 1

2 , in this case.
In all other cases, we have u(1) = (β −D)/2 < 1, by (18), and we may choose in

Proposition 3.1 s = 1 and any 0 ≤ η < β−D
4 .

An important consequence of this is that ga(V )L−1 = −G∗ is a continuous oper-
ator on H , so a(V ) is well defined on D(L). We can thus define L0 and its adjoint
in the very same way as in Section 2. We can also prove the analogue of Lemma 2.4.

Lemma 3.3. Let Condition 1.1 be satisfied. Then 1 − G is invertible and there
exists a constant C > 0 such that

‖Nψ‖H ≤ C(‖N(1−G)ψ‖H + ‖ψ‖H ) . (26)

Proof. Using Corollary 3.2 and the fact that N ≤ L the proof for the case D ≥ 0 is
exactly the same as in Lemma 2.4 for D < 0.

3.2 Extending the annihilation operator for D ≥ 0

In this section we will extend the annihilation operator a(V ) to certain vectors in the
range of G, defining the operator A. To do so, for any symmetric operator (T,D(T ))
we could define an extension gA on the set D(A) = D(L)⊕GD(T ) by

gA(ψ +Gϕ) := ga(V )ψ + gAGϕ = ga(V )ψ + Tϕ . (27)

In the case of a form perturbation, where G maps sector-wise into D(L1/2), the right
extension of a(V ) to these elements is obviously a(V ) itself. As a result, we have
simply chosen T = ga(V )G in Section 2. However, this choice is not possible if the
domain of a(V ) and the range of G do not match, as is the case if D ≥ 0. We will
define T by slightly modifying the expression for ga(V )G, in such a way that the
operator H we obtain coincides with the one constructed by renormalisation. In
Fourier representation, ga(V )G is formally given by

g
√
n+ 1

M∑
`=1

∫
Rd
v̂(kn+1)Ĝϕ(n)(P − e`kn+1,K) dkn+1 .

Expanding the formal action by spelling out Ĝϕ(n) as in (19) gives

−g2
M∑
`=1

M∑
i=1

n+1∑
j=1

∫
Rd

v̂(kn+1)v̂(kj)ϕ̂(n)(P − e`kn+1 + eikj , K̂j)
L(P − e`kn+1,K) dkn+1 . (28)

Have a look at the sum above. In the terms where j = n+ 1 and i = `, the function
ϕ̂(n) does not depend on the variable kn+1 anymore. Formally, these terms define
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a multiplication operator, with the multiplier given by a sum over integrals of the
form

−g2
∫
Rd

|v̂(kn+1)|2

L(P − e`kn+1,K) dkn+1 .

This is what we will call the diagonal part in the following. However, this integral
is divergent. In order to obtain a well-defined operator, we replace this integral by
a regularised version. We set

I`(P, K̂n+1) :=
∫
Rd
|v̂(kn+1)|2

(
1

L(P − e`kn+1,K) −
1

k2
n+1 + ω(kn+1)

)
dkn+1

(29)

and define Td, the diagonal part of T , in Fourier representation as

T̂dϕ(n)(P, K̂n+1) := −g2ϕ̂(n)(P, K̂n+1)
M∑
`=1

I`(P, K̂n+1) . (30)

The remaining expressions in (28) constitute the off-diagonal part of T . It is a
sum of integral operators and we will show that they are defined on suitable spaces,
without modification. Spelled out, we have

T̂odϕ(n)(P, K̂n+1) (31)

:=− g2
M∑
`=1

M∑
i=1
i 6=`

∫
Rd

|v̂(kn+1)|2 ϕ̂(n)(P − (e` − ei)kn+1, K̂n+1)
L(P − e`kn+1,K) dkn+1

− g2
M∑
`=1

M∑
i=1

n∑
j=1

∫
Rd

v̂(kn+1)v̂(kj)ϕ̂(n)(P − e`kn+1 + eikj , K̂j)
L(P − e`kn+1,K) dkn+1 .

We define the operator

Tϕ(n) := Tdϕ
(n) + Todϕ

(n) (32)

by the expressions above, on a domain (or rather a family of admissible domains)
to be specified in Proposition 3.5 below.

Remark 3.4. As noted before, the choice of the operator T is not unique. In fact,
any operator T that is symmetric on an appropriate domain will lead to a self-adjoint
operator H. We have made the choice for which this operator coincides with the one
constructed by renormalisation, with the usual choice of renormalisation constant
EΛ, cf. Theorem 1.4. Observe that the the regularised integral (29) is formally
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obtained by subtracting the ‘constant’ E∞ =
∫
|v̂(k)|2 (k2 + ω(k))−1dk. In this

sense, the operator A may be viewed as the ‘renormalised’ annihilation operator.
Another way to interpret the expression for Td is that the distribution v(x`−yn+1)

is not applied to the function Gϕ(n), but to the more regular function

Gϕ(n) + gϕ(n)(X, Ŷn+1)f(x` − yn+1) ,

where f̂(k) = v̂(k)(k2 + ω(k))−1. Here, the second term effectively cancels the local
singularities of Gϕ(n) in the directions parametrised by x`−yn+1. This point of view
is particularly natural if v(y) is singular only at y = 0, and thus Gϕ(n) is singular
on the planes {x` = yj}. In this case, the off-diagonal operator Tod comes from the
application of v(x`−yn+1) to functions L−1v(xi−yj)ϕ(n)(X, Ŷj) in directions where
they are regular.
In concrete examples, there might be other criteria that single out a choice of

T , respectively A. For example in the case of v = δ, d = 2, ω(k) = k2 + 1, the
annihilation operator a(V ) is (the sum of) evaluation operators on the planes where
x` = yj . These are local boundary values and one would want the extension A to
be local in this sense as well. In this example, the functions in the range of G are
singular, with an asymptotic expansion

Gϕ(n)(X,Y ) = c log |x` − yj |ϕ(n)(X, Ŷj)√
n+ 1

+ F (X,Y )

as |x` − yj | → 0, where c is a universal constant and F is a function that has
a (suitable) limit almost-everywhere on {x` = yj}. One can view ϕ as a local
boundary value of this function, since

ϕ(X, Ŷj) =
√
n+ 1 lim

|x`−yj |→0

Gϕ(n)(X,Y )
c log |x` − yj |

.

It is then natural to choose AGϕ(n) as the evaluation of the regular part F (X,Y )
of Gϕ(n), more precisely

AGϕ(n)(X, Ŷn+1) = lim
r→0

M∑
`=1

∫
|x`−yn+1|=r

(√
n+ 1Gϕ(n)(X,Y )− c log(r)ϕ(n)(X, Ŷn+1)

)
dω.

This is clearly a local boundary value, and one can check that this coincides with
our choice of A up to the addition of a global constant. Such boundary values are
discussed in [Lam18, LSTT18, TT15] for a variety of models involving creation and
annihilation of particles. Boundary values for a two-dimensional model with point
interactions were treated by Dell’Antonio, Figari, and Teta [DFT94, Sec.5].
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The next proposition states the important mapping properties of T . For our model
of non-relativistic point-particles in two dimensions (d = 2, v = δ, ω(k) = k2+1), we
show that Td is defined on D(Lε) for any ε > 0 (in fact, it is a Fourier multiplier of
logarithmic growth), and that Tod is a bounded operator on H (n) whose norm grows
at most like nε. For the Nelson model (d = 3, ω(k) =

√
1 + k2, v̂(k) = ω(k)−1/2), Td

is also bounded by any power of L, and Tod is an operator D(Lε) ∩H (n) → H (n)

whose norm grows at most like n1−2ε.

Proposition 3.5. Assume Condition 1.1 holds with D ≥ 0, set u(s) = β
2 s−

D
2 and

define T for every n ∈ N by the expression (32).

• If D = 0 and β = 2 then, for any ε > 0, T defines a symmetric operator on
the domain D(T ) = D(Lε).

• If either D > 0 or β < 2 then, for all s > 0 such that the following two
conditions are satisfied

u(s) < 1
0 < u(u(s)) ,

the operator T is symmetric on D(T ) = D((N + 1)max(0,1−s)Ls−u(s)).

Proof. The proof will be split into three lemmas. In Lemma 3.6 we deal with the
diagonal operator Td. We will show that Td defines a symmetric operator on the
domain D(Lmax(ε,D/2)) for any ε > 0. We further decompose the off-diagonal part
in (31) as

T̂odϕ
(n)

:=
M∑
`=1

M∑
i=1,i 6=`

θi`ϕ̂
(n) +

M∑
`=1

M∑
i=1

τi`ϕ̂
(n)

with

θi`ϕ̂
(n)(P, K̂n+1) :=

∫
Rd

|v̂(kn+1)|2 ϕ̂(n)(P + (ei − e`)kn+1, K̂n+1)
L(P − e`kn+1,K) dkn+1 (33)

and

τi`ϕ̂
(n)(P, K̂n+1) :=

n∑
j=1

∫
Rd

v̂(kn+1)v̂(kj)ϕ̂(n)(P − e`kn+1 + eikj , K̂j)
L(P − e`kn+1,K) dkn+1 .

(34)

In Lemma 3.7 the properties of the θ-terms and in Lemma 3.8 those of the τ -terms
are described. Both of these lemmas rely on modifications of the Schur test, but the
second one will be more difficult due to the additional sum over n terms in τi`.
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If D = 0 and β = 2, Lemma 3.6 shows that Td is defined on D(Lε) for any ε > 0.
Regarding the terms θi`, Lemma 3.7 shows that they are bounded and that their
sum is symmetric. Now because u(s) = s, the conditions on the parameter s in
Lemma 3.8 reduce to s ∈ (0, 1). The lemma then states that the operators τi` are
defined on D(N1−s) and their sum is symmetric. Choosing sε = 1−ε and estimating
N ≤ L yields the claim in this case.
If either D > 0 or β < 2, strictly, we have for sufficiently small ε > 0

s− u(s) = 1
2(2− β)s+ D

2 ≥ max
(
ε,
D

2

)
.

This means that D((N+1)max(0,1−s)Ls−u(s)) ⊂ D(Lmax(ε,D/2)) for such an ε. There-
fore, Lemmas 3.6 – 3.8 together prove the claim.

Lemma 3.6. Assume Condition 1.1 holds with D ≥ 0. Then for any ε > 0 the
expression Td given by (30) defines a symmetric operator on the domain D(Td) =
D(Lmax(ε,D/2)).
Proof. The integral (29) defining Td is real, so Td is a real Fourier multiplier and it
is sufficent to prove that it maps the domain D(Td) to H . Specifying as usual to
` = 1 we have to show that there exists a constant C > 0 such that the inequality

I1(P, K̂n+1) ≤ C
(
L(P, K̂n+1)max(ε,D/2) + 1

)
(35)

holds pointwise on RMd × Rnd. We will use that

I1(P, K̂n+1) =
∫
Rd
|v̂(kn+1)|2

2p1 · kn+1 − p2
1 −

(
P̂ 2

1 + Ω(K̂n+1)
)

L(P − e1kn+1,K)(k2
n+1 + ω(kn+1))

dkn+1

and distinguish between d = 2 and d = 3.
If d = 2 then necessarily α = 0 and D = 0. We denote the integration variable by

q instead of kn+1 and also write p for p1. The absolute value of the integral I1 can,
for any ε ∈ (0, 1), be bounded by∫

R2

2 |p| |q|+ p2 +
(
P̂ 2

1 + Ω(K̂n+1)
)

(
(p− q)2 + P̂ 2

1 + Ω(K̂n+1)
)

(q2 + 1)
dq

≤
∫
R2

2 |p| (q2 + 1)
1
2 + p2

((p− q)2 + 1) (q2 + 1)dq +
∫
R2

P̂ 2
1 + Ω(K̂n+1)(

(p− q)2 + P̂ 2
1 + Ω(K̂n+1)

)
|q|2(1−ε) dq.

The second term is bounded by some constant times (P̂ 2
1 + Ω(K̂n+1))ε. For the first

term we use Lemma A.2 in the appendix, which yields∫
R2

2 |p| (q2 + 1)
1
2 + p2

((p− q)2 + 1) (q2 + 1) dq ≤ 3C(log(1 + |p|) + 1) ≤ C̃(|p|ε + 1),
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for some C̃ > 0.
Now let d = 3 and D > 0. The absolute value of the integral I1 is bounded by∫

R3

2 |p| |q|+ p2

((p− q)2 + 1) |q|2+2α dq +
∫
R3

P̂ 2
1 + Ω(K̂n+1)(

(p− q)2 + P̂ 2
1 + Ω(K̂n+1)

)
|q|2+2α dq .

(36)

The integrals converge because 2 + 2α = d−D < d and α > 0. The second term is
easily seen to be bounded by a constant times (P̂ 2

1 + Ω(K̂n+1))
D
2 . For the first term

we can use Lemma A.2 in the appendix which gives∫
R3

2 |p| |q|+ p2

((p− q)2 + 1) |q|2+2α dq ≤ 2C |p|
|p|2α

+ Cp2

|p|1+2α ≤ C̃ |p|
D ≤ C̃L(P, K̂n+1)

D
2 .

If D = 0, the function |q|−2−2α = |q|−d is not locally integrable. We thus use the
estimate q2 + 1 ≥ q2(1−ε), for any ε ∈ (0, 1). This yields a bound on |I1| as in
Equation (36), but with |q|−2−2α replaced by |q|−d+2ε. Applying Lemma A.2 then
gives a bound on |I1| by some constant times L(P, K̂n+1)ε.

Lemma 3.7. Assume Condition 1.1 holds with D ≥ 0. Then, for any i, ` ∈
{1, . . . ,M} with i 6= `, the operator θi` defined by (33) is continuous from D(LD/2)
to H and θi` + θ`i is symmectric on this domain.
Proof. We will prove continuity for θ := θ12. We multiply (33) by |p2 − kn+1|D+ε

and its inverse for any ε > 0, and use the Cauchy-Schwarz inequality to obtain∣∣∣θψ̂(n)
∣∣∣2 ≤ ∫

Rd

|v̂(q)|2 dq
L(P − e2q, K̂n+1, q) |p2 − q|2(D+ε)

×
∫
Rd

|v̂(kn+1)|2
∣∣∣ψ̂(n)(P + (e1 − e2)kn+1, K̂n+1)

∣∣∣2 |p2 − kn+1|2(D+ε)

L(P − e2kn+1,K) dkn+1 .

Using the Hardy-Littlewood inequality and scaling, the integral in q can be bounded
by ∫

Rd

|q|−2α

(p2
1 + q2) |q|2(D+ε) dq ≤ C |p1|−(D+2ε) ,

for 0 < ε < 1/2. Integrating in the remaining variables (P, K̂n+1) and performing a
change of variables P → P + (e1 − e2)kn+1 then gives∫ ∣∣∣θψ̂(n)(P, K̂n+1)

∣∣∣2 dK̂n+1dP

≤ C
∫ |v̂(kn+1)|2

∣∣∣ψ̂(n)(P, K̂n+1)
∣∣∣2 |p2|2(D+ε)

L(P − e1kn+1,K) |p1 − kn+1|D+2ε dkn+1dK̂n+1dP .
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Because 2 + 2α+D + 2ε = d+ 2ε the kn+1-integral can, for 0 < ε < 1, be bounded
as above by some constant times |p1|−2ε. We thus obtain∫ ∣∣∣θψ̂(n)(P, K̂n+1)

∣∣∣2 dK̂n+1dP ≤ C
∫ ∣∣∣ψ̂(n)(P, K̂n+1)

∣∣∣2 |p2|2D dK̂n+1dP ,

and this proves continuity.
To prove symmetry, we use the change of variables Q = P + (ei − e`)kn+1 in

〈ϕ̂(n), θi`ψ̂
(n)〉H (n)

=
∫
ϕ̂(n)(P, K̂n+1) |v̂(kn+1)|2 ψ̂(n)(P + (ei − e`)kn+1, K̂n+1)

L(P − e`kn+1,K) dPdK

=
∫
ϕ̂(n)(Q+ (e` − ei)kn+1, K̂n+1), K̂n+1) |v̂(kn+1)|2 ψ̂(n)(Q, K̂n+1)

L(Q− eikn+1,K) dPdK.

Together with the bounds we have just proved, this implies that θ∗i` extends θ`i
(defined on D(LD/2)), so the sum of the two is symmetric on this domain.

Lemma 3.8. Assume Condition 1.1 holds with D ≥ 0 and let u(s) = β
2 s−

D
2 . Then,

for all s > 0 such that the following two conditions are satisfied

u(s) < 1 (37)
0 < u(u(s)) , (38)

and for all i, ` ∈ {1, . . . ,M}, the operator τi`, defined in (34), is bounded from
D(Nmax(0,1−s)Ls−u(s)) to H and τi` + τ`i is symmetric on this domain.

Proof. We start by proving the bound∥∥∥τi`ψ̂(n)
∥∥∥

H (n)
≤ Cnmax(0,1−s)

∥∥∥Ls−u(s)ψ(n)
∥∥∥

H (n)

for any fixed i, ` and n ≥ 1 (note that τi` = 0 for n = 0). Note that, because D ≥ 0
and β ≤ 2, it holds that u(s) ≤ s and therefore the conditions (37) and (38) already
imply that

u(s), u(u(s)) ∈ (0, 1) . (39)

Now we denote τ = τi` and write

τψ̂(n) =
n∑
j=1

∫
Rd
ω(kn+1)

s
2
v̂(kj)ψ̂(n)(P − e`kn+1 + eikj , K̂j)

L(P − e`kn+1,K)
1
2ω(kj)

s
2

× ω(kj)
s
2

v̂(kn+1)
L(P − e`kn+1,K)

1
2ω(kn+1)

s
2

dkn+1 .
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Applying the Cauchy-Schwarz inequality on L2(Rd × {1, . . . , n}) and using the as-
sumptions on v̂ and ω, we obtain

∣∣∣τψ̂(n)
∣∣∣2 ≤ n∑

j=1

∫
Rd
ω(kn+1)s

|v̂(kj)|2
∣∣∣ψ̂(n)(P − e`kn+1 + eikj , K̂j)

∣∣∣2
L(P − e`kn+1,K)ω(kj)s

dkn+1

×
n∑
µ=1

ω(kµ)s
∫
Rd

1
((p` − q)2 + Ω(K̂n+1)) |q|βs+2α dq .

Since u(s) ∈ (0, 1), the integral in the second line is bounded by a constant times
Ω(K̂n+1)−u(s). In order to deal with the sum over µ = 1, . . . , n, we split the term
µ = j from the rest and use (24). This gives

n∑
µ=1

ω(kµ)sΩ(K̂n+1)−u(s) ≤ ω(kj)s−u(s) + nmax(0,1−s)Ω(K̂n+1,j)sΩ(K̂n+1)−u(s)

≤ ω(kj)s−u(s) + nmax(0,1−s)Ω(K̂n+1,j)s−u(s)

≤ ω(kj)s−u(s) + nmax(0,1−s)Ω(K̂j)s−u(s) ,

where we have also used that s ≥ u(s) > 0. Consequently, we have a bound of the
form ∣∣∣τψ̂(n)

∣∣∣2 ≤ C ∣∣∣τ (d)ψ̂(n)
∣∣∣2 + C

∣∣∣τ (od)ψ̂(n)
∣∣∣2 ,

with

∣∣∣τ (d)ψ̂(n)
∣∣∣2 :=

n∑
j=1

∫
Rd

ω(kn+1)s |v̂(kj)|2
∣∣∣ψ̂(n)(P − e`kn+1 + eikj , K̂j)

∣∣∣2
ω(kj)u(s)L(P − e`kn+1,K)

dkn+1

(40)

and

∣∣∣τ (od)ψ̂(n)
∣∣∣2 := nmax(0,1−s)

n∑
j=1

∫
Rd

ω(kn+1)s
∣∣∣ψ̂(n)(P − e`kn+1 + eikj , K̂j)

∣∣∣2
L(P − e`kn+1,K)

× |v̂(kj)|2 Ω(K̂j)s−u(s)

ω(kj)s
dkn+1 .

(41)

To treat the term (40), we integrate in (P, K̂n+1), perform a change of variables
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P → P − e`kn+1 + eikj , and then rename the variables kj ↔ kn+1. This yields∫ ∣∣∣τ (d)ψ̂(n)(P, K̂n+1)
∣∣∣2 dPdK̂n+1

=
n∑
j=1

∫ ω(kn+1)s |v̂(kj)|2
∣∣∣ψ̂(n)(P, K̂j)

∣∣∣2
ω(kj)u(s)L(P − eikj ,K)

dPdK

=
n∑
j=1

∫ ω(kj)s |v̂(kn+1)|2
∣∣∣ψ̂(n)(P, K̂n+1)

∣∣∣2
ω(kn+1)u(s)L(P − eikn+1,K)

dPdK ,

where, in the last step, we have used the permutation symmetry. The kn+1-integral
can be estimated, using the assumptions on v̂ and ω and the fact that u(u(s)) ∈
(0, 1), by∫

Rd

|v̂(kn+1)|2

L(P − eikn+1,K)ω(kn+1)u(s) dkn+1 ≤ CΩ(K̂n+1)−u(u(s)) .

Therefore, using again the bound (24), we conclude∫ ∣∣∣τ (d)ψ̂(n)(P, K̂n+1)
∣∣∣2 dPdK̂n+1

≤ C
n∑
j=1

∫
ω(kj)s

∣∣∣ψ̂(n)(P, K̂n+1)
∣∣∣2 Ω(K̂n+1)−u(u(s)) dPdK̂n+1

≤ Cnmax(0,1−s)
∫ ∣∣∣ψ̂(n)(P, K̂n+1)

∣∣∣2 Ω(K̂n+1)s−u(u(s)) dPdK̂n+1 .

We proceed similarly with the second term (41) and obtain∣∣∣τ (od)ψ̂(n)
∣∣∣2 ≤ Cn2 max(0,1−s)

∫ ∣∣∣ψ̂(n)(P, K̂n+1)
∣∣∣2 Ω(K̂n+1)2(s−u(s)) dPdK̂n+1 .

This proves the desired bound, because u(s) ≤ s (as D ≥ 0 and β ≤ 2) and thus

s− u(u(s)) ≤ s− u(s) + u(s− u(s)) ≤ 2(s− u(s)) .

Symmetry follows from this as in Lemma 3.7. In this case, the change of variables
one makes is P 7→ P − e`kn+1 + eikj . Additionally, one also uses the symmetry of
functions in H (n), while renaming kj ↔ kn+1.

Remark 3.9. An operator very similar to the operator T plays an important role
in the context of point interactions of nonrelativistic particles, where v = δ and
ω(k) = 1+k2. This operator is known as the Ter-Martyrosyan–Skornyakov operator.
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In two dimensions, this was studied in [DFT94, Lem.3.1], where estimates similar
to ours (but with a linear growth in n) were proved. These bounds were refined by
Griesemer and Linden [GL18].
The three-dimensional case has received more attention, see e.g. [DFT94, CDF+15,

MS17, MS18]. Recently, Moser and Seiringer [MS17] proved, in particular, an n-
independent bound on Tod for this model, as an operator from H1/2(R3+3n) to
H−1/2(R3+3n) (with M = 1). Our proof of Lemma 3.8 is inspired by their tech-
nique.

The lemmas above do provide bounds on T for the case d = 3, v = δ, ω = k2 + 1
(for which D = 1), as an operator on D(L1/2). In particular, an n-independent
bound on Tod on H1(R3(M+n)) is obtained from Lemma 3.8 by choosing s = 1 + ε.
However, this model is not known to be renormalisable by Nelson’s method and
it does not satisfy the assumptions of Theorem 1.3. The reason is that, since G
does not map into D(L1/2), we do not have D(T ) ⊂ GD(L) and D(H) ⊂ D(A).
See [Lam18] for a modification of our method that works for this model.

3.3 Proof of Theorem 1.3 for D ≥ 0

We are now ready to prove Theorem 1.3 under the assumptions of this section
(Condition 1.1,(2)). As in the case of form perturbations treated in Section 2, we
rewrite the Hamiltonian H = L∗0 + gA as (cf. Equation (15))

H = (1−G)∗L(1−G) + T .

From Lemma 2.7 we already know that H0 := (1 − G)∗L(1 − G) is self-adjoint on
D(H0) = D(H) = (1−G)−1D(L). It is thus sufficient to prove that T is symmetric
and infinitesimally H0-bounded on this domain. We will do this, distinguishing two
cases.

The case D = 0 and β = 2. In this case, Proposition 3.5 states that T is
symmetric on the domain D(T ) = D(Lε), for any ε > 0. Writing any ψ ∈ D(H)
as (1 − G)ψ + Gψ, the first summand is an element of D(L), and the second is in
D(Lε) by Corollary 3.2. We thus have D(H) ⊂ D(Lε) = D(T ) and T is symmetric
on D(H).
To prove the relative bound on T , we decompose its action on D(H) as T =

T (1 − G) + TG. Because G maps H to the domain of T , the operator TG is
bounded on H . To prove that T (1−G) is relatively bounded by H0 we simply use
Young’s inequality as in Equation (16).

The general case. We will now cover the remaining cases, including the Nelson
model. Given that D and β are within the bounds defined by Condition 1.1,(2) the
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condition that either β < 2 or D > 0 is equivalent to β−2 < D. We also recall from
Equation (18) that Condition 1.1,(2) implies

0 ≤ D <
2β2

β2 + 8 ≤
β

2

for the case at hand.
We will now use the flexibility of Proposition 3.5 that gives a family of domains

on which T is symmetric, by choosing a parameter s(β,D) such that this domain is
contained in D(H).

Lemma 3.10. For any s > 0 let Ds(T ) = D((N + 1)max(0,1−s)Ls−u(s)), with u(s) =
β
2 s−

D
2 . If Condition 1.1 is satisfied with D ≥ 0, there exists s = s(β,D), satisfying

the conditions of Proposition 3.5, and numbers δ1(β,D), δ2(β,D) ∈ [0, 1) such that

• D(Lδ1) ⊂ Ds(T ), and

• G is a continuous operator from D(N δ2) to Ds(T ).

Proof. For β = 2, D = 0 this was already proved above, so we may restrict to
β − 2 < D. We will find s, depending on β and D, such that the second statement
holds. The first claim is then immediate, because

(N + 1)max(0,1−s)Ls−u(s) ≤
{

(L+ 1)1−u(s) s ≤ 1
Ls−u(s) s > 1,

and u(s) > 0 (by the hypothesis u(u(s)) > 0 of Proposition 3.5), as well as s−u(s) <
1/2 (this follows from Equation (43) below since σ − u(σ) > 0).

To prove the second claim, recall that, by Proposition 3.1, G maps H (n) to
D(Lη) ∩ H (n+1), for an appropriate η > 0 and any n ∈ N. For G to map into
Ds(T ), we need to apply this with η = s−u(s). If the hypothesis of Proposition 3.1
are satisfied for some σ ≥ 0, we then obtain the bound

‖Gψ‖Ds(T ) ≤ C
∥∥∥∥(N + 1)

max(0,1−σ)
2 +max(0,1−s)ψ

∥∥∥∥
H
.

We will now prove the claim by showing that there is a possible choice of (s, σ) ∈
(0,∞) × [0,∞), satisfying the conditions of Proposition 3.5, respectively Proposi-
tion 3.1, such that δ2 = 1

2max(0, 1− σ) + max(0, 1− s) is less than one.
The parameter σ needs to satisfy the hypothesis of Proposition 3.1 with η =

s− u(s):

u(σ) < 1 , (42)

s− u(s) + σ − u(σ)− 1
2 < 0 . (43)
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For s, the hypothesis of Proposition 3.5 have to hold:

u(s) < 1 , (44)
u(u(s)) > 0 . (45)

Set for β < 2

S1 := 2 +D

β
, S2 :=

1− 3
2D

2− β ,

and S1 = 1 + D/2, S2 = ∞ for β = 2. Note that u(S1) = 1 and S1 > 1, because
β < D + 2. Furthermore, using that D < 2β2

β2+8 and 0 < β ≤ 2, we also have that

S2 =
1− 3

2D

2− β >
1− 3β2

β2+8
2− β =

β2+8−3β2

β2+8
2− β = 2

4−β2

β2+8
2− β = 2 2 + β

β2 + 8 >
1
2 . (46)

We now define a family of pairs (sε, σε) such that they fulfil the conditions (43) –
(45) as long as ε is small enough. For any ε > 0, let

(sε, σε) :=
(

min{S1, S2} − ε , max [0,min{2(S2 − S1), S1} − 2ε]
)
.

For ε small enough, we can determine (sε, σε) in all possible cases

(sε, σε) =
{

(S1 − ε,min{2(S2 − S1), S1} − 2ε) S1 < S2

(S2 − ε, 0) S1 ≥ S2

=


(S1 − ε, S1 − 2ε) 3

2S1 ≤ S2 ≤ ∞
(S1 − ε, 2(S2 − S1)− 2ε) S1 < S2 <

3
2S1

(S2 − ε, 0) 1
2 < S2 ≤ S1 .

(47)

In the last step we have used (46). Observe that sε and σε are always finite, and
sε > 0, σε ≥ 0 if ε is small enough.

It is clear from the definition that we have σε < S1. Since u is increasing for
β > 0 and u(S1) = 1, we conclude that u(σε) < u(S1) = 1, and (42) holds. As also
sε < S1, this equally shows that (44) is fulfilled.
To check (45), observe that, because β > D,

u(u(S1)) = u(1) = β

2 −
D

2 > 0 .

This shows (45) if S1 ≤ S2 and ε is small enough. If S2 < S1, then necessarily β < 2
and, using the hypothesis D < 2β2

β2+8 , we see that

u(u(S2)) = β2

4
1− 3

2D

2− β −
(2 + β)D

4 >
β2

4(2− β)

(
1− 3β2

β2 + 8 −
2(4− β2)
β2 + 8

)
= 0 .
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This proves that (45) holds for any sufficiently small ε.
The last condition to prove is (43). By computing 2sε + σε in the different cases

of Equation (47), we find

2sε + σε =


3S1 − 4ε 3

2S1 ≤ S2 ≤ ∞
2S2 − 4ε S1 < S2 <

3
2S1

2S2 − 2ε 1
2 < S2 ≤ S1 .

From this we see that 2sε + σε < 2S2, and thus

sε − u(sε)−
1
2 (1− σε + u(σε)) = 1

2

(
1− β

2

)
(2sε + σε) + 3D

4 −
1
2

<
1
2

(
1− 3

2D
)

+ 3
4D −

1
2 = 0 ,

which proves (43).
It remains to compute δ2 = max(0, 1− sε) + 1

2 max(0, 1− σε) and see that δ2 < 1.
Since, for ε small enough, S1−ε > 1, we find for the different cases of Equation (47)

δ2 =


0 3

2S1 ≤ S2 ≤ ∞
1
2 max(0, 1− 2(S2 − S1) + 2ε) S1 < S2 <

3
2S1

max(0, 1− S2 + ε) + 1
2

1
2 < S2 ≤ S1 .

In the first case, we are finished. In the second case, S2 − S1 > 0 and choosing
ε smaller than this quantity proves the claim. For the last one, it is sufficient to
choose ε < S2 − 1

2 , which is positive by (46). This completes the proof.

This lemma proves that D(H) in Ds(T ), because ψ = (1−G)ψ +Gψ, with both
of these terms in Ds(T ) since D(H) ⊂ D(N) by Lemma 3.3. Since δ1, δ2 < 1, the
lemma also implies that (T,Ds(T )) is infinitesimally H0-bounded, because N is H0-
bounded by Equation (17). We have thus proven that H is self-adjoint and bounded
from below under the assumptions of Theorem 1.3.
The expression (8), involving the creation operators, for H as an operator from

D(H) to the dual of D(L) was already derived in Equation (7). Note that Aψ ∈H
for ψ ∈ D(H), since T maps (1−G)−1D(L) to H , as we have just shown.

3.4 Proof of Theorem 1.4

We will now prove that the operator H, whose self-adjointness was proved in the
previous section, is equal to an operator H∞ constructed by renormalisation.
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Let us recall the definition of H∞. Let, for Λ > 0, vΛ be the interaction defined
by v̂Λ(k) = χΛ(k)v̂(k), where χΛ is the characteristic function of a ball with radius
Λ. Then let

HΛ = L+ g
M∑
i=1

a(vΛ(xi − y)) + a∗(vΛ(xi − y)) .

Since vΛ ∈ L2(Rd), this operator is self-adjoint on the domain D(HΛ) = D(L). In
order to consider the limit of HΛ as Λ→∞ it is necessary to modify it by adding

EΛ := g2M

∫
Rd

|v̂Λ(k)|2

k2 + ω(k) dk .

Note that, since we are assuming that the second case of Condition 1.1 holds, the
numbers EΛ diverge as Λ→∞.
It is known that, under appropriate assumptions on v̂ and ω, the limit as Λ→∞

of HΛ + EΛ exists (see [GW18, Thm 3.3]).

Theorem ([Nel64, GW18]). Let Condition 1.1 be satisfied with D ≥ 0. Then HΛ +
EΛ converges in norm resolvent sense as Λ→∞ to an operator (H∞, D(H∞)) that
is self-adjoint.

We will now prove Theorem 1.4, which states that under the same hypothesis
HΛ + EΛ converges to H in the strong resolvent sense. This obviously implies
H = H∞. With a more involved analysis one could certainly also prove convergence
of the resolvents in norm. However, this seems unnecessary as the main point is to
show that H = H∞, and this already implies norm resolvent convergence by [GW18,
Thm 3.3].
In the following proof, an important role will be played by G and its regularised

variant GΛ := −gL−1a∗(VΛ). The operators (1 − GΛ) are somewhat analogous to
the Gross transformation UΛ that is used in the renormalisation procedure. This is a
family of unitary operators on H with the property that HΛ +EΛ = U∗Λ(L+RΛ)UΛ,
with operators RΛ that have a limit as Λ → ∞, in the sense of quadratic forms on
D(L1/2). The limit limΛ→∞ UΛ =: U∞ also exists and one has

H∞ = U∗∞(LuB∞)U∞ ,

where LuB∞ denotes the self-adjoint operator defined by the sum of the quadratic
forms. This implies that D(|H∞|1/2) = U∗∞D(L1/2). However, for an explicit char-
acterisation of D(H∞) one would need to know the domain of L u B∞ and an
explicit description of the action of U∞ on this domain. On the other hand, using
the operators GΛ and G∞ = G, we will find that

HΛ + EΛ = (1−GΛ)∗L(1−GΛ) + TΛ + EΛ .
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The operators TΛ +EΛ will converge as Λ→∞ to T (strongly as operators D(T )→
H ). We have shown, in Section 3.3, that T is a perturbation of (1 −G)∗L(1 −G)
in the sense of operators, and thus D(H) = (1−G)−1D(L).

While these procedures look rather similar, there are some notable differences.
The Gross transformation is constructed as a Weyl operator from the one-particle
function v̂Λ(k)/(k2 + ω(k)), it is unitary and maps the form domain of HΛ, respec-
tively H∞, to D(L1/2). On the other hand, the operator 1 − G uses the resolvent
of the multi-particle operator L and it is invertible, but not unitary. Like U∞, this
operator maps D(|H|1/2) to D(L1/2) (see also (53)), but additionally also D(H) to
D(L). The action of (1−G) on a generic element of H is also somewhat easier to
analyse. This is because ((1−G)ψ)(n) depends only on ψ(n) and ψ(n−1), whereas
(U∞ψ)(n) will depend on all of the ψ(j), j ∈ N.

Proof of Theorem 1.4. Let a(VΛ) =
∑M
i=1 a(vΛ(xi − y)), define GΛ = −gL−1a∗(VΛ),

and

TΛ := −G∗ΛLGΛ = −g2a(VΛ)L−1a(VΛ)∗ .

Since vΛ ∈ L2 for Λ <∞ and L ≥ N , one easily sees that GΛ and TΛ are bounded
operators on H . We then have

(1−GΛ)∗L(1−GΛ) + TΛ = L−G∗ΛL− LGΛ +G∗ΛLGΛ + TΛ

= L+ g (a(VΛ) + a∗(VΛ))
= HΛ .

Using this representation, we calculate the difference of resolvents

(H+i)−1 − (HΛ + EΛ + i)−1

=(H + i)−1
(
HΛ + EΛ −H

)
(HΛ + EΛ + i)−1

=(H + i)−1
(
(1−G)∗L(G−GΛ)

)
(HΛ + EΛ + i)−1 (48)

+ (H + i)−1
(
(G∗ −G∗Λ)L(1−GΛ)

)
(HΛ + EΛ + i)−1 (49)

+ (H + i)−1
(
TΛ + EΛ − T

)
(HΛ + EΛ + i)−1 . (50)

We need to prove that this converges to zero, strongly on H .
Consider first

G−GΛ = gL−1 (a∗(VΛ)− a∗(V )) = gL−1
(
M∑
i=1

a∗
(
(vΛ − v)(xi − y)

))
.
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Following the proof of Proposition 3.1, with v̂ replaced by v̂(χΛ− 1), one easily sees
that this converges to zero, since integrals such as (25) tend to zero with the modified
interaction. This proves the convergence of the term (48), because T is H-bounded,
as shown in Section 3.3, and thus (H + i)−1(1−G)∗L is bounded. The proof of this
statement, with v replaced by vΛ can also be used to show that TΛ +EΛ is bounded
relative to (1−GΛ)∗L(1−GΛ) with constants independent of Λ, because all of the
estimates are given by certain integrals of v̂Λ that are bounded by the integral with
v̂ (see also the discussion of TΛ below). This implies that L(1−GΛ)(HΛ +EΛ + i)−1

is bounded uniformly in Λ and gives the desired result for (49).
We now turn to TΛ +EΛ = Td,Λ +EΛ +Tod,Λ, with Td,Λ, Tod,Λ defined in analogy

with Td, Tod (see Equations (30), (31)). In Fourier representation the action of
Td,Λ + EΛ is just multiplication by the function

−g2
M∑
`=1

∫
|kn+1|<Λ

|v̂(kn+1)|2
(

1
L(P − e`kn+1,K) −

1
k2
n+1 + ω(kn+1)

)
dkn+1 .

As Λ→∞ this converges to the function defining Td, given in (29), pointwise. Using
the bound of Lemma 3.6 one then sees that Td,Λ +EΛ → Td in the strong topology
of operators from D(Lmax(ε,D/2)) to H .

Concerning Tod,Λ, we spell out the action of ga(VΛ)GΛ in the same way as in (28)
and decompose as in (31) to arrive at

Tod,Λ − Tod := −g2
M∑
`=1

M∑
i=1,i 6=`

(θi`,Λ − θi`)− g2
M∑
`=1

M∑
i=1

(τi`,Λ − τi`) .

Explicitly, we have

(θi`,Λ − θi`)ϕ̂(n)(P, K̂n+1)

=
∫
Rd

(χΛ(kn+1)− 1) |v̂(kn+1)|2 ψ̂(n)(P + (ei − e`)kn+1, K̂n+1)
L(P − e`kn+1,K) dkn+1 ,

(51)

and

(τi`,Λ − τi`)ϕ̂(n)(P, K̂n+1) =
n∑
j=1

∫
Rd

v̂(kj)v̂(kn+1)ψ̂(n)(P − e`kn+1 + eikj , K̂j)
L(P − e`kn+1,K)

× (χΛ(kj)χΛ(kn+1)− 1) dkn+1 .

(52)

With the expression (51) at hand, going through the proof of Lemma 3.7 shows that∑M
`=1

∑M
i=1,i 6=`(θi`,Λ − θi`) converges to zero strongly as an operator from D(LD/2)

to H . To show the analogue for the τ -terms, one first inserts the equality

χΛ(kj)χΛ(kn+1)− 1 = χΛ(kj)(χΛ(kn+1)− 1) + (χΛ(kj)− 1)

33



into (52). Then, one observes that at least one of the the integrals in kj or kn+1
performed in the proof of Lemma 3.8 converges to zero. This implies that (52)
converges to zero strongly as an operator from D(Nmax(0,1−s)Ls−u(s)) to H .
To summarise, we have found that TΛ+EΛ−T tends to zero strongly as an operator

from D(T ) to H , for any domain D(T ) that can be chosen in Proposition 3.5.
Combining this with the fact that T is bounded relative to H implies that for any
ψ ∈H

lim
Λ→∞

∥∥∥(TΛ + EΛ − T ) (H − i)−1ψ
∥∥∥

H
= 0 .

This shows convergence of (50) and completes the proof.

4 Regularity of domain vectors

In this section we will discuss the regularity of vectors in D(H). These results apply
both to the case of form perturbations of Section 2 and the renormalisable models
treated in Section 3. Due to the boundary condition (1 − G)ψ ∈ D(L), a vector
ψ ∈ D(H) is exactly as regular as Gψ = ψ − (1−G)ψ is. The same reasoning also
applies on the form domain of H. Since we proved in Sections 2.3 and 3.3 that H is
a perturbation of H0 = (1−G)∗L(1−G), the quadratic form of H is a perturbation
of that of H0 and its domain is

D(|H|1/2) = (1−G)−1D(L1/2) ⊂ D(N1/2) . (53)

This domain is characterised by the abstract boundary condition ψ−Gψ ∈ D(L1/2),
which is non-trivial if Gψ /∈ D(L1/2), i.e. for the models treated in Section 3. In
this case, ψ ∈ D(|H|1/2) has the same regularity (with respect to L) as Gψ.

We will prove sharp results on the regularity of Gψ below. Together, these will
imply the Corollary 1.5 stated in the introduction.
Proposition 3.1 establishes that if |v̂(k)| ≤ |k|−α, then the vectors in the domain

of the operator H with interaction v have the regularity of those in D(Lη) for all
η < 2−D

4 = 1 − d−2α
4 . Note that if

∫ |v̂(k)|2
k2+ω(k)dk < ∞ Condition 1.1 implies that

we are in the case of form perturbations with D < 0 treated in Section 2 and the
following corollary holds for some η > 1/2.

Corollary 4.1. Let the conditions of Theorem 1.3 be satisfied. Then for every
0 ≤ η < 2−D

4 we have

D(H) ⊂ D(Lη) and D(|H|1/2) ⊂ D(Lmin(η,1/2)).

Proof. Let ψ ∈ D(H), respectively ψ ∈ D(|H|1/2). To show that Gψ ∈ D(Lη) we
can apply Proposition 3.1 with s = 0, since η − 2−D

4 < 0. This yields

‖LηGψ‖H ≤ C‖
√
N + 1ψ‖H .
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Together with the fact that D(|H|1/2) ⊂ D(N1/2) this implies that Gψ ∈ D(Lη).

For the Fröhlich model this means that D(H) ⊂ D(Lη) for η < 3/4. For the
Nelson model as well as our model for point-particles in two dimensions with v = δ
we have D(|H|1/2) ⊂ D(Lη) for η < 1/2.
We will now show that these results are sharp, in the sense that D(H)∩D(Lη) =
{0} for all larger η. The intuition behind this is that the (worst) singularities of Gψ
behave exactly like those of (−∆ + ω(−i∇))−1v(x` − yj). Similar results for M = 1
were also proved in [GW16] and [GW18] using the Gross transform.

Proposition 4.2. Assume the hypothesis of Theorem 1.3 hold and additionally that
ω ∈ L∞loc(Rd). Let 0 < η < 1 be such that

∫ |v̂(k)|2
(k2+ω(k))2(1−η) dk =∞, then

D(H) ∩D(Lη) = {0},

and if η ≤ 1/2 we also have

D(|H|1/2) ∩D(Lη) = {0} .

Proof. We will show that G maps no 0 6= ψ ∈ H into D(Lη), which implies our
claim as discussed above.
Let n ∈ N be such that ψ(n) 6= 0 and recall that

Ĝψ(n)(P,K) = −g√
n+ 1

M∑
i=1

n+1∑
j=1

L−1(P,K)v̂(kj)ψ̂(n)(P + eikj , K̂j).

Let U ⊂ RMd × R(n+1)d be the set

U = {(P,K) : |pj | < R and |kj | < R for all j > 1} = Rd×BR(0)M−1×Rd×BR(0)n ,

where R > 0 is a parameter, to be chosen later. We will prove that∫
U

∣∣∣∣ ̂LηGψ(n)(P,K)
∣∣∣∣2 dPdK =∞ ,

which implies that Gψ(n) /∈ D(Lη). We first use that (a + b)2 ≥ 1
2a

2 − b2 and the
Cauchy-Schwarz inequality to obtain the lower bound

∣∣∣∣ ̂LηGψ(n)(P,K)
∣∣∣∣2 ≥ g2

2(n+ 1)
|v̂(k1)|2

∣∣∣ψ̂(n)(P + e1k1, K̂1)
∣∣∣2

L(P,K)2−2η (54)

− g2M
∑

(i,j)6=(1,1)

|v̂(kj)|2
∣∣∣ψ̂(n)(P + eikj , K̂j)

∣∣∣2
L(P,K)2−2η . (55)
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We will see that the terms of the second line have a finite integral over U , while
the integral of the first is infinite. In the sum over (i, j) 6= (1, 1) in Equation (55)
consider a term with i = 1, j > 1. By the change of variables p1 7→ q = p1−kj (note
that the domain of integration for p1 is Rd) we obtain the bound

∫
U

|v̂(kj)|2
∣∣∣ψ̂(n)(P + e1kj , K̂j)

∣∣∣2
L(P,K)2−2η dPdK ≤

∥∥∥ψ(n)
∥∥∥2

sup
q∈Rd

∫
|k|<R

|v̂(k)|2

((q − k)2 + 1)2−2η dk .

This is finite since v̂ ∈ L2
loc. The terms with i, j > 1 can be bounded by enlarging

the domain of integration in the variable pi to Rd and proceeding as for i = 1. The
terms with j = 1, i > 1 are estimated in the same way, where the change of variables
is performed in k1 and the remaining integral is then over pi.

To show that the integral over the term (54) is infinite, we perform a change of
variables p1 → p1−k1. Then we restrict the domain of integration to {|p1| < R}∩U
to bound it from below by∫

BR(0)M+n

∣∣∣ψ̂(n)(P, K̂1)
∣∣∣2 ∫
Rd

|v̂(k1)|2

L(p1 − k1, P,K)2η−2 dk1dPdK̂1 . (56)

Since we have restricted to (P, K̂1) ∈ BR(0)M+n and assumed that ω ∈ L∞loc, it holds
that P 2 + Ω(K̂1) ≤ C for some C > 0 that depends on R. Because, in particular
|p1| < R and 1 ≤ ω(k1), we can then estimate

L(p1 − k1, P̂1,K) ≤ (k1 − p1)2 + ω(k1) + C ≤ C ′(k2
1 + ω(k1)) ,

for some C ′ > 0. Hence the integral (56) is bounded from below by some constant
times ∫

BR(0)M+n

∣∣∣ψ̂(n)(P, K̂1)
∣∣∣2 dPdK̂1

∫
Rd

|v̂(k1)|2

(k2
1 + ω(k1))2η−2 dk1 .

Because ψ(n) 6= 0, we can choose an R > 0 such that∫
BR(0)M+n

∣∣∣ψ̂(n)(P, K̂1)
∣∣∣2 dPdK > 0 .

But since the integral in k1 is infinite by hypothesis we have proved the claim.
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A Appendix

Lemma A.1. Let v ∈ S ′(Rd) with v̂ ∈ L∞(Rd) + L2(Rd). If v /∈ L2(Rd), then for
any M ≥ 2 the set of X = (x1, . . . , xM ) such that

V (X, y) =
M∑
j=1

v(xj − y)

is an element of L2(Rd, dy) has Lebesgue measure zero in RMd.

Proof. Assume to the contrary that the set where V (X, y) ∈ L2(Rd, dy) has positive
measure. This set is the union over all R > 0 of the sets

UR := {X ∈ RMd : |X| < R and ‖V (X, y)‖L2(Rd) < R} ,

and thus UR has positive (and finite) measure |UR| > 0 for some R > 0. Integrating
over this set, we see that

∫
UR
V (X,x1 − y)dX ∈ L2(Rd), since∥∥∥∥∫

UR

V (X,x1 − y)dX
∥∥∥∥
L2(Rd)

≤
∫
UR

‖V (X, y)‖L2(Rd) dX < R |UR| .

On the other hand, denoting by χUR the characteristic function of UR, we have∫
UR

V (X,x1 − y)dX

= |UR| v(y) +
M∑
j=2

∫
UR

v(xj − x1 + y)dX

= |UR| v(y) +
M∑
j=2

∫
Rd
v(y − x1)

∫
R(M−1)d

χUR(X + e1xj)dX .

Since UR has finite measure, the functions

fj(x) =
∫
R(M−1)d

χUR(X + e1xj)dx2 · · · dxM

are in L1 ∩ L2(Rd). Since v̂ ∈ L2 + L∞, the convolution v ∗ fj is then in L2(Rd).
But this implies that

|UR| v(y) =
∫
UR

V (X,x1 − y)dX −
M∑
j=2

(v ∗ fj)(y) ∈ L2(Rd) ,

a contradiction.
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Lemma A.2. Let p ∈ R3 and θ ∈ (1, 3). Then there exists a constant C > 0 such
that ∫

R3

dq
((p− q)2 + 1) |q|θ

≤ C

|p|θ−1 . (57)

Let p ∈ R2 and θ ∈ {1, 2}. Then there exists a constant C > 0 such that∫
R2

dq
((p− q)2 + 1)(q2 + 1)

θ
2
≤ C

|p|θ
(log (1 + |p|) + 1) . (58)

Proof. For d = 3, we will use spherical coordinates and write p instead of |p| when
it is clear what is intended. Let R > 0 be any positive number. For p ≥ R we have:∫

R3

dq
((p− q)2 + 1) |q|θ

= 2π
∫ ∞

0

1
rθ−2

∫ 1

−1

1
r2 − 2rps+ p2 + 1 dsdr

= π

p

∫ ∞
0

1
rθ−1 log

(
r2 + 2rp+ p2 + 1
r2 − 2rp+ p2 + 1

)
dr

We perform a change of variables r → r
p =: t which yields

π

pθ−1

∫ ∞
0

1
tθ−1 log

(
(t+ 1)2 + p−2

(t− 1)2 + p−2

)
dt .

Now we split the domain of integration into three parts. For t ∈ [0, 1
2 ] we will use

that
(t+ 1)2 + p−2

(t− 1)2 + p−2 = 1 + 4t
(t− 1)2 + p−2 ,

which implies

log
(

(t+ 1)2 + p−2

(t− 1)2 + p−2

)
≤ 4t

(t− 1)2 + p−2 . (59)

So we estimate the integral there using θ < 3 by

4π
pθ−1

∫ 1
2

0

1
tθ−2

1
(t− 1)2 + p−2 dt ≤ 4π

pθ−1

∫ 1
2

0

1
tθ−2

1
(t− 1)2 dt ≤ C

pθ−1 .

We can do the exact same thing for t ∈ [3
2 ,∞) and obtain the same bound. It

remains to deal with the integrable singularity at t = 1:

π

pθ−1

∫ 3
2

1
2

log
(

(t+ 1)2 + p−2

(t− 1)2 + p−2

)
dt

≤ π

pθ−1

∫ 3
2

1
2

log
(
(t+ 1)2 +R−2

)
dt− π

pθ−1

∫ 3
2

1
2

log
(
(t− 1)2

)
dt ≤ C

pθ−1 .
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If however p < R, then we simply estimate the integral by a constant. Since R was
arbitrary, this yields the claim in the case d = 3.

If d = 2, we first observe that for a ∈ (0, 1) it holds that

∂

∂x
arctan

(√
a+ 1
a− 1 tan(x)

)
=

√
a2 − 1

1− a cos(2x) . (60)

We will use this to integrate in the angular variable:∫
R2

dq
((p− q)2 + 1)(q2 + 1)

θ
2

=
∫ ∞

0

r

(r2 + 1)
θ
2

∫ π

−π

1
r2 − 2rp cos(s) + p2 + 1 drds

≤
∫ ∞

0

1
(r2 + 1)

θ−1
2 (r2 + p2 + 1)

∫ π
2

−π2

1
1− 2rp

r2+p2+1 cos(2ξ)
drdξ

Now set a = 2rp
r2+p2+1 and use (60) to obtain

∫ ∞
0

a

2rp(r2 + 1)
θ−1

2

[
1√

a2 − 1
arctan

(√
a+ 1
a− 1 tan(ξ)

)]π
2

−π2

dr

=
∫ ∞

0

π

(r2 + 1)
θ−1

2 ((r − p)2 + 1)
1
2 ((r + p)2 + 1)

1
2

dr .

We then perform a change of variables r → r
p =: x. This yields

π

pθ

∫ ∞
0

1
(x2 + p−2)

θ−1
2 ((x− 1)2 + p−2)

1
2 ((x+ 1)2 + p−2)

1
2

dx .

For θ = 1 the integral has one singularity at x = 1. For θ = 2 there are two
singularities remaining, one at zero and another one at x = 1. For that reason we
split the integral at r = 1

2 and r = 3
2 (as in the case d = 3 above). The integral from

r = 3
2 to infinity is finite and bounded independent of p. For the other two terms

we use the fact that arsinh(x)′ = (x2 + 1)−1/2 and conclude that

∞∫
0

dx
(x2 + p−2)

θ−1
2 ((x− 1)2 + p−2)

1
2 ((x+ 1)2 + p−2)

1
2
≤ C1arsinh

( |p|
2

)
+ C2 ,

for some constants C1, C2 > 0. Choose C = πmax(C1, C2) and note that arsinh(x) =
log(x+

√
x2 + 1) ≤ log(2x+ 1) for non-negative x. This yields the claim.
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