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ABSTRACT

We propose a new approach to characterize crogsitic differences in the rhythmic structure of
speech utterances by studying the degree of cadrdimbetween the production of syllables and the
production of prosodic prominence at the levelhaf word. With this approach we compare languages
traditionally considered as stress-timed (Englistt @erman) and syllable-timed (French and Italian),
as well as a language that on the basis of phoialogpnsiderations does not seem to belong teeith
class (Polish). We analyzed recorded narratiowgedi with the Pear Story technique from 26
speakers (on average 5 per language) under twtagba conditions. The results suggest that
processes underlying the production of syllablestanse underlying the production of prosodic
prominence are more tightly coordinated in the Gamimlanguages analyzed than in Romance
languages. The status of Polish on the other lantbre ambiguous because while its results differ
from Romance languages, the differences dependeooandition of elicitation. Overall our results
suggest that the coordination between syllableymtion and prominence production is a pertinent

dimension for the discrimination of the rhythmicacacteristics of languages.

Keywords: speech rhythm, cross-linguistic compargsmonlinear dynamics, Generalized

Synchronization, Recurrence Analysis.



1. INTRODUCTION

Some languages are perceived as rhythmically mioniéas than others, meaning that consistent
rhythmic similarity judgments can be elicited bypesging adult and infant speakers or non-human
primates to speech signals recorded from speakelifferent languages and deprived of their
segmental content and their FO modulations (Ramdsvéehler, 1999; Ramus, Dupoux and Mehler,
2003, Ramus, Hauser, Miller, Morris and Mehler, @0Dincoff, Hauser, Tsao, Spaepen, Ramus,
Mehler, 2005). Although these results provide ihsigto the role of acoustic energy modulations
and/or their temporal characteristics in the peioamf rhythmic similarity, it remains unclear vehi
properties of the acoustic signal allow speakeraaée these distinctions. A number of recent studie
suggest that the perception of the rhythmic featofespeech utterances may in part depend on the
way syllables and prosodic prominence are coorddhat speech production (see Goswami and
Leong, 2013 for a review). This leads us to exptbeecoordinative dimension of speech rhythm in the
present paper. To this end, we propose a new agptoajuantifying the degree of coordination
between the production of syllables and the pradncif prosodic prominence. The method is based
on the application of concepts from Recurrence ¥sig) a technique originally introduced to
characterize the behavior of non-linear dynamigateans through the analysis of their recurrent
patterns. We apply the proposed methods to reaggdihonline and offline narrations produced by
speakers of five languages (German, English, Frdtadfan, and Polish) whose rhythmic similarity
has been assessed at the perceptual level inlaeaNarks (e.g. Ramus, Dupoux and Mehler, 2003).
In the remainder of the introduction, we summapeevious attempts to detect phonetic correlates of
speech rhythm and set out the motivation for ouw approach. In Section 2, we detail the proposed
method, while Section 3 describes the data colleatel the analyses conducted. In Section 4, we

discuss the results with respect to current theafespeech rhythm.



1.1 Phonetic and phonological approachesto cross-linguistic rhythmic differences

Early studies on cross-linguistic rhythmic diffeces adopted a perspective strongly anchored in
phonetics and based on the so called isochronythgpis (Pike, 1945; Abercrombie, 1967), which in
its initial version distinguished between languagieswing syllabic isochrony (i.e., languages with
small variability in syllable duration) and thodewving foot isochrony (i.e. languages with small
variability in foot duratior’). Empirical evidence against isochrony principlefs Auer and Uhmann,
1988, Lehiste, 1977; den Os, 1983; Bertinetto, 1f88%eviews) led researchers to attempt to idgntif
the sources of cross-linguistic rhythmic differeme¢ a more abstract level of description (e.g.
Bertinetto, 1989; Dauer, 1983; 1987; Donegan aath$e, 1983; Gil, 1986; Pulgram, 1970). This led
to the idea originally proposed by Dauer (1983,7)3Bat rhythmic differences between languages
result from a number of structural factors, suckhascomplexity of the syllabic structure, the rese

of phonological vowel reduction, the presence ridal stress, and the phonetic realization of pdoso
prominence. These factors can enhance the groopsyglables into larger units defined by prosodic
prominence patterns above the syllables (i.e.steaccent). In languages that display many afehe
features, prosodic prominence above the syllaldasdy perceived and it provides the basis for
grouping the units composing an utterance. Aue®@3) @urther elaborates this proposal by integrating
it with the idea, already present in the works oligPam (1970), Holm (1987) and Kuzeemenko (1987),
that in some languages (terma&drd-based languaggphonological processes tend to make reference
to the phonological word, while in others (ternsstlable-based languagethey tend to have a

syllabic domain. From a theoretical perspective,tdrminological shift from an opposition between
syllable and foot timed languages to one betwebaldy and word/foot-based languages entails a

move from a mainly phonetic conception of speegfhri to a proper prosodic typology, in which the

! A third class of languages characterized by mswahirony was added to account for languages sudhpasiese that,

according to Ladefoged (1975), maintain isochramystibsyllabic rhythmic units.



notions of stress-based and syllable-based langubgaot individuate language classes but
prototypical structural models emerging from thexistence of interdependent aspects of the
phonological systems. As a consequence, specifgukges are not sorted into classes but are

expected to tend toward one prototypical pattertherther.

1.2 Inconsistency between perception and production data

As far as distinctions between prototypical langsagre concerned, results of several perceptual
discrimination experiments are strongly supporti¥such a conception of cross-linguistic rhythmic
differences (Ramus, Dupoux and Mehler, 2003, Raghas, 2000; Tincoff et al., 2005).
Discrimination measures consistently grouped Rom#artguages, typically considered syllable-
based languages, and Germanic languages, consaeleded on higher prosodic constructs.
Perceptual data are less clear when it comes tlatigeiages considered as intermediate between the
two extremes of the continuum between these prpicdaylanguage types. Ramus et al. (2003) also
report that Polish, which presents a great vaonésyllable types and high syllabic complexity dik
prototypical stress/word-based language) but noeVoaduction at normal speech rate (like a
prototypical syllable-based language), was per@lytdistinguished from both English and Spanish,
which are located close to the two extremes ottrginuum. On the other hand, Catalan, which has a
relatively simple syllabic structure, but also d#sfs reduction of unstressed vowels, was distirgads
from English but not from Spanish.

Based on the premise that the expression of tr@dgjral continuum should be reflected in the
durational properties of the speech signal, a nurabstudies have therefore adopted various caiteri
to normalize measures of vowel and consonant dursin order to capture the underlying tendencies
toward prototypical rhythmic behaviors. The resoltshis line of research have been questionetl as i
seems that the proposed metrics strongly deperdvaniety of factors such as the segmental content

of the utterances and stylistic, tempo, and sped&pendent features (Arvaniti, 2012; Barry,



Andreeva and Koreman, 2009; Cummins, 2002; Engstaad Krull, 1999; Loukina et al, 2011;
Steiner, 2003). For example, Arvaniti and Rodriq(2212) suggest that there are reasons to believe
that Polish utterances used in the experimentsuzied by Ramus et al. (2003) display a higher
speech rate compared to utterances from both stressyllable based languages. This may explain
why Polish utterances are perceived as differemh futterances of both stress and syllable-based

languages.

1.3 Revisiting the link between rhythmic typology and its phonetic expression

Although potential effects of the rhythmic organiaa of a language on the durational properties of
speech utterances are not excluded by theory sthergtions behind phonological approaches to
rhythmic typology are not formulated in terms ofational properties (e.g. by stipulating different
isochrony rules for different language types) Inuterms of grouping (Dauer, 1983) or in terms &f th
domain of application of the phonological proceqgeg. the syllable vs. the phonological word, Auer
1993). These assumptions have been translatethmtanguage of dynamical systems by O’Dell and
Nieminen (1999) who propose that the productiosytiibles and the production of feet are regulated
by two different internal clocks behaving as lineacillators. The slower oscillator, governing the
production of feet, and the faster one, governivegdgroduction of syllables are linked by a coupling
function, determining the dependence of the sydlaiscillator on the behavior of the foot oscillator
Due to inter-oscillator coupling, the duration bétinter-stress interval)(depends linearly on the
number of syllablesnj in a foot:I=a+bn, with slopeb and intercepa. The ratior=a/b indicates the
asymmetry of the coupling function, determining tteeninance of one oscillator toward the other.
Whenr > 1 the foot dominates the syllable (as it is expeatextress/word based languagesh #éndli
are known for a number of produced feefndb, and thus, can be easily estimated by linear
regression. In this conception of speech rhythmrmtiteon of isochrony is retained at the theoretical

level, although isochronous syllables or feet areaxpected to be observed in experimental data
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because such behaviors are predicted to occumdrgy the model reaches equilibrium (i.e. when the
relative phase describing the difference betweendlative positions of the two oscillators in thei
respective cycles is constant). Moreover, concgigipeech as governed by the cascaded interactions
between oscillatory processes has proved to beduptive idea to model temporal features of speech
production in several studies (Saltzman, Nam, Geidsand Byrd, 2006; Saltzman, Nam, Krivokapic
and Goldstein, 2008; Goldstein, Nam, Saltzman amitb€n, 2009; Tilsen, 2009). However, currently
available cross-linguistic comparisons that adbjst &approach in conjunction with statistical anakys
of the significance of the results are limitedeavfpairs of languages (e.g. for Brazilian vs. Eesp
Portuguese: Barbosa, Viana and Trancoso, 200€rglish vs. Polish: Malisz, 2013) and do not
allow to evaluate the pertinence of this modelifaguistic typology. On more methodological
grounds, it should be noted that although hightymified models of human behavior provide proofs
of concept useful to understand the basic prinsiplederlying its functioning, using their predictso

to interpret observed data from a variety of candg and tasks is often a hazardous practice. It is
likely that the simplicity required to formulatetémpretable models, does not permit taking into
account the underlying complexities. For examplbas been proposed that in order to be tested
against actual speech data, the model should beentgd in such a way that accounts for the effects
of higher levels of prosodic organization (Barbasd Madureira, 1999). Moreover, the interpretation
of ther coefficient as an index of the dominance of tha fevel over the syllable level has been
guestioned by Windmann, Simko and Wagner (20149 wde simulated rhythmic patterns to show
how variation in the value of that coefficient cdde well explained by differences in the frequency
of stressed syllables that are subject to word-feraithening.

Despite its potential drawbacks, the work by O’'Reltl Nieminen (1999) has the merit of providing
an original way to bridge the gap between the hygssts about the structural factors affecting the

rhythmic organization of languages and observaddéufes of the speech signal. This is achieved by



translating the theoretical assumptions into cainsis on the functioning of the dynamical systems
underlying speech production and not into featofdhe observed acoustic signals.

A similar strategy can be adopted while maintairartggher degree of generality, without postulating
a specific model for the underlying dynamics. Wi bgpothesize that if in some languages
phonological processes depend more than in otimepsasodic domains above the syllable (i.e. the
foot or the phonological word), this may resulbimt stronger dependency between the physical
processes activated to produce prosodic prominemd¢ehose underlying the production of syllables.
Recent research on the perception of the rhythingiarozation of speech utterances suggests that
listeners pay attention to the way syllables amahnence are coordinated (see Goswami and Leong,
2013 for a review). For example, it is possibléntuce the perception of trochaic or of iambic
rhythms in pure sinewave stimuli by manipulating toordination between the modulations of the
acoustic energy occurring on the time scales dékls (henceforteyllAM) and the modulations of
the acoustic energy occurring the time scales ativi@vel prosodic prominence (henceforth
stressAM). On the production side, Leong, Kalashnikova,rBiam and Goswami (2017) could show
that, by extracting via band-pass filterinl AM andstressAM from actual speech signals and
measuring the degree of coordination between tves&M signals, it is possible to separate
motherese speech from speech addressed to adolts.pvkcisely, the degree of coordination between
syllAM andstressAM is higher in motherese speech than in adult-dicespeech. This observation is
particularly pertinent in the context of rhythmypoblogy theories based on grouping, such as thibse o
Dauer (1987) and Auer (1993), because mothereselspe usually perceived as highly rhythmical,
with frequent stresses and shorter sentences (Bexnal. 1989, Garnica 1977, Jusczyk, Cutler, &
Redanz, 1993). A related approach was adoptedudyisig rhythmic typology by Tilsen and Arvaniti
(2013) who analyzed the properties of energy mddula at the two time scales of syllables and
word/foot level prominence in several languageg(ish, German, Greek, Italian, Korean, and

Spanish). For example, the variability of the datary frequency of thetressAM extracted from the
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acoustic signals was considered as indicativeefhlgthmical stability of utterances at the levielhe
prosodic prominence. Another index used to charaeta potential dominance of suprasyllabic
rhythms was the ratio between the spectral enetggated from the amplitude envelope signal in the
frequency bands close to the frequency ofsiiidAM signal and in those close to the frequency of the
stressAM signal. A strongly rhythmic utterance at the levieprosodic prominence would be expected
to show more energy in the frequency bands closieetérequency of thetressAM signal. However,
neither measure could separate languages congistgttt the postulated groupings. It should be

noted that the analyses proposed by Tilsen andmiin(2013) do not permit to characterize the
coordination between the processes underlyingldgliand stress production and that such an analysis

of cross-linguistic speech data is still lacking.

1.4 Measuring the coordination between the production of syllables and the production of prosodic

prominencein German, English, Polish, French and Italian

In the present paper, we follow Goswami and Le@@d.8) and Tilsen and Arvnaiti (2013) in
examining the relationship betwesinessAM andsyllAM. We study these, however, by means of an
original approach, based on methods developed/asimgate Generalized Synchronization (GS;
Rulkov, Sushchik, Tsimring, and Abarbanel, 1995een dynamical systems. A dynamical system

is a law of change through which the current valilene or more variables (the current state of the
system) depend on their past values and on soreenekinfluence. These laws of change can be used
to model the behavior of observable processes dinfpbver time. Whenever the states of two
dynamical systems are related, the systems ar&iar@ this relation can be detected by lookinget t
points in time when the systems repeat or neaggattheir behavior. Because when two states of one
system observed at different points in time aralaimthe states of the other system observedeat th
same points in time will be similar too. In anahgitwo time-series it is assumed that these are

affected by the behavior of two distinct underlyprgcesses (each potentially involving different
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guantities) and that these processes can be matthetedyh two different (potentially
multidimensional) dynamical systems. An importagitantage this approach is that it permits relating
the behavior of time-series with no surface sintifaor time-series with very different frequencies.

If we assume thalyllAM andstressAM depend respectively on processes responsiblgifabke and
prosodic prominence production, by analyzing thautual dependency, we can infer how much the
production of syllables and the production of paisgrominence affect each other. On the basis of
the hypotheses that in stress-based languagesatiegtion of syllables enhances the correlates of
prosodic prominence or that phonological proceskesy a stronger tendency to be defined with
respect to the phonological word, we expect thatiess-based languages syllables and prosodic
prominence should be better coordinated than ialdg@-based languages.

To test this hypothesis, we analyzed acoustic diegs of speakers of syllable-based languages
(French and Italian), stress-based languages (Geam@& English) and of a language considered as
intermediate between the two types (Polish). Spsakere asked to describe the events of the Pear
Story video (Chafe, 1980), which has been conceivadicit narrations across cultures and languages
In order to provide different conditions of eliditan, the participants were asked to tell the stange:
first online, during the projection of the videmdaonce more offline, without the aid of the video.

In addition to measuring the coordination betwsghAM andstressAM we also estimated the average
speech rate by measuring the average frequencgcofation of thesyllAM signals (related to the
number of syllables per seconds). This additionalysis was motivated by the potential effects of
speech tempo on the observed coordinative pattierhsed, although our hypothesis does not permit
formulating explicit predictions regarding the effe between coordinative properties of speech
patterns and speech rate, such effects are comrabaérved in speech repetition tasks (e.g.Tulldr an
Kelso, 1991; Rochet-Capellan and Schwartz, 200ii¢ciaaand Rosenbaum, 2018) and are related to
attested distributional biases of phonologicalgratt across the world’s languages (see, e.qg.,

MacNeilage, Davis, Kinney and Matyear, 2000).
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2.METHOD

In order to measure GS frosfllAM andstressAM time-series extracted from speech signals, we
adopted a variant of Joint Recurrence Analysis Ksaevan, Romano, Thiel and Kurths, 2007 for an
introduction) tailored by Lancia and Rosenbaum &Qa the analysis of speech signals. In secti@n 2.
we will introduce the Joint Recurrence Analysisrigavork, and in section 2.2 we will briefly motivate

and discuss the variant used in this paper.
2.1 Joint Recurrence Analysis

Under the Joint Recurrence Analysis approach, ¢tection of GS between two given dynamical
systems requires the identification of all timemsiwhere the trajectory of each system repeats its
behavior. Given the trajectories of two dynamigeitems (see for example panels a and b of Fig. 1),
the repetitions in their behaviors are determingdrmlyzing their recurrence plots (RPs). Given an
m-dimensional trajectory of lengthN represented by a sequence of vectors of lemgtk; =
{x;1,...,x;m}, Withi = 1,..N), its recurrence plotRP (X)) is obtained in two steps. In the first step
we compare each vect®y to any other vectaX; (with i,j =1, ..., N) through a given distance
function and we arrange the obtained values irst@dée matriD; ; = ||X;, X;|| (withi,j =1,..,N
and||-|| representing the distance betwegrandX;) so that the value stored at locatiorj )
corresponds to the distance observed between trdinates of the trajectory at timeandj (see
panels ¢ and d in Fig.1, where dark regions cooedpo higher distances). The second step consists
in transforming the distance matrix into a recuceeplot matrix containing ones at locations
corresponding to values in the distance matrix lavan a given thresholdand zeroes elsewhere:
RP,; = 0(e —Dy), (1)
Where@ () is the Heaviside step function (equal to onesiaitgument is positive and to zero

otherwise) and,j =1,...,N. RP;; = 1indicates that at timésandj the distance between the
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positions of the system observed at those pairtisneis smaller thare and that the two
corresponding states of the trajectory can be densd equivalent. The visualization of an RP festur
black dots at coordinates containing ones in thegix@ee panels e and f in Fig.1), therefore edmth
in an RP corresponds to a recurrent state (orécwarrence) of the system underlying the observed
trajectory. A continuous line with (locally) posié slope indicates that a whole portion of the
multidimensional time-series is repeated. Dependimthe application, other criteria to locate
recurrences can be adopted. For example, insteadrgf the similarity threshold, one can adopt a
predetermined value for the number of recurrencesroing in the RP and use the value tiat

produces the desired number of recurrences.
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Figure 1 Recurrence and joint recurrence plotsioétafrom two coupled dynamical systems. First
row: trajectories of a two-dimensional Van der Bydtend (panel a) coupled to a three-dimensional
Lotka-Volterra systef(panel b). Second row: distance matrices of thedystems in panels a (panel
c) and b (panel d). Distance values are codedshi#tiles of grey (clear areas: small distances). The
evolution over time of the systems’ coordinatesrapicated in parallel to the sides of the diseanc
matrices. Third row: RPs obtained from the twoahse matrices in panels c (panel e) and d (panel f)

Panel g: JRP obtained from the RPs in panels é.and

2 ¥y = Xy, %, = ux?x, — x, + cy;. Whereu = 2 and the coupling constant= 1.8 modulates the effects of the first
dimension of the Lotka-Volterra system (cf. notef)the Van der Pol system.
*=yi(L=y) =y + 01+ Y2 = y2.(1—y) —yys + 1, ¥5 = y3(1 = y3) — vy, +n. Wherey = 24,7 =

10~%and¢ is a noise term extracted from an uniform distiifruwith zero mean and standard deviation equal@s.
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Given two multidimensional trajectori&sandY of lengthN and their RPs RP(X) and RP(Y) ), a

joint recurrence plot (JRP) can be computed. THe diBplays recurrences only at locations containing
recurrences in both RPs (see panel g in Fig.1)c&iethen quantify for each point in time the
probability that the corresponding state of oneetsaries recurs given the probability that the
corresponding state of the other time series recurs

YL, JRPj(X,Y)

CRL(X I Y) = ZNlRP.j(y)
J= L,

(2)

From the two time-varying conditional probabilities recurrence&CR;(X | Y) andCR;(Y | X) we can
compute an average conditional probability of remoce that quantifies the degree of coordination

between the trajectories under study and that eamsbd as a coordination index (CI).

1 CR;(Y | X)+CR;(X | Y)

(3)
The distribution of values obtained when using ravametric methods to analyze time-series is
affected by their statistics, which change withshape and with the probability of occurrence ef th
patterns they contain. This has the practical aqunesece that the CI values obtained from the
application of the proposed approach to the aralysihe coordination betweeyl|AM andstressAM
signals may be affected by features as their caoxitpler by their rate of change. These charactesst
in turn may depend on structural features (e.gptbeability of complex syllables or the number of
syllables per foot) paralinguistic factors (e.g.otional state, speech rate, style), and speakeifgpe
features (i.e. the tendency to mouth or mumblepriter to determine the presence of significant
coordination between two time-series, it is neagstabuild a null distribution of coordination ias
values that would be obtained by analyzing pairgnmfoordinated time-series showing the same
features as those of the time-series observedifi8ggt coordination is then assessed by comparing
the coordination index obtained from the analy$ithe observed time series to the null distribution
These surrogate pairs of time series are consttimsteepeatedly submitting one or the other obskrve

time series to the twin surrogate construction metiRomano et al. 2009).
14



2.2 Measuring Generalized Synchronization of stressAM and syllAM with Joint Recurrence

Analysis

Although observed processes often depend on nmalgipantities, it is rarely possible to measure more
than a few, if any, of the time-varying quantitiesflecting the behavior of the process under
investigation. For example, we may assume thatitidimensional time-series representsgdAM of

the speech signal depends on the functioning o&raéwhysiological and cognitive processes
activated to produce speech syllables and that imgdinese interactions requires a multidimensional
system. In such cases, existing studies generalbptamethods such as time-delay embedding
permitting reconstruction of a multidimensional ¢ireeries representing the behavior of the dynamical
system underlying the behavior of the observabldionensional time-series. The first dimension of a
time-series reconstructed via time-delay embeddiogesponds to the observed time-series; the
second dimension corresponds to a time-delayed obpfe first dimension with lag; the third
dimension corresponds to another copy, laggedrbliRewise, theMth dimension will correspond to

a copy lagged byM-1): (See Marwan et al., 2007, for a review of methodsnd the optimal values

of the number of dimensiomd and of the lag). Once a multivariate time-series is obtained fieaxh
observed time-series, these can be submitted @ Raicurrence Analysis to study the coordination
between the underlying systems.

The application of time delay embedding to speegads proves highly problematic because this
technique relies on the assumption that the uniderlyme-series are stationary (i.e. the parameters
governing their behaviors are constant over tifibjs is not generally the case for time-series
generated by intentional or goal-oriented behawioose rate of change can be modulated over time.
In the analysis of a system that lacks stationamitye temporal dimension, a single value forldte

parametet governing time-delay embedding will be appropriatembed one portion of the time-
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series but inappropriate for modelling a differpattion (becauseshould increase as the system
slows down). The use of locally erroneous valuestfe embedding parameters will introduce
artefacts into the RPs and ultimately bias theyaim(Marwan, 2010; Lancia, Fuchs and Tiede, 2014,
Lancia, Voigt and Krasovitskiy, 2016). Such artéfiat recurrences yield groups of connected dots of
variable thickness and line structures with negasiopes. In Lancia, Voigt and Krasovitskiy (2016)
and in Lancia and Rosenbaum (2018), we show tieissue can be addressed by building a
recurrence plot from a one-dimensional time-sasigisout applying time-delay embedding.

Although the obtained RP will contain a high numbkartefactual recurrences due to the lack of an
appropriate reconstruction procedure, these carrheved through the application of common image
processing algorithms. The modified approach prdedake robust to temporal nonstationarity
systematically injected in the behaviour of simethtlynamical systems and it has been successfully
used in the analysis of electroglottographic datga¢ia, Voigt and Krasovitskiy, 2016) and of
articulatory kinematics (Lancia and Rosenbaum, 2018 image processing steps adopted are
illustrated in detail in Lancia and Rosenbaum (30&8d in the Supplemental Material of that paper a
detailed guide to the implementation is providedwdver, for the sake of completeness, we provide a
summarized description in section 2.2.1. The diiféisteps are illustrated in Figure 2, where threy a
applied to a small portion afllAM signal obtained from one of the German speaketgjpating in

our experiment.

Another potential issue can be encountered wherRiR®are combined in a JRP because recurrences
produced by two time-series may be related althaowghdentically located. This may occur if the
effect of one of the two underlying systems overdkher is delayed by a fixed or variable amount of
time (i.e. if a system takes some time to reacht@nges in the behavior of the other). In secti@m22

we summarize the workaround adopted by Lancia arsgRbaum (2018) who expand the line
structures in the two RPs before building the JRdPthus obtain a tolerance in the location of the

recurrences. The processing steps used to buildRReare illustrated in Figure 3.
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2.2.1 Building the recurrence plots

In order to build a recurrence plot from an obsdrimme-series, we first compute a distance matrix
without submitting the time-series to time-delaybauding (see Fig 2, panel a). From this distance
matrix we compute a RP (see Fig 2, panel b) byguainery large similarity threshoig

corresponding to a very lax similarity criterioloi(the analyses presented hetkis was determined

as the smallest value resulting in a number of dqtsal to 1/3 of the total number of locations acle
RP). The obtained RP is then submitted to a clggmiacedure permitting to reduce the number of the
artefactual recurrences.

The first step of the cleaning procedure is appdieparately to each group of connected dots prasent
the RP. The aim is to derive for each group of eated dots the longest continuous line with coristan
thickness equal to one dot and with locally positiv null slope passing through the connected dots.
To do that we first submit each group of connedets to morphological skeletonization, yielding a
line of constant thickness equal to one dot thaesgnmves the shape of the initial group of connected
dots (see Fig 2, panel c). Portions of line stmegwvith locally positive slope approximate the
locations of recurrences in the obtained RP. Howegieen the lax similarity criterion adopted in
building the RP, only a portion of the dots indivaded in this way will correspond to true recuresic
Therefore the locations of the recurrences areedfin the second part of the algorithm. True
recurrences are expected to occur close to morwatibnincreasing line structures. Therefore wetfirs
locate notable points (i.e. endpoints, junctions tamning points) and then we remove portionsroé li
structures connecting two notable points that @edirstraight line of negative slope.

The regions were recurrences are expected to acewbtained by substituting each remaining line
structure with a monotonically increasing band vadimstant thickness (whered is a free parameter;
see Fig 2, panel d). To refine the shape of thensgf interest, a new distance matrix is obtaimgd

setting to Infinite the values of the initial dista matrix that are not located inside the obtabeatis
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(Fig 2, panel e) and a new RP is obtained frommtbdified distance matrix using a similarity
thresholds equal to 1/10 of the standard deviation of thestsaries under study (Fig 2, panel f). The
obtained RP contains monotonically increasing $itmactures with variable thickness resulting from a
still lax similarity criterion. The last cleaningep is aimed at obtaining line structures of camsta
thickness equal to one dot. The final RP (see FpBel g) is obtained by applying Dynamic Time
Warping (DTW) separately to each region of theiaafdistance matrix corresponding to a group of
connected dots in the RP. The DTW algorithm igenative procedure that, starting from the top-
right corner of the region of distance matrix cdesed, traces a line arriving to the bottom-lefineo,

by choosing at each step the location corresportditige lower distance values (see Fig. 2, pariet h

an illustration).
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Figure 2 Recurrence plot cleaning steps. Panelmait@enRPs or distance matrices obtained from the
same time-series corresponding to a portiogydAM modulation from one German speaker. This is
replicated in parallel to the left sides of the @anin the left column and to the lower sides & th
panels at the bottom of the two columns. Paneldigjance matrix. Panel (b): RP obtained from the
distance matrix in panel a) by using a threshdllnahg for a number of recurrences equal to the 30%
of the number of locations in the RP. Panel (c): ddRained by submitting the RP in panel (b) to
skeletonization. Panel (d): RP obtained by expanthe line structures in panel c). Panel e): distan
matrix obtained by penalizing the locations of th&ance matrix in panel (a) that are not incluaed
the bands contained in the RP in panel b). ParePfpbtained from the distance matrix in panel (e)
by applying a similarity threshold equal to 10%tlo¢ standard deviation of the observed time-series.

Panel (g): RP obtained by individuating groups ohreected dots in the RP in panel (f) and by
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submitting the corresponding portions of the diséamatrix in panel (e) to Dynamic Time Warping.
Panel (h): example of the application of the DTWoaithm to one such portion of distance matrix.
The red dots are the output of the DTW algorithrd sepresent the best mapping between the portions
of time-series corresponding to the selected poiodistance matrix (here replicated in paralkieits

sides).
2.2.2 Building the JRP

Once two clean RPs are obtained (as those in parsld b of Fig 3), they are used to build a JRP. |
order to allow some tolerance in the temporal iocedf recurrences, the JRP is derived from RPs
obtained by substituting each line structure indlean RPs with a band of constant thickness dqual
the free parametd; (see Fig 3, panels ¢ and d). Following this madiiion, the recurrences of states
observed at timein the two time-series will be considered as jogdurrences (and appear in the JRP)
if their distance in time is at mo&t. Since the JRP obtained in this way presentsdinestures of
variable thickness, a new JRP is built by subngteach group of connected dots in the obtained JRP
to the tracking algorithm proposed by Marwan andtks1(2002). The algorithm is designed to derive
a monotonically increasing line of constant thickmequal to one which, at each horizontal locat®n,
equidistant from the upper and lower margins ofdtiginal group of connected dét§he value of a

coordination index (CI) quantifying the degree obrination between the systems driving the

* Essentially, the procedure is an iterative onectviis initialized by placing the first dot of thieé which is to be tracked
at coordinates corresponding to that of the ddtitheloser to the lower left corner of the smadllestangle including the
considered connected dots. At each iteration dialilyi square window with side length equal to amelaced with its
lower left corner on the last tracked dot. The thegf window's sides are increased by one uniiéwa dot is found in the
region of the JRP included in the window. The camates of the new tracked point are then determinyecomputing the

center of mass of the dots included in the window.
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observed trajectories is estimated by applyingdh@ulas introduced in the preceding section to the

obtained RPs and JRP.
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Figure 3 Construction of the JRP from two time-asgigorresponding to portions sgflAM and
stressAM simultaneously extracted from the speech of thees@erman speaker. Panel a): RP from
thesyllAM time-series (replicated in parallel to the leftidower sides of the RP). Panel b): RP from
thestressAM time-series. Panels c¢) and d): RPs obtained bgredipg the line structures in the RPs in
panels a) and b). Panel e): JRP obtained by therRizels c) and d). Panel f) JRP obtained by

submitting the JRP in panel e) to the skeletororailgorithm by Marwan and Kutrhs (2002).

Note that the whole procedure is based on threa freg@ parametersg, §;and . § determines the
width of the bands defining the regions in the Rieke recurrences can be located. Assuming that the

DTW algorithm is capable of correctly mapping bedwéehe portions of time series individuated by a
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group of connected dots, reducing the valué bas the main function of speeding up the
computations (by reducing the search region ofXfi&/ algorithm). However a too small value for
this parameter reduces the precision of the tenhpbgiament and with it the sensitivity of the
obtained Cle determines the tolerance of the algorithm to d#ifiees between states of the observed
time-seriesp; determines the tolerance of the algorithm to delaythe occurrence of recurrences in
the two time-series under study. These two parasidetermine the sensitivity of the analysis to
variability in the temporal or in the amplitude @insions. This in in turn affects the sensitivityttod
analysis to weak coupling strengths. In summary fiming the parameters has the main effect of

making the analysis more sensitive to weak couptrength’
3. EXPERIMENT
3.1. Speakers and data collection

Between 4 and 9 speakers of each language undestigation were recorded in a soundproof room (4
French, 5 Italian, 9 German, 6 Polish and 6 Enyli€he Pear Story video clip (of approx. 5 min) was
played back to the participants via a computer nooni he speakers wore open headphones (Philips
SHP 9000), enabling them to hear the video souckltrat also their own voice. Each speaker was
asked to tell the story twice: first during the jeation of the video (online condition), and oncerm
once the video ended (offline condition). Whilete offline condition speakers were free to plad an

produce their utterances, in the online conditleeythad to coordinate their speech with the ongoing

® This being the case a criterion for the choicthefparameters’ settings of quite general applitglis to choose the
values that better help distinguishing betweerctitegories under study (Schinkel, Dimigen and Man2808). For
example when analysing the differences in the doatihn strength across languages and styles, t& appropriate set
of parameters values would be the ones that maastze differences in coordination strength dutédanguage and the

style (however see Eroglu, Marwan, Prasad, andhspu014 or Yang, Ren,Hu and Li, 2015 for altermatipproaches).
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events of the video. This constraint limited th@aypunity for planning long sequences in the online

condition.

3.2. Analyses

3.2.1. Pre-processing

First, we extracted a time-varying amplitude enpelfrom each recorded audio signal. To this end, in
order to emphasize the contribution of vowels dmplitude envelope, the audio signal was first
band-pass filtered with a IIR filter (cut-off freq¥00 and 1750 Hz; see Tilsen and Johnson, 2008).
The Hilbert envelope of the obtained signal wasdbpass filtered with IR filters with cut-off
thresholds set at 0.8 and 2.7 Hz in order to capstuessAM and at 2.7 and 7Hz to extragtlAM. The
choice of these cut-off frequencies was based @mndgsults obtained by Tilsen and Arvaniti (2013)
which show that in data from English, Korean, Garpitalian, Greek and Spanish the rates of syllabic
and supra-syllabic oscillations never exceed 2.dhktx 7Hz respectively, regardless of stylistic
differences in the analyzed speech data (i.e., seagontaneous speech).

A voice activity detection algorithm (Lee and Haae&g-Johnson, 2007) was applied to each acoustic
recording to detect silences. Then, we manuallgtitied hesitations in each speech chunk separated
by pauses. Before the application of Recurrencdyaisa portions okyllAM andstressAM signals
corresponding to silences, to hesitations and toqms of speech chunks preceding hesitations were
removed (and the remaining portions concatenated).

In order to obtain several measurement points faoh recording, each time-series was split into
portions of equal length (16 secs), amplitude-ndized (so to have zero mean and unit standard) and

downsampled to 160Hz.
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3.2.2. Coordination analysis

From each portion we obtained one RP fromsthessAM time-series and another from thydl AM
time-series. the RPs were cleaned and combine@idRP following the procedures described in
Sections 2.2.1 and 2.2.2 and a coordination in@&xvalue was computed though the application of
the formulas in section 2.1. The length of the ipog of time-series considered was chosen in such a
way to obtained at least 3 Cl values for each m®ee recording. The parameters of the analysis were
set as followss = 5 for sylAM andé = 10 for stressAM, §; = 10 ande = 0.1.

For each pair afyllAM andstressAM signals extracted from the same portion of speagtal lasting

16 sec, we generated 30 surroggtbAM time-series by repeatedly applying the twin suateg

method (Romano et al. 2009) and obtained 30 Cleghy measuring their coordination with the
observedtressAM time-series. These surrogate Cl values were agdriaigorder to have an average
surrogate CI value for each portion of speech s$igriee comparison between the Cl values obtained
with the original time-series and the average Quesobtained with the surrogate time-series reveal
if differences between languages reflect diffemmnipling strengths or are due to statistical
characteristics of the time-series compared.

The values obtained (N=550) were submitted toealinmixed model in order to test for the triple
interaction between language (a categorical fagittr German as reference level), test condition
(online vs. offline, reference: online) and dataetyoriginal vs. surrogate, reference: originape&ker
identity and recording were considered as randatofa and speaker-specific random slopes relative

to the effect of the test condition were also ideld in the model.

3.2.3. Speech rate analysis

In order to detect speech rate differences betwsajuages and conditions, we submittedsitigAM

signals to the Hilbert transform and extractedtiime-varying instantaneous frequency. If we assume
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that the cycles adyllAM activity correspond to syllabic cycles, the inséa@ous frequency is an
estimate of speech rate roughly interpretablernmseof syllables per seconds. Instantaneous frexyuen
time-series were split into portions of 16s matghimose used in the computation of the Cl values an
the instantaneous frequency values in each pon&e averaged in order to obtain an estimate of
average speech rate in each portion. Average spatrkialues (N=550) were submitted to a linear
mixed model in order to test for the interactiotwm®en language (a categorical factor with German as
reference level) and test condition (online vslirdf reference: online). Also in this model thadam
effect structure included two intercepts for speattentity and recording and a speaker specifipeslo

for the effect of the test condition.

3.3. Results

3.3.1. Coordination analysis

Fig. 4 presents the values of the coordinationxrat#ained from surrogate time-series and original
time-series in both online and offline conditioiibe results of the mixed model regression are

summarized in Table 1.
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Figure 4 Coordination index over languages. Pagrelsp data with respect to the elicitation conditio
(top row: online, bottom row: offline) and to tha@ of data (left column: surrogate data right cofu

observed data).

The triple interaction was excluded from the maakelt was neither significant nor improved the
model fit (as established by comparing the resgloatained with and without the interaction through
Chi-square tests). The intercept of the model @af Table 1) represents Cl values obtained from
original data produced by German speakers in tii@@tondition. While the intercept is significint
positive, the effect of surrogate data is signifibanegative (row f). This proves that there is a
significant degree of coordination betwesgHAM andstressAM time series from German speakers.
In the original data, no significant difference vadiserved between English and German or between
Polish and German (rows b and c). However, Frendhitalian display CI index values significantly
smaller than the intercept (rows d and e). At tiaetime, the interaction between the effect of
language and of data type is significant and pasiior both Italian and French (rows | and m),
indicating that the differences between Germanltalidn Cl values and between German and French
Cl values are smaller in surrogate data than girmal data. This is interpreted as evidence that th
differences in Cl values between the two Romaneguages and German are not entirely due to the
statistics of the languages considered but areigemnlifferences in the degree of coordination betwe
stressAM andsyllAM.

Because Polish was not significantly different fr@arman in the observed data, the significantly
positive interaction between data type and Pobsigliage (row i) suggests that in surrogate data
Polish displays CI values which are higher thars¢habserved in German. The effects of the
languages do not change significantly in the offloondition except for French. Indeed the effect of

the interaction between the French language andftlme condition is significantly negative (row,p
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which is also true for the simple effect of thertale language. This indicates that the differendglin

values between French and German increases irffiime @ondition.

Table 1. Summary of the results from mixed modgkssion on the coordination index values. First

column: row indexes; second column: effects; tewtlimn: effects’ estimates; fourth column:

standard errors; fifth column: t values, sixth cwin: p values. The following abbreviation are used i

this as well as in the following tables: Ger: Gemm&ol: Polish; Eng: English; It: Italian; Fr:

French; Orig: original data; Surr: surrogate dat&ignificant effects are indicated by bold typeface.

Fixed effects: Estimate Std. Error t value p valu
a | (Intercept) 2.901e-01 3.819e-03 75.955 <2e-16
b Lang (Eng) 2.581e-08 6.337e-03 0.407| 0.685734
c Lang (Pol) -6.265e-08  6.647e-03 -0.942| 0.350852
d |Lang(Fr) -2.404e-02 6.364e-03 -3.778 | 0.000519
e |Lang(lt) -3.351e-02 6.158e-03 -5.442 | 3.17e-06
f Data type (Surr) -1.402e-01 2.689e-03 -52.126 <2e-16
g Condition (Online) 4.778e-03 3.509e-03 1.361| 0.186597
h Lang (Eng) * Surr -3.344e-03  4.150e-03 -0.806| 0.420619
[ Lang (Pol) * Surr 2.886e-02 4.356e-03 6.625| 5.21e-11
I Lang (Fr) * Surr 3.378e-02 3.760e-03 8.985 <2e-16
m | Lang(It) * Surr 3.429e-02 3.922e-03 8.743 <2e-16
n Lang (Eng) * Online -4.272e-03  5.430e-03 -0.787| 0.441147
o] Lang(Pol) * Online -7.727e-083 5.846e-03 -1.322| 0.200650
p | Lang(Fr)* Online -1.782e-02 5.399e-03 -3.300 | 0.004845
q Lang(It) * Online -5.832e-08  5.417e-03 -1.077| 0.296131
r Surr * Online 2.879e-083  2.695e-03 1.068| 0.285618

Post-hoc analyses confirm that:

e

» Differences between the Germanic languages or leettvee Romance languages never reach

significance, regardless of the elicitation comit{see Appendix, Table A1l and Table A2).
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« Every Romance languages displays smaller Cl vahasevery Germanic language regardless
of the elicitation condition (see Appendix, Tabl8)A
« Clvalues from Polish are never significantly diéfet from those collected from speakers of
the Germanic languages (see Appendix, Table A5)daygending on the elicitation condition,
may differ from those obtained from speakers ofRleenance languages (see Appendix, Table
AB).
The reported differences are not observed when adngpsurrogate data (see Appendix, Tables A4,
A7), proving that they are genuinely due to différdegrees of coordination between the processes

underlying the production of prosodic prominencd #re production of syllables.

3.3.2. Speech rate analysis

Figure 5 shows the boxplot obtained from the avefegguencies of the syllabic components

computed in the portions of chunks considered,gandped by language and elicitation condition.
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Figure 5 Box plots obtained from average frequemalues (in Hz) computed in the portions of
syllAM signals submitted to Recurrence Analysis. Datasaparated with respect to the elicitation

conditions.
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While Polish seems to be faster than German, Bngéems to be slower. This is confirmed by the

results of the mixed model regression (summarir€bbble 2). Indeed the effect of English language

(row b) is significant and negative, while thatRaflish (row c) is significant and positive.

Table 9. Summary of results from the mixed modgkssion orsyllAM frequency values. Data are

organized as in Table 2.

Fixed effects: Estimate Std. Error t value p value

a | (Intercept) 3.724517 0.045194 82.411 <2e-16
b | Lang(Eng) -0.27812 0.076032 -3.658 | 0.000933
o Lang (Pol) 0.264455 0.078844 3.354 | 0.002006
d Lang (Fr) 0.104504 0.076266 1.37| 0.181005
e Lang (It) 0.07981 0.074213 1.075| 0.291362
f Condition (Online) 0.04037 0.0336 1.202| 0.250562
g Lang (Eng) * Cond. (Online) 0.0269] 0.056986 0.472| 0.643038
h Lang (Pol) * Cond. (Online) 0.0032¢ 0.061909 0.053| 0.958527
i Lang (Fr) * Cond. (Online) -0.0253858 0.055346 -0.458| 0.655749
I Lang (Ita) * Cond. (Online) -0.09753 0.056466 -1.727| 0.105894
4. DISCUSSION

The results presented in the preceding sectiomlglslaow that the coordinative aspects of speech

production are of relevance for rhythmic typolotndeed, the fact that syllable production and

prosodic prominence production are better coordohat Germanic languages than in Romance

languages is consistent with the hypothesis fortadlay Dauer (1983; 1987), and further elaborated
by Auer (1993), that the syllables of some langsdgeg. Germanic languages) are better grouped in
larger units such as metrical feet or phonologigaids than the syllables of other languages (e.g.

Romance languages). Polish phonology allows comm@sonant clusters but does not allow vowel
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reduction. Therefore structural considerations wqukedict a behavior which is midway between that
of stress-based and that of syllable-based langu&mnsistently with this prediction, our results
indicate that, although Polish tends to clustehwahguages considered as stress-based, significant
differences between Polish and Romance languagesbaerved only in Polish speech produced in the
online condition. Polish utterances seem to beuyred with a relatively fast speech rate in
comparison to other languages. This is consistéhttive fact that, when comparing surrogate data, C
values obtained from Polish speakers were higlaar those from speakers of the other analyzed
languages. Indeeyl|AM andstressAM signals characterized by high numbers of oscltetiper
seconds (corresponding to fast speech) will presemé recurrences thagllAM andstressAM

signals with lower frequencies and therefore ih@re likely to observe joint recurrences just by
chance.

If we assume that, as proposed by Arvaniti (2012 supported by our data, Polish utterances display
a higher syllable rate than utterances from botm&we and Germanic languages, the discrepancy
between our results and those obtained from parakpkperiments showing that Polish is perceived
as rhythmically different from both Romance and@anic languages (Ramus, Dupoux and Mehler,
2003), may be explained by the effect of speedaatthe perceptual judgments.

Although our results support the idea that rhythdiiferences between the Romance and the
Germanic languages are related to the cohesioreketayllables that are grouped together at higher
levels of prosodic organization, many related qoastare left unanswered. Additional work is
required to better characterize the nature of tipeassyllabic grouping units (e.g. feet or phondatay
words) across languages. Another direction fohrrtesearch is related to the location of theoregi

of the speech stream where the different levefgatessing are more (or less) coordinated. For
example, we may ask if the coordination betweersifiabic and the supra syllabic levels changes
close to pitch accents or to the boundaries of n@a@sodic constituents. Because we cannot exclude

that other levels of organization are relevantcimss-linguistic rhythmic distinctions, many potaht
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links (e.g. those between FO and amplitude modriajiremain unexplored. Finally and most
importantly, our results do not reveal the levepadcessing at which the features that characterize
speech rhythm are determined. In other words,ig\ghper we leave unanswered the question if
speech rhythm is defined internally by some abspattern generator or if it emerges from the
interplay between local constraints regulatingititeractions between the phonetic processes.
Under the first interpretation, the production gifables and the production of prosodic prominence
are coordinated in a top down fashion as in theghpbposed by O’Dell and Nieminen (1999),
where speech rhythm is generated by the interabitmeen a syllabic oscillator and foot oscillatar.
this model, the function of each oscillator is tbha clock regulating the advancement in timehef t
activity at a level of the prosodic structure. ®inlce oscillators are coupled, they work jointlyaas
central pattern generator that coordinates, irpadtmwvn fashion, the timing between speech

production processes triggered at different legéthe prosodic hierarchy.

Under the second interpretation, rhythmic pattamesnot explicitly controlled during speech
production but emerge from low-level constraintgulating the interactions between the many
heterogeneous processes underlying speech proauttiese constraints are determined both by
material and linguistic factors. Indeed, in the@mx®n of a specific speech task (e.g. in the pctida

of a given consonant) speakers manipulate the rmbtenstraints operating on the motor system by
adjusting the mutual dependencies between thaubatiors. As a result of these task-specific
manipulations, the articulators jointly behave way that is functional to the achievement of the
current linguistic goal (see for example Kelso,l@ylVatikiotis-Bateson and Fowler, 1984; Saltzman
and Munhall, 1989). The interdependency betweenlsameous events (as the motion of different
articulators involved in the production of the sasoend) and between events that follow each other
(as the motion of articulators supporting the aotimeent of different sounds) favors the emergence of

synchrony and repetition: two core ingredientshytihmic patterns. A number of studies explored

31



therefore how rhythmic patterns emerge from therattions between the different local constraints
affecting the behavior of the many components efsttnsory motor system during speech production
(e.g.: Tuller and Kelso, 1991; Cummins and Porg8t%altzman et al., 2008; Tilsen, 2009; to cis# ju
a few). This line of research has been stronglyired by pattern formation phenomena observed in
many domains and disciplines and formalized thrahglries of self-organization (Haken, 1977;
1983; Prigogine, 1978). In this theoretical framegydiological rhythms are characterized by atteas
two different levels of organization. Indeed, whihe interactions between the different organs,
tissues, molecules etc. occurring at fine-grained hicroscopic) levels of organization requireigh
number of variables to be described, this behasaorbe predicted by that of few (collective) valégb
that capture the relations between the microsoai@bles. Once a low-dimensional collective
behavior emerges from the interaction between nraryacting quantities, it constrains the
interactions occurring at the microscopic levels iwvay that favors its persistence. In this wawagt

is coherently structured across levels of orgaiimaind the overall complexity of the system is

reduced.

On the basis of these considerations, one may hekher cross-linguistic rhythmic differences reflec
different configurations of a low-dimensional cehpattern generator explicitly regulating speech
rhythm or if they emerge from the interactions kestw local constraints provided by the phonologies
of different languages. The stability of a partaautollective behavior is determined by the comstsa
from which it emerges. Under the assumption thghrhic patterns capture collective behaviors of
the sensorimotor system, some rhythmic patternsxgrected to be more stable in some languages

than in others and therefore selected during laggeaolution by some languages but not by others.

Such an evolutionary pattern becomes even moreiplaun the light of the potential role of rhythani
regularities in speech perception. On the one hiaireasonable to hypothesize that regularities

the speech signal help building predictions conogrfuture input and that these predictions permit
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reducing the attention paid to predictable portiohthe speech stream (Cummins, 2016). On the other
hand, it has been shown that low-level auditorycpssing is tuned to the typical time scale of fjda
production, that cortical oscillations at that tisele are coordinated with syllabic amplitude
modulations and that the strength of this coordmaits related to speech intelligibility (see Ras@n
Doyle and Frank, 2018 for a recent review). Evideoallected in these studies motivated theoretical
models in which the coordination between the amgétmodulation of the speech signal and the
cortical rhythms of the listener favors chunkinggesses permitting the extraction of the segmental
content (e.g.: Ghitza, 2011; Giraud and Poeppd2RQn the light of the potential role played et
rhythmic properties of the speech signal in theastion of linguistic information, it does not seem
unreasonable to assume that perceptual constaingsitute an additional source of pressure toward

the selection of a stable rhythmic pattern durarggiage evolution.

On more methodological grounds, the approach dpeedlan this paper diverges dramatically from
previous attempts to investigating cross-linguisiféerences in speech rhythm since we do notoely
durational properties of the speech signal, whatlieations of phonetic events or frequencies of
amplitude modulations. Instead, we address thedowation between the processes that underlie
amplitude modulations related to the productiosyilfables and prosodic prominence by studying
how well the two kinds of processes repeat togdikbaviors displayed in the past. To this end, we
adapted the tools provided by Recurrence Analgsisvestigate strongly nonstationary processes, as
are expected to be those involved in intentionablb@r (cf. Lancia and Rosenbaum, 2018). By
detecting the repetitions in the processes undgyliie production of stress and the production of
syllables via Recurrence Analysis we capture a cbagacteristic of rhythmic behavior, which is the
recurrence of some events or classes of eventsidaguring the degree of coordination between the
processes under study, we capture another key dioreaf rhythmic behavior, which is that of

grouping of events in superordinate events. Inrégpect our approach is similar to that recently

33



adopted by Leong et al. (2017) who measured thedomation of amplitude modulation components
by estimating the variability of their generalizgltase difference values. The generalized phase
difference captures the relative advancement ofdsailatory signals in their own cycles by taking
into account the ratio between the oscillatory fiestcies of the two signals. The variability of the
generalized phase difference between two oscilldtajectories is expected to decrease as the
strength of their coordination increases. Due &fkxibility of Recurrence Analysis, the approach
proposed in this paper is expected to be more sixtenindeed, it is not restricted to the analgdis
narrow-band oscillatory processes (those for winstantaneous phase values can be computed, see
Huang, Wu, Long, Arnold, Chen, and Blank, 2009) t#retefore of more general applicability (thus
permitting for example analyses of the coordinabetween amplitude modulations and articulatory
trajectories or fO movements); it does not reqpiier knowledge of the ratio between the oscillator
frequencies of the signals under study; it natytadindles cases where the oscillatory frequenaeg v

over time and it does not make assumptions onigteldition of the obtained values.

5. CONCLUSION

Since the first works showing that speech rhytheoisstrained by preferred patterns of coordination
between the realizations of phonological categd@snmins and Port, 1998; Tajima, Zawaydeh and
Kitahara, 1999; Tajima and Port, 2003), the co@tive bases of cross-linguistic differences in sphee
rhythms have mostly been studied as produced byifepiheoretical models of coordination between
syllabic and feet oscillators. This was in part tluéhe lack of methods that, as the one propased i
this paper, permit addressing the coordination betwdifferent phonetic processes with little
knowledge about the processes themselves. We addllye degree of coordination between the
modulations of the acoustic energy occurring atithe scale characteristic of the production of
syllables and those occurring at the time scaleadheristic of the production of prosodic prominenc

The comparisons of data from different languagegstt the idea that speech rhythms are behavioral
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patterns that result from the coordination betwibenprocesses underlying speech production
constrained by the phonological structure. Thig ifne with a conception of phonology in general,
and of prosody in particular, as coordinative desipermitting the organic functioning of the

sensorimotor processes within and across speakarlvéd in speech communication.
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APPENDIX

Table Al. Post-hoc comparison between observedfaataGermanic languages. First column:

comparison; second column: estimated differenaej tolumn: standard error, fourth column t

value, fifth column: p values.

p value

Compared data Estimate Std. Em. t value
Ger,Orig,Online-Eng,Orig,Online -2.581e-p3 6.337e-03  -0.407| 1.000
Ger,Orig,Online-Ger,Orig,Offline -4.778e-03 3.509e-03 -1.361| 0.992
Ger,Orig,Online-Eng,Orig,Offline -3.086e-03 6.416e-03  -0.481| 1.000
Eng,Orig,Online-Ger,Orig,Offline -2.196e-03 6.489e-03  -0.338| 1.000
Eng,Orig,Online-Eng,Orig,Offline -5.052e-04 4.560e-03  -0.111| 1.000
Ger,Orig,Offline-Eng,Orig,Offline 1.691e-03 6.284e-03 0.269| 1.000

Table A2. Post-hoc comparison between observedfdataRomance languages. Data are organized

p value

as in Table Al.

Compared data Estimate Std. Ermn. t value
Fr,Orig,Online-It,Orig,Online 9.468e-03 7.076e-03 1.338| 0.993
Fr,Orig,Offline-It,Orig,Offline -2.515e-03 7.024e-03  -0.358| 1.000
Fr,Orig,Online-Fr,Orig,Offline 1.304e-02 4.524e-03 2.882| 0.244
Fr,Orig,Online-It,Orig,Offline 1.052e-0R 7.441e-03 1.414) 0.988
It,Orig,Online-Fr,Orig,Offline 3.570e-08 6.904e-03 0.517] 1.000
It,Orig,Online-It,Orig,Offline 1.055e-083 4.546e-03 0.232| 1.000

Table A3. Post-hoc comparison between observedfdataGermanic and from Romance languages.

Data are organized as in Table Al.

Compared data

Estimate

Std. Ermn.

t valy

e

P Ve

lue

Ger,Orig,Online-Fr,Orig,Online

2.404e-02 6.364e-03

3.778

0.0236
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Ger,Orig,Online-It,Orig,Online 3.351e-02 6.158e-03 5.442| <0.01
Ger,Orig,Online-Fr,Orig,Offline 3.708e-02 6.194e-03 5.987| <0.01
Ger,Orig,Online-I1t,0Orig,Offline 3.457e-02 6.537e-03 5.287| <0.01
Eng,Orig,Online-Fr,0rig,Online 2.663e-02 7.227e-03 3.684| 0.0312
Eng,Orig,Online-It,Orig,Online 3.609e-02 7.050e-03 5.120| <0.01
Eng,Orig,Online-Fr,Orig,Offline 3.966e-02 7.093e-03 5.592] <0.01
Eng,Orig,Online-It,Orig,Offline 3.715e-02 7.399e-03 5.021] <0.01
Fr,Orig,Online-Ger,Orig,Offline -2.882e-02 6.536e-03 -4.410| <0.01
Fr,Orig,Online-Eng,Orig,Offline -2.713e-02 7.331e-03 -3.701| 0.0298
It,Orig,Online-Ger,Orig,Offline -3.829e-02 6.276e-03 -6.101| <0.01
It,Orig,Online-Eng,Orig,Offline -3.660e-02 7.103e-03 -5.153| <0.01
Ger,Orig,Offline-Fr,Orig,Offline 4.186e-02 6.078e-03 6.886| <0.01
Ger,Orig,Offline-1t,Orig,Offline 3.934e-02 6.369e-03 6.177| <0.01
Eng,Orig,Offline-Fr,Orig,Offline 4.017e-02 6.942e-03 5.786| <0.01
Eng,Orig,Offline-I1t,Orig,Offline 3.765e-02 7.201e-03 5.228| <0.01

Table A4. Post-hoc comparison between surrogata filam Germanic and from Romance languages.

Data are organized as in Table Al.

Compared data Estimate Std. Em. tvalue pvalue
Ger,Surr,Online-Fr,Surr,Online -9.735e-03 6.364e-03  -1.530| 0.9758
Ger,Surr,Online-It,Surr,Online -7.772e-04 6.158e-03  -0.126| 1.0000
Ger,Surr,Online-Fr,Surr,Offline 4.232e-04 6.194e-03 0.068| 1.0000
Ger,Surr,Online-It,Surr,Offline -2.602e-03 6.537e-03  -0.398| 1.0000
Eng,Surr,Online-Fr,Surr,Online -1.050e-02 7.227e-03  -1.453| 0.9849
Eng,Surr,Online-1t,Surr,Online -1.540e-p3 7.050e-03  -0.218| 1.000
Eng,Surr,Online-Fr,Surr,Offline -3.391e-04 7.093e-03  -0.048| 1.0000
Eng,Surr,Online-It,Surr,Offline -3.364e-03 7.399e-03  -0.455| 1.0000
Fr,Surr,Online-Ger,Surr,Offline 2.078e-03 6.536e-03 0.318| 1.0000
Fr,Surr,Online-Eng,Surr,Offline 7.113e-03 7.331e-03 0.970| 0.9998
It,Surr,Online-Ger,Surr,Offline -6.879e-03 6.276e-03  -1.096| 0.9992
It,Surr,Online-Eng,Surr,Offline -1.845e-03 7.103e-03 -0.260| 1.0000
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Ger,Surr,Offline-Fr,Surr,Offline

8.080e-03 6.078e-03

1.329

0.9939

Ger,Surr,Offline-It,Surr,Offline

5.055e-03 6.369e-03

0.794

1.0000

Eng,Surr,Offline-Fr,Surr,Offline

3.045e-03 6.942e-03

0.439

1.0000

Eng,Surr,Offline-1t,Surr,Offline

2.019e-05 7.201e-03

0.003

1.0000

Table A5. Post-hoc comparison between original diaden Polish and from Germanic languages.

Data are organized as in Table Al.

p value

Compared data Estimate Std. Ermn. t value
Ger,Orig,Online-Pol,Orig,Online 6.265e-03 6.647e-03 0.942| 0.100
Ger,Orig,Online-Pol,Orig,Offline 9.214e-03 6.538e-03 1.409| 0.989
Eng,Orig,Online-Pol,Orig,Online 8.846e-03 7.479e-03 1.183| 0.998
Eng,Orig,Online-Pol,Orig,Offline 1.180e-02 7.397e-03 1.595| 0.966
Pol,Orig,Online-Ger,Orig,Offline -1.104e-02 6.795e-03 -1.625| 0.959
Pol,Orig,Online-Eng,Orig,Offline -9.351e-03 7.564e-03 -1.236| 0.997
Ger,Orig,Offline-Pol,Orig,Offline 1.399e-02 6.411e-03 2.182| 0.703
Eng,Orig,Offline-Pol,Orig,Offline 1.230e-02 7.236e-03 1.700] 0.942

Table A6. Post-hoc comparison between original diaden Polish and from Romance languages.

Data are organized as in Table Al.

Compared data Estimate Std. Em. tvalue pvalue
Pol,Orig,Online-Fr,Orig,Online 1.778e-02 7.501e-03 2.370| 0.574
Pol,Orig,Online-It,Orig,Online 2.725e-02 7.331e-03 3.717| 0.029
Pol,Orig,Online-Pol,Orig,Offline 2.950e-03 5.049e-03 0.584| 1.000
Pol,Orig,Online-Fr,Orig,Offline 3.082e-02 7.374e-03 4.179| <0.01
Pol,Orig,Online-It,Orig,Offline 2.830e-0R 7.669e-03 3.690| 0.029
Pol,Orig,Offline-Fr,Orig,Offline 2.787e-02 7.057e-03 3.949| 0.014
Pol,Orig,Offline-It,Orig,Offline 2.535e-02 7.313e-03 3.467| 0.059
Fr,Orig,Online-Pol,Orig,Offline -1.483e-02 7.437e-03 -1.994| 0.823
It,Orig,Online-Pol,Orig,Offline -2.430e-0R 7.213e-03 -3.368| 0.076
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Table A7. Post-hoc comparison between surrogata filam Polish and from Romance languages.

Data are organized as in Table Al.

Compared data Estimate Std. Err. tvalue | pvalue
Pol,Surr,Online-It,Surr,Online 2.182e-02 7.331e-03 2976/ 0.200
Pol,Surr,Offline-Fr,Surr,Offline 2.295e-02 7.057e-03 3.251| 0.103
Pol,Surr,Online-It,Surr,Offline 1.999e-02 7.669e-03 2.607| 0.405
Pol,Surr,Offline-Fr,Surr,Offline 2.295e-02 7.057e-03 3.251| 0.103
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